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Abstract

The advent of X-Ray Free Electron Lasers (FELs) has opened a new era for exploring the
fundamental properties of matter. These machines are the 4th generation light sources
and combine the exceptional properties of conventional lasers (ultra-short, brilliant,
coherent, and transform limited pulses) and synchrotrons (short and selectable wave-
lengths, selectable polarizations), allowing to probe the ultra-fast dynamics of atoms
and molecules in simple and complex systems at a nano-scale level. The extreme high
power together with the excellent transverse coherence of such sources provide about
10 orders of magnitude improvement in peak brightness above that offered by the cur-
rent synchrotron radiation sources based on electron storage rings, making FELs suit-
able probes for both the ultrasmall and the ultrafast worlds. In the last decade many
unsolved problems in understanding the properties in areas such as atomic, molecular,
condensed matter physics, astrophysics and biology have found a solution thanks to
the operating FELs. For this reason the number of FEL large scale user facilities is now
growing fast all around the world.

In order to provide the required experimental conditions, the emitted FEL light has
to be characterized, transported and focused inside the end-stations. This task is ex-
tremely important since the FEL radiation is generally of poor use for the experimen-
talists without any knowledge of its properties and without any manipulation. As a
matter of fact, the FEL photon transport and diagnostic is much more challenging com-
pared to the synchrotrons. This is because these 4th generation light sources do not
emit constantly in the same configuration, like synchrotrons, but have to be tuned and
optimized accordingly to the experimental needs almost before every beamtime. For
these reasons the FEL photon optics and diagnostics represent a brand new field of
science-technology, requiring clever custom solutions and years of research and de-
velopment. This thesis work is divided in two main branches: at first, it reviews
the basic theory behind FELs and points out possible improvement of these sources.
Secondly, it presents some results obtained during new and peculiar experiments per-
formed between 2017 and 2020 in different FELs facilities while showing how further
improvements are needed in order to accomplish state of art results unreachable with
the current state of synchrotrons and FELs. In Chapter 1, the reader is introduced to the
charged particle accelerator theory culminating with its application on one of the main
component of a Free Electron Laser: the undulator. In order to provide its special radia-
tion output, a FEL light source makes use of interactions between charged particles and
a self-generated electromagnetic radiation inside an undulator. To let the reader easily
understand the mechanism behind the radiation generated and its properties, this the-
sis opens with an approach to the laws of physics that rule the dynamics of the particles.
Coupling the Lorentz equation (that rules the electron dynamics) with Maxwell equa-
tions (wave equation for electromagnetic radiation) we show the collective dynamics
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of electrons throughout the all FEL structure in Chapter 2. In Chapter 3 we present the
two main places where this work of thesis has been built: the FERMI FEL in Italy and
the SwissFEL machine based at the Paul Scherrer Institute in Switzerland. Here we ex-
plore the secrets of their layouts, beamlines and main experiment performed.

Once the reader mastered the fundamental properties of a FEL, we show the main
results achieved during this research period at the FERMI FEL and at the SwissFEL.
In Chapter 4 we present the very first successfull attempt at X-Ray Transient Grat-
ing Spectroscopy, using an incident beam energy of 7.1 keV on a sample of Bismuth
Germanate Oxide. In order to confirm some of the results obtained through the X-
ray Transient Grating technique, a few satellite measurements and simulations were
also performed on the Bismuth Germanate Oxide sample. In Chapter 5 we present
what we called a Real-time visualization of ibuprofen dimer vibrations with element-
and enantiomeric- selectivity: here we exploit the potential of FELs through an atomic-
and enantio-selective ultrafast soft X-Ray absorption experiment that allows the visual-
ization and disentangling of several low-frequency and near lying vibrational modes,
involving specific carbon atoms in a racemic mixture of Ibuprofen. In Chapter 6 we ex-
plore the world of soft matter: here we introduce the problematics affecting the protein
structure research by showing the main results obtained at two synchrotron facilities.
Afterward, given the results we obtained, we explore the possibility to overcome such
problems by introducing the Coherent and Incoherent Diffraction Imaging techniques
at FELs combined to a new approach on protein bidimensional crystallization. Chapter
7 introduces a technique that aims at Catching Conical Intersection through Electronic
Coherence and Noise Correlation Spectroscopy: we explore the possibility to use the
TRUECARS technique to directly visualize the conical intersection dynamics, which
regulates the photo-chemestry of most molecules. Chapter 8 opens with an introduc-
tion of an extremely interesting, fast developing technique which goes by the name of
Resonant Inelastic X-ray Spettroscopy (RIXS). Here we show the results of the applica-
tion of the RIXS technique exploiting the Ultrafast charge trapping dynamics in Cu2O
in-gap states: we investigated the charge trapping dynamics in the defect-related in-
gap states of Cu2O, following photoexcitation across the band gap. These mechanisms,
still far from being understood, constitute the main energy loss channel in light har-
vesting and emitting devices. Finally, this Chapter culminates with the Design of a soft
X-Rays RIXS spectrometer for SwissFEL: given the construction of new beamlines at
SwissFEL, we simulated a new spectrometer to fit the properties required by the RIXS
technique in the soft X-Rays.
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Chapter 1

Accelerator Physics

In the following Chapter we present a simple and general approach on the dynamic
of charged particles inside a non-specific charged particles accelerator. After that the
mathematical and physical tools are given, we introduce one of the main component of
a Free Electron Laser: the undulator.

1.1 Particle Accelerator Theory

In a time frame where light sources are amongst the most effective tools to explore the
properties of matter, the study of accelerator physics is crucial. Detailed knowledge of
the interaction of charged particles with external and intrinsic electromagnetic fields
together with the exponentially increasing simulation power on multi-body dynamics,
allows the design of accelerators meeting specific characteristics.

1.1.1 Electron beam dynamics

Among the several existing techniques to accelerate charged particles [1], modern linear
accelerators (LINACs) use radio frequency (RF) cavities to accelerate them particles to
a desired energy [2]. Inside the RF cavities, a strong longitudinal electric field, with
frequencies ranging from hundreds of megahertz MHz up to few gigahertz GHz, is
maintained. When a particle, in our case an electron, passes through a LINAC cavity,
its energy is changed by the interaction with the RF accelerating field. The energy
gain/loss is given by:

d(gmc2)
dt

= eV sin(wRF + f), (1.1)

where V is the peak accelerating voltage of the cavity, f is the phase in between the RF
wave and the electron bunch, wRF is the RF angular frequency, m is the rest mass of the
charged particle, e is the electron charge, and c is the speed of light in vacuum. The
Lorentz factor g takes the form

g =

s
1

1 � b2 with b =
~v
c

, (1.2)

with ~v being the velocity vector of the electron.
Generally speaking, the dynamics of a charged particle immersed in an electromagnetic
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Chapter 1 - Accelerator Physics

fields is given by the Lorentz force:

d(gm~v)
dt

= e(~E + ~b ⇥ ~B), (1.3)

where ~E and ~B are respectively the electric and the magnetic fields interacting with the
charged particle.

In any particle accelerator, the trajectory that each of the particles should follow (the
reference trajectory) is defined by design i.e., the interaction between electromagnetic
fields and the particles is studied such that them particle are forced to move as close as
possible to the design trajectory. In the case where the design orbit is not a straight path
[3], the typical fields used for beam guiding are provided by stationary magnetic fields:
a typical example is the case of dipole (bending) magnets which are used to curve the
trajectory of charged particles along a desired orbit. As the bending angle depends on
the particle momentum, the design trajectory is defined for the nominal momentum of
the particles p0. It follows that particles with a momentum p = p0 + Dp0 (for Dp 6= 0)
would follow a different trajectory than the desired one. It is useful to define dp as the
relative deviation of the momentum of the particle from the nominal one, i.e. dp = Dp0

p0
.

This quantity is of great importance since that deviations of the momentum of the par-
ticle tends to spread the beam in the transverse direction (defocusing). Thus, in order to
control the beam transverse dimensions, a transverse focusing has to be implemented,
which is normally applied using quadrupole magnets [4]. The design orbit typically lies
within a plane and all magnets are oriented in such a way that the particle motion can
be decoupled in the horizontal and vertical directions [1]. It is convenient to describe
the motion of individual particles in terms of coordinates related to a reference particle.
At any longitudinal position s along the reference trajectory, the instantaneous position
of a particle can be expressed in the curvilinear coordinate system (x,y, s), schemati-
cally represented in figure 1.1.

Figure 1.1: Reference system along the design orbit (blue curve) and oscillations around it (red dashed
line). Image courtesy of E. Ferrari and F. Curbis.

The linear equation of motion for an electron in an accelerator for the independent
variable s can be expressed as [3]:

d2x
ds2 = �Kx(s)x + Fx(s) (1.4)

where Kx(s) is a function of the magnetic elements present along the beam trajectory
and describes the focusing (defocusing), Fx(s) is a measure of the deviation of the field
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Chapter 1 - Accelerator Physics

on the ideal orbit from its ideal value and can be written as

Fx(s) =
DB
B

1
r(s)

=
Dp
p0

1
r(s)

=
dp

r(s)
(1.5)

where r(s) is the local bending radius along the beam trajectory at the position s [3].
A proper arrangement of alternating quadrupolar fields is required to keep particles
close to the design trajectory simultaneously in both transverse planes [3, 4]. Equation
1.4 is called an Hill’s differential equation [5]. The associated homogeneous equation,
in the absence focusing/defocusing approximation (i.e., Kx(s) = K0 is constant), have
a general solution that can be expressed as linear combination of C(s) and S(s) for the
initial condition at s0

x(s) = C(s)x(s0) + S(s)x0(s0)

x0(s) = C0(s)x(s0) + S0(s)x0(s0)
(1.6)

Here we adopt the matrix formalism with which equation 1.6 can be rewritten in matrix
form as: ✓

x(s)
x0(s)

◆
=

✓
C(s) S(s)
C0(s) S0(s)

◆✓
x(s0)
x0(s0)

◆
(1.7)

or in short, with obvious notation

X(s) = M(s, s0) X(s0) (1.8)

where M is called the transfer matrix, and C and S are cosine and sine-like solutions of
Hill’s equation satisfying the initial conditions

C(s0) = 1; C0(s0) = 0; S(s0) = 0; S0(s0) = 1. (1.9)

The transfer matrices Mi can be written for every specific ith element present along the
beam trajectory. The total transfer matrix of a beamline made up of different specific
elements i, .., i is obtained via the product of the matrices for the single element Mi, .., Mi,
calculated by the usual rules of matrix multiplication. In the case of two components,
that is;

M(s2, s0) = M(s2, s1) M(s1, s0). (1.10)

The described considerations can be naturally extended to the y plane.
A solution of the inhomogeneous equation 1.4, can be found by using perturbation
theory and Green’s functions [1, 6], resulting in the particular solution:

h(s) = S(s)
Z s

s0

C(s0)
r(s0)

ds0 � C(s)
Z s

s0

S(s0)
r(s0)

ds0 (1.11)

where h(s) · dp describes the deviation of the closed orbit for off-momentum particles
(with a fixed Dp) from the reference orbit at position s, provided the electron moves on
the design orbit in a small interval around s0. The new orbit of off-momentum particle
is called a chromatic closed orbit, which is shown in figure 1.2.
As for the case of the homogeneous solution, also the general solution of the inhomo-
geneous equation can be written in matrix notation:

0

@
x(s)
x0(s)

dp

1

A =

0

@
C(s) S(s) h(s)
C0(s) S0(s) h(s)

0 0 1

1

A

0

@
x(s0)
x0(s0)

dp

1

A (1.12)
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Chapter 1 - Accelerator Physics

Intuitively, we can extend the dynamics description in matrix notation to include both
transverse planes and the longitudinal motion of the particles in the beam. To do so, we
use a 6-dimensional coordinates vector ~X(~x(s)), where x(s) = (x, x0,y,y0,z,dp) where
we introduced the longitudinal position z of the particle, relative to the beam centroid
z0 = 0. Thus, summarizing all the considerations above, we can write the matrix equa-
tion in the six dimension phase space as

~X(~x(s)) = R · ~X(~x(s0)) (1.13)

Any element Rij of matrix R for a particular lattice component indicates the influence of
the value assumed by the coordinate j at the start of the element, on the coordinate i at
the end of the element. For the sake of carity, it is now useful to introduce a pragmatic
example: let’s consider two relativistic particles with different momentum p1 and p2
that (the reader should now think "of course") move on different paths in an element of
the beam line. Considering the simple case of same initial transversal coordinates, their
longitudinal separation evolves (at the first order in the energy separation) as

Dz f = Dzi + R56 ·
Dp12

p0
(1.14)

where Dzi is the initial longitudinal separation (before the element), Dz f is the longitu-
dinal separation after the element, and Dp12

p0
is the relative momentum separation of the

two particles. A general approach is presented in the upcoming section 1.1.2.

Figure 1.2: On-momentum particles oscillate around the design orbit while off-momentum particles, due
to instabilities, oscillate around a chromatic closed orbit. Adapted from [7])

Using the Floquet’s Theorem 1, we can find a general solution of the homogeneous
Hill’s equation, which is expressed in the phase-amplitude form [8] as:

x(s) =
q

exbx(s)cos(fx(s) + yx)

y(s) =
q

eyby(s)cos(fy(s) + yy)
(1.15)

1 Floquet’s Theorem gives a canonical form for each fundamental matrix solution to periodic linear differ-
ential equations of the form ẋ = A(t)x. It gives a coordinate change that transforms the periodic system
to a traditional linear system with constant, real coefficients. When applied to physical systems with pe-
riodic potentials, such as crystals in condensed matter physics, the result is known as Bloch’s theorem.
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Chapter 1 - Accelerator Physics

where bx(s), by(s) are the so called Betatron function for the horizontal and vertical
axis respectively, while fx(s) and fy(s) are the horizontal and vertical phase advance
function. ex(s), ey(s) and yx, yy are real constants specifying the particular solution.
The Betatron functions describes completely the transverse focusing for a given accel-
erator. From equation 1.15 , we can easily see that the maximum displacement of a
particle from the design orbit at position in each direction s is given by the amplitudes
for the Betatron functions, that is:

Dx(s) =
q

exbx(s)

Dy(s) =
q

eyby(s)
(1.16)

for the x and y direction, respectively. By plugging the solutions in equation 1.15 inside
the homogeneous Hill’s equation 1.4, we find [8]

gxx2 + 2axxx0 + bxx02 = ex

gyy2 + 2ayyy0 + byy02 = ey
(1.17)

where we defined the Twiss parameters a and g performing the following substitutions:

a(s) ⌘ �
1
2

db(s)
ds

, g(s) ⌘
1 + a(s)2

b(s)
. (1.18)

Equations 1.17 define two ellipses in the coordinates space, one in the (x, x0) plane and
one in the (y,y0) plane, both centered at (0,0), with area equal to pex and pey respec-
tively. The motion of the particles can thus be interpreted as oscillations within an
ellipse in a particular space defined by the particle positions and momenta: the phase
space. The shape of the ellipses varies along the accelerator according to the transfer
matrices M, while the area is a constant of motion, called the Courant-Snyder invariant
[9]. The relation of Courant-Snyder parameters to the ellipse is sketched in figure 1.3.
The evolution of the electron beam distribution can be described by means of the co-
variance matrix

sx =

✓
hx2

i hxx0i
hx0xi hx02i

◆
(1.19)

evolving from s0 to s according to the matrix transformation formalism:

sx(s) = Msx(s0)MT (1.20)

hxi and hx2
i are the first and second moment of the beam distribution. It is possible to

demonstrate [6] that the following relation holds:

exbx(s) = hx(s)2
i

eyby(s) = hy(s)2
i,

(1.21)

where ex (ey) is called the horizontal (vertical) geometric emittance [6], and it is defined
as follows

ex =
q

det(sx) =
q
hx2ihx02i � hxx0ihx0xi (1.22)

The emittance represents the root mean square (rms) area occupied by the beam in the
x � x0 space (similar definition is also possible for the vertical transverse space). The
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Figure 1.3: Phase space ellipse. Adapted from [10]

quantity hx(s)2
i, corresponding to the element (sx)11 of the covariance matrix, can be

directly measured in a LINAC by looking at the bunch transverse profile. This implies
that it is possible to measure the product of emittance and the beta function at the pro-
file monitor location. By implementing the quadrupole scan technique [6] it is further
possible to recover the Twiss parameters a, b and g of the beam at the same location,
thus gaining full knowledge of the transverse dynamics of the electron bunch. A cor-
rection of the electron beam momentum dispersion is then implemented by placing
sextupole magnets or skew quadrupole magnets where the Betatron function b is large.

1.1.2 Magnetic bunch compressor

The astonishing high beam brilliance compared to the beam brilliance of a typical syn-
chrotron, is undoubtedly one of the most important features among the main char-
acteristics that make a FEL such a powerful machine. The discrepancy covers over
ten orders of magnitude. In order to reach those values, very short bunches of high-
brightness electron beams, thus having a very high peak currents, are required. Usually,
these bunches cannot be produced directly in electron guns, due to the space charge
forces that would destroy the brilliance within a short distance. Therefore, a bunch
length compression is usually implemented [11]. The compression decreases the bunch
length by ballistic contraction of its path length through a magnetic chicane, typically
composed of four identical bending magnets. All the electrons in the beam are ultra-
relativistic, i.e., they approximately travel at the speed of light, nevertheless they do
not possess the exact same energy, but rather follow an intrinsic energy distribution
around the mean value. The chicane takes advantage of the energy distribution pro-
viding a path length depending on the energy of each electron, in particular higher
energy electrons will travel on a shorter trajectory. Thus, if the electrons toward the
tail of the bunch possess an higher energy than the ones towards the head, the tail will
follow a shorter, i.e., faster, path while the ones in the head will follow a longer, slower
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path. The net effect is that the bunch edges will approach the central part of the beam
reducing the overall bunch length. To introduce the required energy dependence along
the beam (time-energy correlation) one can change the accelerating phase of the struc-
tures upstream the bunch compressor, from the crest (maximum accelerating voltage,
f = p

2 ) to an off-crest condition, as schematically described in fig. 1.4 . In this condition
the particles towards the tail of the bunch (blue dot) are accelerated more by the RF
wave of the accelerating structure than the ones towards the head (red dot), following
the relation:

Vp = Vc sin(kRFz + fRF) (1.23)

where Vc is the accelerating cavity voltage, Vp is the voltage experienced by the particle,
KRF is the momentum associated at the radio frequency electric field in the cavity, and
f is the phase shift between the particle and the electric field.

Figure 1.4: Schematic representation of off-crest acceleration in a LINAC cavity. The cavity is set at
a phase that introduces a time-energy correlation inside the electron beam. This is due to the different
amplitude of the RF field for different parts of the electron beam. Adapted image, courtesy of S. Di Mitri
and E. Ferrari.

In the following mathematical description, we have chosen a longitudinal coordinate
system such that the head of the bunch is located at z < 0. We define the relative energy
variation that will be used in the following as:

dE =
Dg

g0
(1.24)

we will also be using the approximation

dp ⇡ dE (1.25)

which holds for ultra-relativistic particles, i.e., g � 1.
We want to find the value of R56 in the simple case of the ordinary chicane presented in
fig. 1.5. To do so, we expand the path length dependence on the energy to the first order
in dE i.e., we use the relation in eq 1.13 where we now have x(s) = (x, x0,y,y0,z,dE).
Considering fig. 1.5, the path length of an electron inside the magnetic chicane will be:

s =
2L1

cosJ0
+ L2 (1.26)
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Figure 1.5: Schematic layout of the ordinary negative R56 (top) and the special positive R56 chicane
(bottom). The blue, green, and red curves represent the trajectories of high energy particle, center energy
particle, and low energy particle, respectively. Image adapted from [11].

while considering an off-momentum electron, it will have a path length equal to

soff =
2L1

cosJ
+ L2 where J =

J0

1 + dE
(1.27)

The path length difference between the two particle can be then expressed as:

Ds = son � soff = �2L1J2
0dE (1.28)

The most general form of transfer-matrix in LINAC section containing horizontal bends
(in the absence of x/y coupling and acceleration) takes the form

R =

0

BBBBBB@

R11 R12 0 0 0 R16
R21 R22 0 0 0 R26
0 0 R33 R34 0 0
0 0 R43 R44 0 0

R51 R52 0 0 1 R56
0 0 0 0 0 1

1

CCCCCCA
(1.29)

Thus, considering the same starting point for the on- and off-momentum particles going
s0 ! s1, we have a final longitudinal slippage for the off-momentum electron equal to:

Dz = z1 � z0 = R51x0 + R52x00 + R56dE (1.30)

In a chicane, by design we have R51 = R52 = 0, which leads to the final form:

Dz = R56dE (1.31)

8
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which, using the approximation in 1.25, is the same form as eq. 1.14. Considering also
the approximation for ultra-relativistic particles, i.e., Ds ⇡ Dz, we can finally write:

R56 = �2L1J2
0. (1.32)

A more formal approach is useful in order to define some fundamental quantities in the
FELs physics [12]. We can explicitly write down the relative energy change as

dE =
E(z0)� EBC

EBC
(1.33)

where E(z0) is the energy gain associated at the accelerating voltage in the cavity (eq.
1.23), and EBC (BC stands for before compression) is the beam energy right before the
bunch compression. We can then write:

Dz1 = Dz0

⇣
1 + R56

1
EBC

dE(z)
dz0

⌘
= Dz0(1 + R56 h) (1.34)

where we defined the term h as the linear chirp of the beam. It is important to notice
that with this definition, combined with eq. 1.31, we can expand the relative energy
variation at the 1st order in z, i.e.,

dE = hz. (1.35)

If we consider an electron beam of energy E0 entering a LINAC with grant an energy
gain equal to E(z0) = eVc sin(KRFz0 + fRF) with Vc the peak accelerating voltage and
fRF the phase in between the accelerating field and the electrons, the linear energy
chirp of the beam and the R56 parameter of the chicane can be written as:

h =
2p

lRF

eVc cos(kRFz0 + fRF)
E0

; R56 = �2J2
0

⇣LT � LC
2

�
4
3

LB

⌘
. (1.36)

where LT = 2L1 + L2 is the total length of the magnetic chicane. From eq. 1.34 it is useful
to define the compression factor C as the ratio of the initial and final bunch length, that
is:

Dz1 ⌘
Dz0

C
=) C =

1
1 + h · R56

(1.37)

The initial electron bunch (rms) length is sz0 . By substituting eq. 1.33 and 1.36 into eq
1.31, it is possible to evaluate the (rms) bunch length after compression, which results
to be:

sz = hz2
� hzi2

i ' sz0(1 + h · R56) =
sz0

C
. (1.38)

The peak current of the beam after compression is increased by a factor equal to the
compression factor. The beam is compressed for C > 1, which implies, from eq. 1.37,
that h · R56 < 0. One can also see, from eq. 1.36, that R56 is negative, meaning that a
positive chirp is needed to compress the beam.

Up to now we described the linear approximation of the bunch compression, i.e., as-
suming linear dependence in z and dE. In this approximation any point of the beam
undergoes the same compression factor and the shape of the bunch is preserved. This
means that by starting with a flat current profile it is possible to get a flat current distri-
bution at the LINAC end, usually preferred for FEL operations. In reality, higher order
terms can be present in the beam energy chirp. Considering a second order term, the
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transformation of the bunch longitudinal coordinate through the magnetic chicane, and
the quantity dE change at the 2nd order as [13]:

Dz = R56dE + T566dE2 (1.39)

dE = hz + h0z2 (1.40)

h0 = �
1
2

⇣ 2p

lRF

⌘2 eVc sin(kRFz0 + fRF)
E0

(1.41)

where T566 =�
3
2 R56 describes the second order energy dependence of the chicane trans-

port matrix M. It has been shown that the second order terms lead to a non-linear com-
pression for C > 3 [14], with a non-linear dependence of the particle position z and a
non-linear compression factor along the beam. This leads to the rise of unwanted cur-
rent spikes at the edges of the bunch. The usage of an harmonic RF accelerating cavity
[15, 16] can be adopted in order to also introduce an equal and opposite 2nd order term
in the beam energy chirp that cancels out the second order compression factor, thus
reinstating a linear compression regime.

1.2 Synchrotron Radiation

1.2.1 The Undulator

An undulator is an insertion device composed of a periodic magnetic structure with
period lµ = 2p

kµ
which generate a magnetic field with amplitude B = (Bx, By,0). Using

the reference frame of figure 1.3, the magnetic field can be described as:

Bx = B0x cos(kµz)
By = B0y sin(kµz).

(1.42)

The magnetic field is generated by two arrays of permanent magnets with alternating
polarity which force the electrons to follow an oscillating trajectory. In the case where
B0x = 0, the undulator is said to be planar. In this case, the magnetic field is sinu-
soidal and lies in the (y � z) plane, as shown in figure 1.6 (top - a). In the case where
B0x = B0y = B0, the undulator is said to be helical, see figure 1.6 (top - b). In this latter
scenario, the magnetic field generated by the structure describes an helix centered on
the undulator axis, i.e., its projection on the (x � y) plane is a circle. In the intermediate
cases we have 0 6= B0x 6= B0y 6= 0 and the undulator is in an elliptical configuration. Its
magnetic field can be described as the superposition between a circular and a linear
components and its projection on the (x � y) plane is an ellipse.
The interaction between the electrons and the field in the undulator is described by the
Lorentz force in eq. 1.3. We can easily see that the electrons oscillate on a trajectory
having the same symmetry of the magnetic field by integrating equation 1.3 once. Here
we find the expression for the velocity of the electron [17], that is:

bx =
Ky

g
cos(kµz)

by = �
Kx

g
sin(kµz),

(1.43)
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Figure 1.6: Top: Magnetic field (red continuous line) of an undulator. For the helical case the two field
components are also shown (green lines). Bottom: Electron trajectory (blue continuous line) inside an
undulator. Images adapted from [11].

where we defined the undulator strengths Kx,y in x and y directions as [17]

Kx,y =
elµB0x,y

2pmc
. (1.44)

It’s now useful to define the total strength parameter as

K =
q

K2
x + K2

y. (1.45)

The longitudinal velocity of the electrons (along the z axis) depends on the configura-
tion of the device. Indeed, combining together eqs. 2.4 and the relation bz =

q
b2 � b2

x � b2
y,

we have:

b
p
z ' 1 �

1
2g2

⇣
1 +

K2

2

⌘
�

K2

4g2 cos(2kµz) = hbzi �
K2

4g2 cos(2kµz)

bh
z =

s

1 �
1 + K2

g2 ' 1 �
1 + K2

2g2 ,
(1.46)

where we used the letters p and h for the planar and helical cases respectively.
We now have all the elements to calculate R56 for an undulator. To do so, we recall eq.
1.31, which can be written as:

Dz = R56
Dg

g
(1.47)

We can also write Dz for an undulator as:

Dz = cDb · Dt = c(b1 � b2)Dt ⇡
cDt
g2

⇣
1 +

K2

2

⌘Dg

g
(1.48)

11



Chapter 1 - Accelerator Physics

considering Dt = Nµlµ

c as the time spent to run across the undulator, we have

Dz = Nµ
lµ

g2

⇣
1 +

K2

2

⌘Dg

g
. (1.49)

where Nµ is the number of periods inside the undulator. By comparing eq. 1.47 to eq.
1.49, we have:

R56 = Nµ
lµ

g2

⇣
1 +

K2

2

⌘
(1.50)

which holds for any type of undulator. We can now perform a second integration in
order to find the positions along the undulator, so that:

x =
Ky

gkµ
sin(kµz)

y = �
Kx

gkµ
cos(kµz)

zp
' hbzict �

K2

8g2kµ
sin(2kµct)

zh = bh
zct.

(1.51)

In the case of a planar undulator the charged particle trajectory on a plane perpendic-
ular to the magnetic field is sinusoidal, while in the propagation direction we have a
small sinusoidal oscillation around a linear z position with a periodicity doubled with
respect the periodicity of the magnetic field (see figure 1.6 (bottom - a)). For an helical
undulator the electrons describe a helix, centered on the axis of the device as shown in
figure 1.6 (bottom - b).
Both the planar and helical configurations described above can be achieved with a sin-
gle device: i.e., an APPLE-II type undulator [18, 19]. An APPLE-II type undulator is a
particular kind of insertion device made of two pairs of magnetic chains mounted on
rails that can slip one with respect to the other. In this way, one can vary the phase be-
tween one chain and the other in a definite and continuous way, switching from planar
to helical configuration and passing (continuously) trough all intermediate elliptical
configurations.

1.2.2 Spontaneous Radiation

To resume all the above calculations in few words, we just saw that the electrons inside
an undulator, subject to a force proportional to the magnetic field inside the undulator
itself, are accelerated radially on a sinusoidal trajectory having the same periodicity as
the magnetic field. These accelerating charge particle emit synchrotron radiation which
in this case is also called spontaneous emission.

The properties of the radiation emitted by an undulator can be described in terms of
interference [19] of wave-fronts emitted by the same electron at different points of the
magnetic lattice (see figure 1.7). Considering the more simple case of a planar undula-
tor, we saw from eq. 1.51 that electrons are moving along the z direction with a mean
drift velocity hbzi. In the time

�
DTAB =

lµ

hbzic
�

it takes to the electron to move through
one period length from point A to point B, the wave-front of the radiation emitted in A
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Figure 1.7: Interference process in an undulator. Image reproduced from [19].

has advanced by a distance lµ

hbzi
, hence the wave-front is ahead of the radiation emitted

at point B by a distance d equal to

d =
lµ

hbzi
� lµ cosJ (1.52)

where J is the angle of emission with respect to the electron beam axis. When the
distance d is equal to an integer number n of radiation wavelengths (lr) there is con-
structive interference between the radiation emitted by the same electron at equivalent
points (e.g., A and B in figure 1.7). Thus we have:

nlr =
lµ

hbzi
� lµ cosJ (1.53)

We can now insert the expression for the mean drift velocity (eq.1.46) inside eq. 1.53.
By expanding the cosJ term to the second order and neglecting the cross square terms,
we get:

lr =
1
n

lµ

2g2

⇣
1 +

K2

2
+ g2J2

⌘
(1.54)

where n = 1,2,3, ... is the harmonic number. Defining the fundamental wavelength i.e.,
lr(n = 1) ⌘ l0, we have that the undulator emission occurs at l0 and at its harmon-
ics at nl0. This relation holds for any undulator configuration, using the appropriate
value of K defined in equations 1.44 and 1.45. Relation 1.54 put in the spotlight one of
the most precious features of synchrotron radiation: tunability. In this case, tunability
allows to adjust the emission wavelength either by varying the electron energy g, or
the strength parameter K.

It is useful to notice that, inserting eq. 1.54 for the on-axis case (i.e., J = 0) inside eq.
1.50, we can rewrite the R56 parameter for an undulator as:

R56 = 2Nµl0. (1.55)

In the transverse direction, the spontaneous emission is only partially coherent due to
the well defined spatial period lµ of the undulator. In the longitudinal direction, the

13



Chapter 1 - Accelerator Physics

spontaneous emission is not coherent since each electron emits radiation independently
(there is no definite phase relation with respect to the emission of others electrons). We
can summarize the beam coherence using the electron density r(t) which is defined as:

r(t) =
•

Â
i=1

d(t � ti) =)
Z +•

�•
r(t)dt = n (1.56)

By performing a simple fuorier transform we get the electron density in the frequency
domain

r(w) =
Z +•

�•
eiwtr(t)dt =

•

Â
i=1

eiwti . (1.57)

The radiation intensity is proportional to the module squared of the electron density,
thus we have:

I(w) µ |r(w)|2 = n +
n

Â
i 6=j

eiw(ti�tj) (1.58)

In the absence of a definite phase relation between electrons, the second term means
to zero, and the radiation intensity is therefore proportional to the number of emitting
electrons. On the contrary, when a phase relation between different particles builds up,
we can express the general emetting time ti as:

tj = j · dt (1.59)

In this latter case, we have:

I(w) µ n +
n

Â
i 6=j

eiwdt(i�j) w= 2p
dt

�����! I(w) µ n + n2
� n = n2 (1.60)

and the radiation intensity is therefore proportional to the squared number of emitting
electrons.

The interference model can supply further information about the spread in wavelength.
When the undulator consists of Nµ periods and its total length is therefor Lµ = Nµlµ,
the condition for constructive interference over the entire length becomes:

Lµ

hbzi
� Lµ cosJ = nNµlr (1.61)

Vice versa, the interference becomes destructive when there is one extra wavelength of
wave-front separation over the length of the device, i.e.,

Lµ

hbzi
� Lµ cosJ = nNµl0 + l0 (1.62)

Subtracting eq. 1.61 and 1.62 yields the range of emitted wavelengths at fixed angle to
be

Dl

l
=

1
nNµ

(1.63)

which corresponds to the linewidth (Full Width Half Maximum, FWHM) of the emitted
radiation at the nth harmonic at and angle J with respect to the beam axis.
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There is nearly unanimous agreement across the synchrotron radiation community that
a measure of the number of photons emitted per second per bandwidth per unit solid
angle and unit area of the source is the proper way to characterize the radiation prop-
erties of third-generation sources. What has not gained such uniform acceptance is the
nomenclature for this quantity [20] since it can be found in literature under different
names. The conclusion reached in [20] states that the term spectral brightness best de-
scribes the quantity, thus that is the nomenclature we are going to use.

Figure 1.8: Top left: spectral brightness of an helical undulator with Nµ = 5 and K = 0.5 against w/w1
and gJ. Bottom left: a comparison of the spectral brigthness for different values of the strength parameter
K. Right: spectral brightness cuts for different values of gJ. Image adapted from [21] and [22].

Further information can be achieved by calculating the spectral brightness of the emit-
ted radiation using the well known formalism of the Lienard-Weichert potentials [23].
The spectral brightness can be written as:

d2 I
dWdw

=
e2w2

4p2c

���
Z +•

�•
[n̂ ⇥ (n̂ � ~b)]eiw

�
t� n̂·~r(t)

c

�
dt
���
2

(1.64)

where n̂ is the (instantaneous) versor that connects the charge and the observer, W is
the solid angle, w is the angular frequency of the radiation and~r(t) is the position of
the charge as defined in eq. 1.51. The correction present in the exponential is defined
as the retarded time, which is the time elapsed between the radiation emission and its
observation at the observer position, due to the speed of light limit. Focusing on the
simpler case of the planar undulator, we find that the spectral brightness emitted on
axis is:

d2 I
dWdw

=
e2w2K2

16p2g2c

��� Â
n(odd)

h⇣
J n�1

2
(c)� J n+1

2
(c)
⌘

sinc
h
pNµ

⇣
n �

w

wr

⌘i���
2

(1.65)
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where Jn are the Bessel functions, and c is defined as:

c =
K2

8g2
w

wµ
. (1.66)

In the case of a planar undulator the odd harmonics are emitted both on- and off-axis,
while the even harmonics can be found only off-axis. In the case of an helical undulator,
as we can see in fig. 1.8, only the fundamental is emitted on-axis, while all the other
harmonics are emitted off-axis [17]. The fundamental tone dominates on-axis since
the Bessel coefficient for the first harmonic is equal to unity [24]. This previous result
is exact only for an electron beam with a divergence equal to zero. If the divergence
is different from zero, the resulting spectrum is the convolution between the angular
distribution of the radiation and the distribution of the electron bunch. The emitted
radiation has a definite polarization with the same symmetry of the motion of the elec-
trons, so it is linear (s or p) if the undulator is in the planar configuration, it is circular
(left or right hand) if the device is in the helical configuration, and it is elliptical if the
undulator is in the elliptical configuration.
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Chapter 2

Free Electron Lasers

2.1 The physics behind FELs

Proposed in 1971 by John M. J. Madey [1] and demonstrated experimentally in 1977 at
Stanford [2], Free Electron Lasers have been recognized as promising devices for the
generation of EUV/X-Ray radiation with laser-like properties. The working principle
of a FEL relies on the interaction between an ultra-relativistic electron beam and a co-
propagating electromagnetic wave, in the presence of a static and periodic magnetic
field generated by an undulator. Inside the magnetic field, electrons are forced to fol-
low an oscillating trajectory, and the transverse component of their velocity is coupled
to the co-propagating wave. This interaction results in a force along the direction of
propagation. Depending on their phase with respect to the electromagnetic field, elec-
trons can gain or lose energy. Eventually, the interaction causes a density modulation
in the electron bunch: particles distribute in micro-bunches on the scale of the radiation
wavelength and its harmonics. Such a bunching is the source of coherent FEL emis-
sion. The FEL process starts when there is a net amplification of the electromagnetic
wave to the detriment of the energy of the electrons in the bunch. The emitted intensity
is amplified along the longitudinal coordinate of the undulator, until the interaction
between the electrons and the radiation becomes strongly non-linear: at this points,
through mechanisms described in the following, the process reaches saturation and the
emitted intensity becomes nearly stationary.

In principle, the electrons can couple with electromagnetic fields with any arbitrary
frequency. In general, this does not imply a net energy transfer between the electrons
and the wave. In fact, on average, when an electron transfers energy to the field, there is
another particle that gains energy at expense of the wave. In order to have a net energy
transfer, the coupling must be resonant. Such a condition is schematically represented
in fig. 2.1. In fig. 2.1 (a), the electron position (thin arrow) is chosen in a way that it
feels a negative component of the electric field of the electromagnetic wave: the particle
feels a decelerating force and loses energy. Along its motion inside the undulator, the
electron slips back with respect to the wave-front. This behavior is mainly due to two
reasons: the electron velocity is lower than the speed of light, and it follows a sinusoidal
trajectory while the light follows a straight path. The resonance condition implies that
the slippage of the electron with respect to the wave must be equal to one wavelength
of the radiation for every undulator period. In fig. 2.1 (b) we can see the result after
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Figure 2.1: Case of planar undulator. Phases relations between the electromagnetic wave and the electron
beam, in resonance condition. Dashed line: electron trajectory. Shadowed parts represent the magnetic
component of the co-propagating wave (B). Image adapted from [3].

a distance equal to half of the undulator period. In this position the electron gains a
delay equal to lr

2 with respect to the wave-front. Once again, the electric field and the
electron velocity have opposite sign, thus the particle keeps on feeling a decelerating
force i.e., it loses energy. In fig. 2.1 (c) the situation equals the one of fig. 2.1 (a): at
this point the electron accumulated a delay with respect to the co-propagating wave
equal to lr. This situation is the only one for which the electron continuously loses
energy and transfers it to the radiation field. One can show that, in this case of perfect
resonance, half of electrons gain energy while the other half lose energy, thus no net
energy transfer is present. This is shown in fig. 2.1 by the presence of another electron
(bold arrow) which is in the condition of continuous absorption of energy from the field.
The gedankenexperiment we just went through teaches us one important lesson: there is
a net gain, i.e., wave amplification, if and only if the electron beam is slightly out of
resonance. The slippage requirement, that is the amount of time in which the electron
runs through lµ and the wave-front travels a quantity lµ + lr, can be expressed by the
condition:

lµ

vz
=

lµ + lr

c
=)

lµ(1 � bz)

bz
= lr (2.1)

where bz is the mean longitudinal velocity of the electron normalized to c of equation
2.4. By substituting the value of bz, we can see that this relation can be written as [4]:

lr '
lµ

2g2

⇣
1 +

K2

2

⌘
(2.2)

This relation is equivalent to the one for the on-axis spontaneous undulator emission we
saw in equation 1.54. Therefore, in order to have amplification of the electromagnetic
field which co-propagates with the electrons, the radiation wavelength must be equal
to the one that corresponds to the center of spontaneous emission.
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2.2 A tedious mathematical description

In the following section, we are going to describe the FEL electron bunch and emitted
radiation interaction dynamics, staring from the Lorentz and Maxwell equations. The
description can be done in a three dimensional framework but, for simplicity, it can
also be reduced to the one dimensional case by means of some approximations. As
we are about to see, an approximate analytic description of the high-gain FEL requires
the self-consistent solution of the coupled pendulum equations (which follows starting
from the Lorentz equation) and the inhomogeneous wave (Maxwell) equation for the
electromagnetic field of the light wave.

2.2.1 3 dimensional model

We consider a mono-energetic electron beam moving through an undulator which gen-
erates a static magnetic field Bµ(z), as shown in figures 1.6 a) or 1.6 b). In the same
region, we assume the existence of a co-propagating electromagnetic field, produced
by the electrons undergoing oscillations imposed by Bµ(z), that can be describe as

~E = �
1
c

d~A
dt

and ~B =r⇥ ~A (2.3)

where ~A is the vector potential of the radiation field having wavelength lr and angu-
lar frequency wr. The evolution of the momentum and the energy of each electron is
determined by the following Newton-Lorentz equations:

d(gm~u)
dt

= e
h
~E + ~b ⇥ (~Bµ + ~B)

i

d(gmc)
dt

= e~E · ~b.
(2.4)

Although the 3D model described above is more general and accounts for the three
dimensional effects, it is also possible to describe the FEL process in a 1D framework.
Before presenting the equations of the 1D model, we will describe the parametrization
we will use, and the so called universal scaling. For the details of the derivation pro-
cess, we advice [5–7].

2.2.2 Ponderomotive phase, Pierce parameter and universal scaling

Here, for some reason for now obscure to the reader, we introduce the ponderomotive
(undulator + wave field) phase Jj of the jth electron, which is defined as:

J ⌘ (kr + kµ)z(t)� wrt. (2.5)

We further define the so-called fundamental FEL parameter, or Pierce parameter, r as:

r =
1
gr

⇣K
4

wp

ckµ

⌘ 2
3

(2.6)

where wp =
q

4pe2he
m is the plasma frequency, with he the electron number density and

gr as resonant energy which can be obtained by inverting eq. 2.2 in the on-axis case
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(i.e., J = 0), which leads to:

gr =

s
2lµ

lr
(1 + K2). (2.7)

We also define the energy-detuning parameter d as:

d =
1

2r

hgi2
0 � g2

r
g2

r
(2.8)

where hgi0 is the average electron energy at the undulator entrance. Finally, it is con-
venient to parametrize the system using the following set of variables, the so called
universal scaling:

Gj ⌘
gj

rhgi0

Ã ⌘
wr

wp
p

rhgi0

elrE
2pmc2 eidz̄

z̄ ⌘ 2
⇣ gr

hgi0

⌘2
kµrz

t̄ ⌘ 2
⇣ gr

hgi0

⌘2
kµrt

J̃j ⌘ Jj � dz̄

(2.9)

2.2.3 1 dimensional model

In the 1D FEL theory, the dependencies on the transverse coordinates x and y are dis-
regarded. Let’s introduce the simple case for which we have the electric field ~E =
(Ex,0,0), where

Ex(z, t) = E0 cos(krz � wrt) (2.10)

From the definition of the ponderomotive phase J, one can show that the time-variation
of the g factor of the electron and of the phase equal to:

dg

dt
= �

eE0K
2mcg2

r
sinJ and

dJ

dt
= 2kµc

g � gr

gr
. (2.11)

The combination of the two first order equations yields the so called Pendulum Equa-
tion of the low-gain (pre-bunching) FEL, which reads:

d2J

dt2 +
eE0Kkµ

mg2
r

sinJ = 0. (2.12)

The equations in 2.11 can be used to plot the trajectories in the (J,g) phase space. Its
name derives from the close analogy with the motion of a mathematical pendulum,
i.e., at small amplitude we get a harmonic oscillation while the motion becomes un-
harmonic with increasing angular momentum. At very large angular momentum one
gets a rotation (unbounded motion). The evolution of the electron-beam phase space is
shown in figure 2.2.
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Figure 2.2: Evolution of the electron-beam phase space. (a) initial distribution, (b) energy modulation,
(c) spatial modulation (bunching), (d) slight overbunching, (e) and (f) overbunching. Adapted image,
courtesy F. Curbis.

2.3 Wave amplification

We now determine the conditions leading to wave amplification. These are the con-
ditions under which the system, supposed initially in an equilibrium state, becomes
linearly unstable.

2.3.1 Low- and high gain regimes

The wave equation for the radiation field Ex reads:

∂2Ex

∂z2 �
1
c2

∂2Ex

∂t2 = µ0
∂jx
∂t

(2.13)
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where the current density jx is generated by the electron bunch moving on its cosine-
like trajectory. In addition, one has to consider the longitudinal space charge field Ez
which is generated by the gradually evolving periodic charge density modulation.

In the regime replicating the FEL initial conditions (the so-called Compton regime i.e.,
r ⌧ 1), the energy of the electron beam is high and the charge density is low. It is now
useful to define the new variable p̃j as:

p̃j = Gj �
1
r
=

1
r

gj � hgi0

hgi0
. (2.14)

which can be seen as the "momentum" of the jth electron. Assuming the relative energy
variation of electrons is

gj � hgi0

hgi0
⌧ 1 (2.15)

and after a lot of tedious mathematical steps spared to the reader (but sadly not to me)
and several simplifying assumptions, we obtain:

dJ̃j

dz̄
= p̃j

dp̃j

dz̄
= ÃjeiJ̃j + c.c.

dÃj

dz̄
= idÃ + he�iJ̃

i.

(2.16)

where we define the electron bunching parameter b as:

b ⌘
1

Ne

Ne

Â
i=1

e�iJ̃i = he�iJ̃
i (2.17)

with Ne the number of electrons. It is important to notice that all the time partial deriva-
tives of the above parameters are set to be negligible compared to the space partial
derivatives, as we performed the so called Slow Wave Approximation (SVEA: slowly
varying envelope approximation) [7]. Starting from an equilibrium state characterized
by no initial field (Ã0 = 0), zero bunching (b = 0) and cold beam (hpji = 0), we want
to follow the evolution of the system until the wave reaches saturation. By defining
Ã ⌘ |Ã|eif, and combining the first and second equation in 2.16, we can once again see
that:

d2J̃j

d2z̄
= �2|Ã|cos(J̃j + f), (2.18)

namely, the electron system is described as an ensemble of N coupled pendula having

frequency equal to
q

2|Ã| (dimensionless synchrotron frequency). With some more
complicated steps [6], equations 2.16 can be linearised and twofold differentiated with
respect to z̄, obtaining the third order differential equation:

d3

dz̄3 Ã � id
d2

dz̄2 Ã � iÃ = 0. (2.19)

We can look for a solution having the form Ã(z̄) µ eilz̄. By plugging the solution form
into equation 2.19, we obtain a cubic equation for l:

l3
� dl2 + 1 = 0. (2.20)
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Here we can face two possible outcomes: rather the solution consists of three real roots
(in this case the system is stable) or the solution corresponds to one real root (l = l1)
and two complex-conjugate roots (l = l2 ± il3). In the latter case the system becomes
progressively unstable. The field amplitude grows exponentially along the undulator
(until saturation) as:

Ã(z̄) µ el3 z̄
⌘ egz (2.21)

where we defined the exponential gain per unit length g as:

g = l3
4pr

lµ

⇣ gr

hgi0

⌘2
. (2.22)

We can now define the gain function G as:

G(z̄) ⌘
|Ã(z̄)|2 � |Ã|

2
0

|Ã|20
(2.23)

which for the resonant case i.e., d = 0, takes the form in fig. 2.3. Here we can distin-
guish two main regimes: in the low-gain regime the radiation intensity can be treated
as approximately constant. Here some transfer of energy between the electrons and
the radiation happens, but the main effect is a change in the motion of the electrons
so that microbunches start to develop. In the high-gain regime, the microbunching ef-
fect becomes strong enough that coherent radiation gives a rapid increase in radiation
intensity. This in turn enhances the microbunching: the result is a rapid exponential
increase in the radiation intensity with distance along the undulator.

Figure 2.3: Gain function at d = 0 of the field as a function of z̄. Image adapted from [6].

Finally, for the simple case d = 0, one can see that, using the equivalences in eq. 2.9, the
electric field grows exponentially as:

E(z) µ e
4p

p
3r

2lµ
z, (2.24)
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while the power grows as:

P(z) µ e
4p

p
3r

lµ
z. (2.25)

From the latter equation, we can define the power gain length:

Lg =
lµ

4p
p

3r
. (2.26)

2.3.2 Bunching and saturation

The exponential growth cannot continue forever. Here we present the steps that lead
the FEL to its the power saturation. We consider the longitudinal mean velocity of
electrons hbzi and the phase velocity up of the ponderomotive field. Initially, when
the electron beam interacts with an electromagnetic wave, the particles are randomly
phase-distributed with respect to the wave. We can represent the initial situation as in
figures 2.2 (a) and 2.4 (a).
After the wave amplification mechanism took place, as the resonance condition (chbzi=
up) is satisfied, half of particles absorb energy from the electromagnetic wave while the
other half transfer energy to the wave (low gain): this causes the electrons to cluster
where the ponderomotive phase is zero and hence the amplification is zero. The inter-
action with the ponderomotive wave induces a modulation of the energy of the parti-
cles which evolves in spatial modulation, giving the bunching (see fig. 2.4(b) through
(d)).
Thus, the overall behaviour of the electrons produces an initial slow increase in radia-
tion power as spontaneous radiation is generated, and microbunching starts to happen
(the low-gain regime). This is followed by a rapid (exponential) increase in radiation
power, as microbunching develops (driven by the radiation) in the electron beam: this
is the high-gain regime. As the beam proceeds further inside the undulator, the spa-
tial modulation arises also where the ponderomotive force is positive and this causes
over-bunching, as shown in fig. 2.2 (d) through (f). At this point the process reaches
saturation. The saturation is not a stationary state since the system do not reach an
equilibrium condition i.e., the electron beam re-absorbs some of the energy from the
radiation (see 2.5). This exchange of energy between the electrons and the wave results
in an oscillation around the mean value of the saturation power Psat.

An estimation of the saturation power can be performed assuming that the radiation
slippage is negligible. In this approximation energy conservation is equivalent to a
power conservation since there is no energy transfer from a given longitudinal position
to another, i.e.,

Ptot = Pe + PFEL = const (2.27)

where Pe is the power associated to the electron beam and PFEL is the radiation power of
the FEL. Saturation is an interferential effect which has the maximum expression when
the gain approaches zero. The gain is indeed zero when the bunched beam shifts in
phase with respect to the respective phase J0 by a quantity DJ ⇠

p
2 , or equivalently, a

position dispersion Dz ⇠ l0
4 [7]. A shift of the position of the bunching with respect to

radiation is induced by the dispersion in the undulator following eq. 1.47 where R56 is
defined, for an undulator, by eq. 1.55. In our case the energy detuning Dg

g depends on
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Figure 2.4: Bunching evolution. (a) electrons are randomly distributed in phase (initial condition corre-
sponds to weak electromagnetic field. (b) and (c) electrons start bunching on the scale of the wavelength
and the electromagnetic wave is amplified. (d) electrons drift towards the maximum bunching achievable
(at J = J0 ±

p
2 ). Image adapted from [8].

the position along the undulator, thus we can write

D(Dz,z0) = 2
l0

lµ

Z z0+Dz

z0

Dg(z0)
g

dz0. (2.28)

From eq. 2.25 we know that the power grows exponentially, thus we can write:

PFEL(z) = P0e
z�z0

Lg (2.29)

Where P0 is the power at some position z0 along the undulator. According to the energy
conservation we have

PFEL

Pe
=

Pe0 � Pe f

Pe0

=
DPe

Pe0

=
Dg(z)

g
(2.30)

which can be written as
Dg(z)

g
=

P0e
z�z0

Lg

Pe0

. (2.31)
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Figure 2.5: Field intensity IA|
2 (a) and phase variation df

sz̄ (b) vs z̄. Here N = 100, <(A0) = =(A0) =
0.01, and the electron beam is resonant, unbunched and monoenergetic. Image adapted from [6].

Substituting eq. 2.31 inside eq. 2.28, we find

D(Dz,z0) = 2
l0

lµ

P0

Pe0

Lg

⇣
e

Dz
Lg � 1

⌘
. (2.32)

We indicate zsat as the position where the gain goes to zero because of the phase shift.
As we stated above, this will happen at

zsat = z0 + Dz with D(Dz,z0) ⇠
l0

4
. (2.33)

It must be noted that the effective energy loss occurs in the last few gain lengths. About
60% of the energy is emitted in the last gain length. We may therefore consider the
evolution in the last gain length, where a substantial phase shift due to the energy loss
occurs. Using the definition of Lg in eq. 2.26 we find

Psat =
p
p

er

2(e � 1)
Pe ⇠ 1.6rPe0 . (2.34)

The saturation power is therefore proportional to the Pearson parameter r and the ini-
tial electron beam power Pe0 . From this result one can easily show that saturation is
achieved approximately after a distance Lsat ' 20Lg.

2.4 3D model corrections

The simple 1D model we considered up to now does not take into account the effects
due to the transverse dynamics of the system. These include the effects coming from
the finite dimensions of the electron beam, the angular divergence of the particles and
the angular divergence of the radiation. Moreover, one has to take into account the fact
that the electron beam is not properly mono-energetic. Such effects can (and in fact do)
deteriorate the performance of the system.

2.4.1 Beam energy and emittance spreads

Thus, let’s briefly consider the electron beam energy spread Dg
g and emittance e = rDf

where r is the beam radius and the angular spread. As we showed in Chapter 1, the
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emittance represents the (rms) area occupied by the beam. One can show that it is
an invariant, i.e., a constant in the electron phase space [9], whose size depends on
many effects such as cathode temperature and inhomogeneities and space-charge. Both
energy spread and emittance give rise to an in-homogeneously broadened linewidth�Dw

w

�
i, which may lead to substantial gain distortion or depression. It is possible to

show that the in-homogeneous broadening becomes negligible only if its contribution
is less than the homogeneous one; hence, roughly speaking, if

�Dw
w

�
i <

1
Nµ

in the low
gain regime (see 1.63), or

�Dw
w

�
i < r in the high-gain regime. The restrictions on the

electron beam emittance are critical at short wavelengths. This can be shown again
by an order-of-magnitude evaluation, by matching the electron beam emittance to the
radiation emittance. Actually, by assuming a Gaussian laser beam mode, the diffraction
contribution to dispersion is negligible if the Rayleigh range (the distance along the
propagation direction of a beam for which the area of the cross section is doubled) is
in the order of the undulator length Lµ. This gives [10] a beam waist w0 (i.e., the radial
size of the beam at its narrowest point) and a diffraction limited angular divergence Df,
equal to

w0 '
q

l0Lµ;

Df '

s
l0

Lµ
.

(2.35)

Combining the results, we have
w0Df ' l0 (2.36)

and thus, the electron beam emittance e must satisfy the relation

e . l0. (2.37)

2.5 FEL configurations

There are several possible FEL configurations. One can distinguish two main methods:
the single-pass configuration, where the amplification of the electromagnetic wave oc-
curs in one passage through the undulator (or several undulators), and the oscillator
configuration, in which the electromagnetic wave is stored inside an optical cavity and
lasing is achieved as the results of a large number of light-electron interaction inside
the undulator. Single-pass FEL can be further subdivided into two classes, depending
on the origin of the electromagnetic wave which co-propagate with the electron beam
inside the undulator: we can distinguish between SASE (Self Amplified Spontaneous
Emission) and seeded configurations. In the first case, the electromagnetic field is the
result of the spontaneous emission from the electrons while in the latter case, the elec-
tromagnetic field possess also a contribution coming from an external source: the seed.

2.5.1 Oscillator configurations

The oscillator configuration is characterized by an optical cavity that encloses the un-
dulator. In order to enhance the emission it is customary to take advantage of the inter-
ference created by an optical klystron. The presence of interference fringes enhances
the gain of the amplification process. In FEL oscillators, the initial co-propagating
field is provided by the spontaneous emission of electrons emitted when the latter pass
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through the undulators [2]. The emitted radiation is stored into the optical cavity, made
by two mirrors with very high reflectivity, and amplified during many successive in-
teractions with the electron beam, until saturation is achieved. The electron beam can
be provided either by a storage ring or a linear accelerator. The oscillator configuration
allows to generate FEL radiation in the visible-VUV range or in the Infra Red (IR). In
figure 2.6 is shown an example of an FEL in oscillator configuration.

Figure 2.6: Schematic layout of an oscillator FEL. Image adapted from [11]

The spectral width of the emitted radiation is mainly determined by the mirrors of the
optical cavity, which are normally characterized by a narrow bandwidth (few percent
around the central line) and by a high (95% or more) reflectivity. The main limitation of
this setup has been due to the lack of robust materials with high reflectivity in the VUV
and X-Rays range. This limited the possibility of reaching very short wavelength using
this kind of devices. However recent design and technological development flowed
into numerous proposals for hard-x-ray cavities [12].

2.5.2 Single-pass configuration

Given the lack of materials with the required high reflectivity necessary to operate os-
cillator FELs in the X-Ray spectral region, there has been a great interest in developing
single-pass FELs which do not require optics. In this configuration, the electron beam
interacts with the electromagnetic field and amplifies it in a single pass through the
undulator. In figures 2.8 we show a scheme of a single-pass FEL based on a linear
accelerator source. When considering single-pass FELs, two different configurations
can be distinguished, depending on the origin of the electromagnetic wave which co-
propagates with electrons in the undulator: the SASE [13–20] and the seeded configu-
rations [21–27].
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2.5.3 SASE FELs

The SASE takes advantage of the spontaneous emission of electrons propagating through
the undulator. The FEL amplifier is seeded by the incoherent spontaneous radiation
emitted by the beam in the first part of the undulator [28]. The laser power grows
exponentially along the undulator [18, 28, 29] with a characteristic gain length

Lg =
lµ

4p
p

3r
, (2.38)

where r is the FEL parameter. It is possible to show that saturation is reached after ap-
proximately 20Lg. The electromagnetic wavelength which is amplified by the electrons
is given by the resonance condition in eq. 2.2. Quite long undulators (tens of meters)
are normally needed for this process to take place. Since it originates from sponta-
neous emission, the SASE radiation preserves the noisy characteristics of the latter: the
emitted radiation is the envelope of a series of random spikes with variable duration,
intensity and position inside the envelope. The light characteristic strongly depends on
the electron beam properties: for example, if different bunches possess significant dif-
ferent currents, or significant (mean) energy fluctuations, also the radiation will display
significant shot-to-shot fluctuations in the intensity and/or in the wavelength [30, 31].
The SASE output has very good spatial mode and is easily tunable, just by changing
the energy of the electrons and/or the undulator parameter (like standard synchrotron
radiation). However, radiation shows an incoherent temporal structure, resulting from
the envelope of a series of micro-pulses with random intensity and phase.

2.5.4 Seeded FELs

The lack of temporal coherence can be overcome using an external source of radiation
to seed the amplification process that inherits the coherence properties of the external
source itself. There are many different possibilities for the external source i.e., it can
be an external laser, the non-linear harmonics produced in gas (HHG) or another FEL
[32, 33]. It is very important to note that while HHG seeds are available at wavelengths
down to the extreme ultraviolet, seeding is not feasible at X-ray wavelengths due to
the lack of conventional x-ray lasers. Nonetheless, the self-seeding scheme [32] has
been recently successfully implemented to seed a SASE-based source. In this scheme
the SASE radiation produced in the first part of the undulator is monochromatized
via a dedicated soft [34] or hard [35] monochromator. Such radiation is then used to
seed the electron beam in the second part of the undulator in a direct seeded amplifier
scheme. The main differences in output intensity and monochromaticity can be seen in
figure 2.7, where a comparison between the self-seeding scheme and SASE scheme of
the SACLA XFEL is shown.

2.5.5 High Gain Harmonic Generation

A different approach to take advantage of the seed coherence properties, as well as to
reach short wavelengths, uses the electron beam as an active medium to generate ra-
diation at harmonics of the seed laser [21, 23–26]. One of the most efficient schemes to
generate harmonic radiation relies on at least two independent undulators (see figure
2.8), the second one being tuned to one of the harmonics of the first. The first undu-
lator, called modulator, is tuned in order to be resonant at the same wavelength of the
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Figure 2.7: Top: Comparison of typical single-shot spectra for the second section of undulators of the
SACLA XFEL with (pulse energy of 390 µJ) and without (pulse energy of 370 µJ) the seed. Bottom:
Histograms of the energy bandwidth in FWHM (a) and the central photon energy of the seeded-XFELs
(b). Image adapted from [36].

external seed. The seed is focused inside the modulator and transversally superim-
posed to the electron beam, as well as synchronized in time in order to have an effec-
tive interaction between the electrons and the seed itself. The laser-electron interaction
produces energy modulation in the particle distribution, which can be converted into
spatial modulation (bunching) via the usage of a short magnetic chicane, also called
dispersive section, placed between the undulators. The dispersive section modifies the
electrons path depending on their energy. Fourier analysis of the electron beam density
emerging from the dispersive section evidences the presence of bunching at the seed
laser wavelength and its harmonics. According to [21] the bunching fraction at the exit
of the dispersive section can be expressed as:

bm = Jm(mDgsD)e�
m2s2

g D2

2 (2.39)
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where m is the harmonic number, the coefficient D = R56
g0lm

contains the emitted radia-
tion wavelength lm = l0

m , g0 is the electron beam Lorentz factor, Dgs is the seed-induced
energy modulation amplitude, and Jm is the mth order Bessel function. The result ex-
pressed in eq. 2.39 only holds in the hypothesis that the seed laser intensity is constant
along the modulator, its radius sr is much greater than that of the electron beam sx, and
more importantly, that the (incoherent) energy spread of the electron beam follows a
Gaussian distribution which sigma is sg (rms). A different distribution of the electron
beam energy can influence the bunching coefficient of the HGHG process [8]. The elec-
tron beam is then injected into the second undulator, called radiator, and tuned at one
of the harmonics of the seed, where it emits coherent radiation that can be amplified via
the FEL process up to saturation. According to eq. 2.39, the bunching at harmonic m
is significant only if Dgs  msg. However, in order to have an effective FEL gain in the
radiator, Dgs

g0
must not overcome the FEL parameter r ⇠ 10�3 [6]. These two conditions

competes in a trade-off, which can be summarised in a requirement on the normalised
energy spread:

sg

g0


r

m
. (2.40)

The result in eq. 2.40 effectively limits the possible maximum harmonic number, i.e.,
the minimum wavelength reachable, at which significant FEL radiation can be emitted
using the scheme (see section 3.1.2 for the FERMI’s parameters). To overcome this limit
describe above, a successive HGHG stage with modulator, dispersive section and radi-
ator can follow the first one, using the radiation coming from the first radiator as seed.
This is the case of the second FEL line of FERMI (named FEL-2) that will be presented
in Chapter 3 and actually used in Chapters 6 and 8.

2.5.6 Echo-enabled harmonic generation

Figure 2.8: Scheme of the echo-enabled harmonic generation approach technique. A single-pass FEL
with multiple stages of modulation and dispersion which ultimately introduce a fine structure in the
phase space. Image adapted from [39].

The above mentioned limitations could be overcome with different techniques (e.g.,
[27, 37, 38]). One of the most promising scheme is the echo-enabled harmonic gener-
ation [37] approach which is based on multiple stages of modulation and dispersion
to modify the electron beam’s longitudinal phase space (LPS) introducing fine struc-
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tures in it. Those structures permit efficient emission of FEL radiation at higher har-
monic numbers compared to standard HGHG even if a relatively large energy spread
is present at the undulator entrance. A schematic example of this approach can be seen
in fig. 2.8.

2.6 The State of Art of FELs

We conclude this Chapter presenting the current status of the FEL-based sources, fo-
cusing on single-pass devices. For a detailed list of existing FEL projects, see e.g., [40].

Name Location Accelerator Wavelength [nm] Beam energy [GeV] Q [pC] I [kA]

EuXFEL Hamburg, Germany SC 0.05 - 4.7 14.0 250 5.0
SACLA Riken, Japan NC 0.063 - 0.3 8.45 300 4.0

PAL XFEL Pohang, South Korea NC 0.1 10.0 200 3.0
SwissFEL Villigen, Switzerland NC 0.1 - 7 5.8 200 3.0

LCLS Stanford, USA NC 0.12 - 1.5 14.0 2500 3.0
LCLS-II Stanford, USA SC 0.6 4.5 150 3.5
FERMI Basovizza, Italy NC 4 - 100 1.5 700 0.7
FLASH Hamburg, Germany NC 4.1 - 45 1.2 500 2.5

FLASH-II Hamburg, Germany NC 4.0 1.2 1000 1.2
SXFEL Shanghai, China SC 8.8 - 200 0.84 500 0.6

Table 2.1: Main parameters of the principal single-pass VUV and X-Ray FEL facilities. They all are in
operation and open to User experiments. The accelerator can be normal conducting (NC), superconduct-
ing (SC). If not specified, it is a LINAC. Data from [40, 62].

The FEL idea was first proposed in 1971 by J.M.J. Madey [1], while the first FEL op-
eration has been obtained at Stanford [2], in 1977, with emission of coherent radia-
tion in the IR range. The visible range was reached on the ACO storage ring [41] in
1983. The principle of SASE was proposed in 1980 [17] and 1984 [18]. The first demon-
stration of saturation has been achieved at LEUTL (Low Energy Undulator Test Line,
Advanced Photon Source, Argonne, USA) [42] in 2000. The High Gain Harmonic Gen-
eration (HGHG) scheme has proposed in 1991 [21] and tested at Deep Ultra Violet FEL
(National Synchrotron Light Source, BNL, USA) with the generation of the first co-
herent UV FEL radiation at 266 nm [23, 24, 43] in 2000. In recent years a number of
machines started user operations in the VUV, soft and hard X-Rays wavelength range.
Based on the SASE scheme is FLASH [44, 45] (Free-electron Laser in Hamburg) at DESY
(Germany) first lasing was achieved in 2000 and it reached the shortest wavelength at
4.1 nm. Linac Coherent Light Source [46] (SLAC, Stanford, USA) obtained first lasing
in 2009 and is currently operating in the soft and hard X-Rays up to 12.82 KeV (0.967
Å) on the second version of the FEL, LCLS-II [47]. SACLA (SPring-8 Compact SASE
Source) [48] at Spring-8 (Japan) lased in 2011 and its shortest wavelength is 0.634 Å.
Both FLASH and LCLS had an upgrade phase (phase-II) to extend the capabilities of
the sources and to overcome the limitations arisen during the first years of operations.
Based on the HGHG seeded scheme are FERMI (Elettra, Italy), with operation range
of 4 � 100 nm [33, 49, 50], FLASH [51] at DESY, and SDUV-FEL at Shanghai [52, 53].
In the last few years, a new FELs based on SASE, targeting shortest wavelength ( 0.1
nm have been completed: the European XFEL [54] (DESY, Germany), SwissFEL (PSI)
[55, 56], and PAL XFEL (Pohang, South Korea) [57]. Single-pass experiments can also
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be based on storage rings. In particular, based on the HG scheme, are present at Elettra
[58, 59] in Italy and UVSOR [60] in Japan. The DELTA project [61] at the Dortmund
University, also based on a storage ring, can produce radiation at wavelengths ⇠ 20
nm. A summary of the FEL projects is reported in table 2.1.
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Chapter 3

FERMI & SwissFel

During this PhD time frame, I performed experiments at two main Free Electron Laser
facilities: the FERMI FEL in Trieste, Italy, and the SwissFEL in Villigen, Switzerland.
These two FELs had been built to lase with different methods and at different wave-
length. In the following section we will focus our attention on the characteristics, the
design and on the working procedures of these machines.

3.1 FERMI

The FERMI single-pass seeded FEL is a user facility that produce high-quality photon
pulses in the EUV and soft-X-Ray spectral range [1, 2]. FERMI is composed of three
main parts: the linear accelerator (LINAC), the two FEL lines and the user beamlines.
The infrastructure for the LINAC and the FEL lines has being built 5 m underground
for radiation protection purposes. The FERMI LINAC provides the electron beam nec-
essary for the operations of the FEL. The electron bunches are generated in a high-
gradient photocathode gun and accelerated by a normal conducting linear accelerator
up to the required beam energy, typically ranging between 1.0 GeV and 1.5 GeV. The
first undulator line, FEL-1 [3], produces coherent radiation in the spectral range be-
tween 100 nm and 20 nm. The second undulator line, FEL-2 [4], covers the spectral
range between 20 nm and 4 nm. Both FEL lines are based on the HGHG scheme, single
stage for FEL-1 and double-stage for FEL-2.

3.1.1 FERMI LINAC

The main LINAC is divided into 4 logical groups, namely LINAC1 to LINAC4 (L1-L4
in fig. 3.1). It is composed of different types of accelerating structures, i.e., seven 4.5
meter long SLAC-type, constant gradient structures (L1 and L2), with maximum en-
ergy gain per cavity of 47 MeV and seven, 6.1 meter long Backward-Traveling Wave
(BTW) structures (L3 and L4), with maximum energy gain per cavity of 140 MeV. The
first LINAC sections (L1) accelerate the beam and produce the energy chirp needed for
bunch compression in the first bunch compressor (BC1). In L1, it is also located an har-
monic x-band cavity (11.4 GHz) which is used to linearize the compression. A second
bunch compressor (BC2) is placed downstream L2 and L3. It is usually kept straight
and the overall bunch compression is performed in one stage only, with nominal com-
pression factor C = 10. Here, the reader can notice that there is still some empty space
(bright lightblue boxes) for possible future installation of LINAC cavities for further in-
crease the final beam energy. Along the LINAC there are 4 electron-beam spectrometer
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stations, where a bending magnet spectrometer is used to diagnose the beam energy
(red dots in fig. 3.1). The final bunch duration (after compression) is ⇠ 300 f s (rms),
with peak current ranging between 500-700 A depending on the bunch charge.

Figure 3.1: Linac layout of the FERMI FEL. The linac includes the injector, the laser heater (LH) area,
different types of accelerating structures accommodated in LINAC 1 (L1), LINAC 2 (L2), LINAC 3 (L3),
and LINAC 4 (L4), two magnetic chicanes for bunch length compression (BC1 and BC2), three optics
matching area, the laser heater spectrometer line (SPLH), the first compressor spectrometer line (SPBC1),
and the diagnostic beam dump (DBD). A transfer line brings the electron beam to the undulators line of
FEL-1 or FEL-2. Image adapted from [5].

3.1.2 FERMI lines

FEL-1

After being accelerated to the desired energy, the electron beam is injected into the un-
dulator line where the FEL action takes place. FEL-1 undulator system is composed of
a modulator and a radiator as we can see in figure 3.2 a - top). The modulator has a total
length of 3 m and a magnetic period lµ = 100 mm, for a total of 30 magnetic periods.
The modulator resonance can be tuned by varying the gap in between the magnetic ar-
rays, in order to maintain the resonance condition for different electron beam energies
and seed laser wavelengths. The radiator is composed of six APPLE-II type undulator
sections specifically designed for meeting the stringent FEL requirements [6]. As we
saw in Chapter 2, the APPLE-II scheme allows for the first time the implementation
of a high-gain FEL with polarization control. Each radiator section has a length of 2.4
m, a magnetic period lµ = 55 mm and their resonance can be arbitrarily tuned, again
by varying the gap. This requires the presence of phase shifter devices which are in-
stalled in each section break. They are required to maintain the correct phase relation
between the electron beam and the FEL radiation in between one radiator section and
the next. In the break sections are also installed a quadrupole magnet, to manipulate
the beam size, and a Beam Position Monitor (BPM) for beam trajectory control. An ex-
ternal UV laser provides the seed signal, that needs to be accurately synchronized with
the electron beam. The stringent synchronization requirements are achieved at FERMI
with an all-optical timing system [7] that provides a stable reference to all machine sys-
tems, including the radio-frequency plants, the photo-injector and the seed laser. In
order for the seeding process to be effective, both transverse and longitudinal superpo-
sition between the electron beam and the seed laser have to be ensured. The transverse
alignment is done superimposing the electron bunch with the seed laser onto two YAG
screens placed at the two ends of the modulator. For the longitudinal alignment a fast
photodiode can be used for a cursory superposition (within 200 ps), while the final lon-
gitudinal alignment is done adjusting a remotely controlled optical delay line along the
seed laser path, while looking at the FEL signal.
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FEL-2

To overcome the limitations due to the rather small range of wavelength of FEL-1, the
FEL-2 beamline had been installed parallel to the former. FEL-2 is specifically designed
[1] to operate as a two-stage HGHG cascade in the range of wavelength between 20 nm
and 4 nm. The fresh-bunch configuration enhances the FEL emission at high harmonic
orders by avoiding a gain depression due to the energy spread induced by the inter-
actions in the first-stage FEL [4]. The layout of the FERMI FEL-2 beam line is shown
in figure 3.2 (a - bottom). The first stage is a small replica of FEL-1, with a linearly
polarized modulator (M1), dispersive section and a radiator (R1) constituted of two,
55 mm-period APPLE-II type undulators. The coherent radiation emitted is the seed
of the second stage. The first stage usually operates in the low-gain regime due to the
limited length of the radiator. After the first stage, a magnetic delay line chicane (DL)
is present, which is used for the required time delay for the fresh-bunch mode. The
delay line introduces a controllable time delay on the electron bunch with respect to
the first stage radiation up to 1 ps. Typical values of the delay are set to be around 200
f s. Other than creating the required delay for the fresh bunch, the associated chromatic
dispersion (R56  120 mm) removes nearly all the coherent bunching in the electron
beam created in the first stage. This prevents emission from the bunched part of the
beam in the second stage, creating an unwanted spurious emission. The second stage
is also based on the HGHG scheme i.e., it is constituted by a second-stage modulator
(M2), physically identical to the first-stage radiators, and a second-stage radiator (R2)
composed of six, 35 mm-period, APPLE II type undulators having a length of 2.4 m. The
second stage usually works in high-gain regime, where both the FEL radiation inten-
sity and coherent bunching exponentially increase along the second part of the radiator.

Amplification occurs at one selected harmonic n of the seed. However, in HGHG, the
seed energy required to prepare the electron beam for FEL emission becomes larger and
larger for higher harmonics (i.e., shorter FEL wavelengths). For high harmonics, the
resulting strong electron-beam energy modulation reduces the FEL gain, limiting the
scheme in fig. 3.2 a - bottom) to n < 15 (l ⇠ 20 nm) for the FEL-1 single HGHG scheme,
or to n ⇠ 60 � 70 (i.e., l ⇠ 4 � 5 nm) in case of the FEL-2 two-stage HGHG. Moreover,
at such high n, the sensitivity to the shape of the electron-beam phase space becomes
critical and may severely affect the FEL radiation in terms of longitudinal coherence,
pulse energy, and shot-to-shot stability. In addition, the HGHG scheme cannot cover
the whole harmonic range, as the final harmonic number is a product between the har-
monic numbers of the individual stages. Last, but not least, the two-stage setup uses
a relatively large portion of the e-beam to accommodate the double seeding process,
which makes the implementation of double-pulse operation difficult. The drawbacks of
the two-stage HGHG can be overcome by using a recently proposed technique [9] called
Echo-Enabled Harmonic Generation (EEHG), where the electron-beam is shaped using
two seed lasers to enable FEL emission at high harmonics. The EEHG scheme used at
FERMI is shown in figure 2.8. The method requires a much weaker energy modulation
compared to HGHG and is also intrinsically less sensitive to the initial electron-beam
imperfections, making it a strong candidate for producing highly stable, nearly fully
coherent, and intense FEL pulses, down to soft X-Ray wavelengths. The FEL-2 con-
figuration for EEHG is shown in figure 3.2 (b). In the experiment performed, it had
been demonstrated the first high-gain lasing of an EEHG FEL in the soft-X-Ray region
at l = 7.3 nm and l = 5.9 nm i.e., the 36th and the 45th harmonics of the seed wave-

41



Chapter 3 - FERMI & SwissFel

Figure 3.2: (a) The beamlines layout of FERMI. The top part shows the FEL-1 beamline based on the
standard HGHG setup. The seed laser, i.e., the 260 nm third harmonic of a Ti : SA laser or an Optical
Parametric Amplifier (OPA), interacts with the electron bunch in the modulator (MOD). The dispersive
section (disp) generates a micro-bunched e-beam that emits coherent light at one of the seed harmonics in
the radiator (RAD). The beamline can produce stable FEL pulses at wavelengths down to 20 nm using
six radiator sections with an individual length of 2.4 m. The bottom part shows the FEL-2 beamline,
which is based on a two-stage HGHG cascade. In the first radiator (RAD1), coherent light is produced
at a wavelength of around 20 nm (n ⇠ 13th harmonic of the seed). A strong chicane (delay line) is
then used to delay the e-beam with respect to this light and seed a fresh portion of the electron bunch in
the second modulator (MOD2). The second radiator (RAD2) then emits pulses at an harmonic of the
first stage (n ⇠ 4), reaching saturation at wavelengths around 5 nm or shorter. Currently, six radiator
sections are installed, while there is space for an additional two. This beamline (with minor component
modifications) will be used for the first EEHG experiment at FERMI. (b) Advanced EEHG layout under
consideration at FERMI. The beamline will have a more compact design and up to 12 radiator sections,
to ensure saturation of the output power at wavelengths around 3 nm or shorter. Image adapted from [8].

length respectively. At n > 45, the limitation of the present FERMI setup did not allow
reaching saturation by the radiator?s end. Nevertheless, they could observe coherent
harmonic emission with relatively clean spectra up to n = 101.

3.1.3 PADReS and endstations

The FEL beamlines are completed by the photon diagnostics system, which is placed
just before the experimental end-stations (see figure 3.3), and is used to characterize
the FERMI FEL pulses. PADReS (Photon Analysis Delivery and Reduction System) is
the section of FERMI devoted to characterize, manipulate and deliver the FEL photons
to the experimental end-stations in the experimental hall downstream [10]. It is posi-
tioned after the undulators of both FEL lines, right before the final end-stations in the
FERMI experimental hall. Here, the diagnostics provide information about several pa-
rameters of the photon beam, like intensity, spectral distribution, position, shape and
coherence. Many of the diagnostics (such as intensity, spectral distribution, and po-
sition) are available through a non-invasive methods and therefore are available on a
shot-to-shot basis, while others (coherence, beam profile, etc.) can be measured only in
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a destructive way. As show in figure 3.3, the experimental hall contains a total of five
experimental endstations. A brief description of each one of them can be found in the
following section.

Figure 3.3: Current FERMI diagnostic and endstation layout. Image adapted from [11].

EIS

The Elastic and Inelastic Scattering (EIS) beamline consists of two separate end-stations
(EIS-TIMEX and EIS-TIMER), dedicated to two different research projects, with com-
mon goal of performing time-resolved pump-probe experiments. Each end-station
takes advantage of different key properties of the FERMI source. One of the main ex-
periments performed during this thesis time frame, being the real-time visualization of
the Ibuprofen dimer vibrations with element- and enantiomeric- selectivity, was per-
formed here at the EIS-TIMEX endstation.

EIS-TIMEX

This endstation is designed for ultrafast time-resolved studies of condensed matter un-
der non-equilibrium conditions occurring on the sub-picosecond time scale in FEL- or
laser-heated materials. Experiments are also aimed at exploring the warm dense mat-
ter (WDM) regime resulting from thermalization of the electron and ion subsystems on
the picosecond time scale. The experimental chamber and the sample environment are
quite flexible in order to accommodate various possible configurations for single-shot
experiments, including simple EUV and soft X-Ray absorption/reflection and pump-
probe experiments where the probe can be either an external laser or the FEL itself.

EIS-TIMER

This endstation is a FEL-based Four-Wave-Mixing instrument [12] that exploit the time
structure, harmonic content and coherence properties of the source. Two non-collinear
FEL pulses (pump) are overlapped, in time and space, at the sample. Their interference
originates a transient standing electromagnetic wave, called the transient grating (TG),
with a spatial periodicity in the 1 � 100 nm range. The TG imposes a nanoscale modu-
lation of sample parameters, whose time evolution can be monitored by measuring the
diffraction of a third, time-delayed, coherent pulse (probe) which impinges the sample
at the Bragg angle. The time-dependent diffracted signal encodes relevant information
on several kinds of dynamics, ranging from slow (> ns scale) diffusion processes to fast
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(sub- f s scale) electron dynamics. The implementation of this experimental scheme in
the VUV range, before used only with optical lasers, is extremely useful for shedding
light into the physics of disordered systems, since it will make accessible the meso-
scopic kinematic region that are not in the reach of available instruments. Nanoscale
TG experiments also allow sensitive probing of thin films/interfaces, transport prop-
erties and correlations in nanostructured materials. However, as we will in Chapter
4, this is not the only way to achieve a TG experiment base on the Four-Wave-Mixing
technique.

DiProI

For the DiProI end-station, the main scientific case is ultra-fast Coherent Imaging and
nano-spectroscopies [13]. It implements the Coherent Diffraction Imaging (CDI) tech-
nique in order to obtain the structural information on a non-periodic sample before the
radiation damage occurres. Although the object is destroyed by the intense FEL pulse,
the information contained in the diffraction pattern is preserved due to the different
time scale between the scattered photons and the atoms motion. The collected infor-
mation on a bi-dimensional CCD detector is used to reconstruct the object image by
recovering the missing phase through computational algorithm [14]. The shot-to-shot
temporal and energy stability of the seeded FEL pulses at FERMI has opened extraordi-
nary opportunities for CDI and in particular for Resonant Coherent Diffraction Imag-
ing (R-CDI), overcoming some of the limitations imposed by the partial longitudinal
coherence of the SASE-FELs. The end-station exploits the FERMI tunability to perform
CDI experiments with strong resonant enhancement of the magnetic scattering signal,
e.g., on Co and Fe edges. Another unique characteristic of the source exploited by the
end-station is the polarization control, which allows for single-shot resonant magnetic
scattering in holography approach for accessing the dynamics of magnetic processes
[15]. An introduction to CDI is presented in Chapter 7.

LDM

The Low Density Matter (LDM) end-station [16] has been built for studying atomic,
molecular and cluster physics. It is a modular end-station that can accommodate a
broad range of detectors and systems for target preparation and investigation. The
combined capabilities of the photon source (e.g., high brilliance, short pulse length,
variable polarization, coherence, photon transport) and of the end-station, allow for
the investigation of very dilute systems, matter under extreme irradiation conditions
causing, e.g., multiple electronic excitation, multiple ionization, Coulomb explosion,
non-linear optics, and dichroism.

MagneDyn

The beamline Magneto Dynamics (MagneDyn) [11] study the electronic states and the
local magnetic properties of excited and transient states of complex systems by means
of the time-resolved X-Ray Absorption Spectroscopy (tr-XAS) technique and time-resolved
Resonant Inelastic X-Ray Spectroscopy (tr-RIXS) . This enables experimental access to
the transient magnetic states of matter, opening unprecedented opportunities in the
fields of femtomagnetism, spintronics, strongly electron and magnetic correlated sys-
tems, carbon based materials. One of the main experiments performed during this
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thesis time frame, being the Ultrafast charge trapping dynamics in Cu2O in-gap states
presented in Chapter 8, was performed at the MagneDyn endstation.

3.2 SwissFEL

The SwissFEL single-pass SASE FEL is a user facility that produce high-quality photon
pulses in the soft- and hard-X-Ray spectral range. SwissFEL, like FERMI, is composed
of three main parts: the linear accelerator (LINAC), the two FEL lines and the user
beamlines. The SwissFEL LINAC provides the electron beam necessary for the opera-
tions of the FEL. The electron bunches are generated in a high-gradient photocathode
gun and accelerated by a normal conducting linear accelerator up to the required beam
energy, typically in the range between 2.1 GeV and 5.8 GeV. The first undulator line,
ARAMIS, covers the wavelength range 1 � 7 Å, and ATHOS, the second undulator
line, covers the wavelength range 6.5� 50 Å [17]. Both FEL lines are based on the SASE
scheme. A self-seeded mode is planned for 2022.

3.2.1 SwissFEL LINAC

The linear accelerator of SwissFEL consists of an S-band photoinjector LINAC and 3
C-band booster LINACs that increase the electron energy to 2.1 GeV, 3.0 GeV and 5.8
GeV, respectively. A two-stage magnetic bunch compression after the injector (BC1)
and the first LINAC (BC2) is used to reach a nominal peak current of 3 KA. The LINAC
can simultaneously drive two XFELs operated in SASE mode at 100 Hz, the hard X-
Ray ARAMIS undulator (0.1� 0.7 nm) at 5.8 GeV and the soft X-Ray ATHOS undulator
(0.65 � 5 nm) at 3.0 GeV (just finished). SwissFEL can be tuned from high charge mode
(200 pC) to low charge mode (10 pC), providing between 50 f s and 5 f s (FWHM) short
pulses, respectively.

Figure 3.4: The linear accelerator of SwissFEL which consists of an S-band photoinjector LINAC, 3
C-band booster LINACs, and a two-stage magnetic bunch compression. Image adapted from [18].

3.2.2 SwissFEL lines

ARAMIS

ARAMIS [19] uses a segmented planar, variable-gap short-period undulator (15 mm,
K = 0.1� 1.8) with a novel type of permanent magnet (dysprosium-enriched NdFeB) to
generate horizontally linear polarized light, at 0.1% bandwidth in normal, i.e., monochro-
matized, SASE mode (the average bandwidth achieved for the non-monochromatized
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mode, also called pink beam is 0.4%). The magnet array is mounted inside of the vac-
uum tank. To reach the required parameters, the inter-magnet gap which is available
for the beam is as small as 4.5 mm. The use of dysprosium-enriched NdFeB magnets
allows these undulators to be operated at room temperature, thus avoiding a costly liq-
uid nitrogen cooling system, as is normally required for undulators with comparable
parameters. A total of 12 undulators of this type, each 4 m long, have to be aligned in a
row within tight tolerances to ensure that the ARAMIS FEL can reach the SASE satura-
tion regime. A four-magnet electron energy collimator before the undulators facilitates
two special modes, namely the large-bandwidth mode (relative bandwidth ⇠4%) and
an attosecond mode which exploits full compression of a 10 pC pulse which produces
sub-femtosecond short pulses. Self-seeding at angstrom wavelengths with increased
spectral brightness with respect to SASE is foreseen for the future. Electron bunch
arrival-time monitors (BAMs) with electro-optical detection scheme are installed after
each bunch compressor and at the end of the undulator. They provide non-destructive,
shot-to-shot arrival-time information relative to a highly stable pulsed optical reference
with resolution better than 5 f s and less than 10 f s drift per day [20]. In addition, two
C-band transverse deflecting structures are installed at the end of the third linac mea-
suring the longitudinal charge profile and the arrival time of the compressed bunches
in two-bunch mode with a resolution of a few femtoseconds. The ARAMIS optical
beamline design enables fast (< 1 min) switching of the FEL beam between the three
experimental stations Alvra, Bernina and Cristallina [21].

ATHOS

For the ATHOS FEL, the undulator period length is more relaxed (38 mm, K = 1 � 3.5),
and the permanent magnet arrays can therefore be situated outside of the vacuum
chamber. These undulators are built in the APPLE configuration (APPLE X undulators,
where X comes from the possibility to move each magnet arrays radially at 45 degrees
angle), which allows for a full control of the FEL polarization and wavelength by ad-
justing the mechanical position of the magnet arrays with high precision. Movements
of the magnet arrays with submicron accuracy have to be performed in the presence
of very strong magnetic forces, making the mechanical design of the mover systems
particularly challenging. The feature of polarization control will be particularly advan-
tageous for magnetization dynamics experiments. Furthermore, the ATHOS undulator
modules are only 2 m long with short magnetic chicanes between each segment [22].
This allows for new modes of operation with higher peak brightness in comparison to
standard SASE lasing. The chicane in-between the undulators can be used to delay the
electron bunch to ensure that the lasing slice always gets supplied with fresh electrons.
Such schemes allow for the spectral width of the FEL radiation to be narrowed and for
an increased longitudinal coherence. The ATHOS undulator line is designed to also
allow for a conventional SASE operation. The ATHOS soft X-ray experimental area is
contained within one large hutch with a floor space of 692 m2. Space within this hutch
is allocated for the optical laser and the three experimental stations. Two experimental
stations, one for condensed matter (Furka) and one for atomic, molecular and optical
sciences (AMO), will be ready for the first experiments in 2021, while the third station
(ATHOS 1 branch) is not yet defined and not yet financed either.
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3.2.3 Endstations

Alvra

Alvra specializes in measuring the ultrafast dynamics of photochemical and photobio-
logical systems using a variety of X-Ray scattering and spectroscopic techniques. Alvra
consists of two instruments: Alvra Prime and Alvra Flex. Prime is a chamber designed
to use a range of techniques, including serial femtosecond crystallography (SFX), X-Ray
scattering (XS), and X-Ray absorption and emission spectroscopy (XAS and XES) over
the full SwissFEL hard X-Ray photon energy range of 1.8 � 12.4 KeV. Flex is a flexible
instrument designed to accommodate user experiments with an X-Ray spectrometer
that can be used for many different types of measurements, including inelastic X-Ray
scattering (IXS) and high energy resolution off-resonant spectroscopy (HEROS). Dur-
ing the year abroad at SwissFEL, I was part of the Alvra group under the supervision
of Dr. Chris Milne.

Bernina

The Bernina instrument is designed for studying ultrafast phenomena in condensed
matter and material science. Ultrashort pulses from an optical laser system covering a
large wavelength range can be used to generate specific non-equilibrium states, whose
subsequent temporal evolution can be probed by selective X-Ray scattering techniques
in the range 1.8 � 12.4 KeV. For that purpose, the X-Ray beamline is equipped with
optical elements which tailor the X-Ray beam size and energy, as well as with pulse-
to-pulse diagnostics that monitor the X-Ray pulse intensity, position, as well as its
spectral and temporal properties. The experiments can be performed using multiple
interchangeable endstations differing in specialization, diffractometer and X-Ray anal-
yser configuration and load capacity for specialized sample environment. After testing
the instrument in a series of pilot experiments in 2018, regular user operation begun in
2019 [19]. One of the main experiments performed during this thesis time frame, being
the X-ray Transient Grating Spectroscopy on Bismuth Germanate Oxides presented in
Chapter 4, was performed at the Bernina endstation.

Cristallina

The Cristallina endstation will be the third instrument of the SwissFEL ARAMIS hard
X-Ray beamline and serves both quantum science (Cristallina-Q) and serial femtosec-
ond crystallography (Cristallina-MX). Diffract-before-destroy schemes will be employed
to image biological macromolecules at work and quantum many-body states under ex-
treme conditions. Offline and beamline experimental capabilities will be uniquely com-
bined at Cristallina and complemented by a beamline which is optimized for highly
focused, sub-femtosecond X-ray pulses. The beamline layout and hutch occupation
are designed for flexible movement of heavy infrastructure, such as the fixed-target
instrument SwissMX and bespoke low-temperature, high-magnetic field sample envi-
ronments. First light is scheduled for 2021 and user operation from 2022 onwards. This
endstation will possibly be the state of art of protein based CDI and IDI techniques,
presented in Chapter 8.
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Figure 3.5: Schematic layout of the X-ray optics at the ARAMIS (top) and ATHOS beamlines (bottom).
The FEL-beam is distributed by horizontally deflecting offset mirrors to the ARAMIS-1 and ARAMIS-
3 beamlines. The ARAMIS-2 beamline utilizes vertically deflecting offset mirrors or alternatively the
DCM-2. Insets A and B show the configurations for the pink and monochromatic mode of ARAMIS-1,
insets C and D the corresponding settings for ARAMIS-2. Image adapted from [23].

Maloja

The Maloja experimental station at the ATHOS 2 branch will be designed as a highly
versatile tool for atomic, molecular and optical physics, chemical sciences, soft X-Ray
imaging, and novel approaches in non-linear X-Ray spectroscopy. The X-Ray pulses
from the ATHOS undulator will be delivered with the minimum required three bounces
from a single offset mirror and two KB mirrors. This optical layout will minimize trans-
port losses and preserve the pulse wavefront. A short focal length of 1.5 m from the
downstream KB mirror is chosen to achieve a micrometre-sized focus and therefore
sufficient fluence for multi-photon excitations of the targets while maintaining enough
space for laser incoupling elements and differential pumping between the last opti-
cal element and the experimental station. A specific characteristic of the Maloja sta-
tion will be the combination of an X-Ray FEL with an infrared laser-driven attosecond
high-harmonic generation (HHG) source. The combination of the two sources with
their specific strengths will provide new tools for unravelling and controlling ultrafast
chemical dynamics in gases, clusters and liquids from an entirely new point of view. In
particular, electronic and nuclear dynamics could be measured in real time in isolated
gas-phase molecules and clusters, solvated molecules, transition-metal complexes and
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nanoparticles in their natural environment. The femtosecond to sub-femtosecond in-
tense X-ray pulses from the ATHOS undulator and the HHG source will be optimally
exploited in combination with the element specificity of soft X-ray spectroscopy and
the nanoscale resolution of X-ray imaging [24].

Furka

The Furka experimental station for condensed matter and quantum materials at the
ATHOS beamline will be dedicated to time-resolved Resonant Inelastic and Elastic X-
ray Scattering (tr-RIXS and tr-REXS) as well as soft X-ray diffraction (tr-SXD) to study
ultrafast dynamics in correlated materials and, more generally, in quantum matter.
Many of the properties of quantum materials originate from couplings between charge,
orbital, spin and lattice degrees of freedom. These couplings lead to cross-correlations
among different physical observables, which develop towards the application of emer-
gent functions [25]. Mott transition, high-temperature superconductivity, topological
superconductivity, colossal magnetoresistance, giant magneto-electric effect and topo-
logical insulators are just a few examples of remarkable functions and properties that
arise from the collective behaviour of the different degrees of freedom. Ultrafast tech-
niques, especially femtosecond spectroscopy or time-resolved X-ray diffraction, sup-
ported by the advent of ATHOS, now open new opportunities for direct measurements
of the coupling strength between the different degrees of freedom at temperatures < 10
K, with unprecedented precision. In femtosecond pump-probe experiments, selective
excitation is used to probe: (i) low-energy electronic, magnetic and structural dynam-
ics; (ii) coupling and ordering dynamics of charge, orbital, spin and lattice in correlated
systems; (iii) phase transitions and quasiparticle excitations away from equilibrium;
(iv) correlations and fluctuations in non-equilibrium systems; (v) coupling, control and
switching in quantum matter. In the future, a second chamber is foreseen with the
aim of investigating non-linear optical effects on solid materials as well as imaging
techniques. Possible extensions to time-resolved X-ray magnetic circular dichroism (tr-
XMCD) could be explored as well by taking advantage of the circular polarized radi-
ation provided by ATHOS in combination with an externally applied magnetic field.
Part of this thesis had been used to study a new high-resolution spectrometer that will
be used within the Furka beamline, presented in Chapter 8.
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Chapter 4

X-Ray Transient Grating
Spectroscopy1

In this chapter, we are going to cover every important step we went through in order
to obtain the first ever successful result in an X-Ray Transient Grating experiment. As
the reader should know by now, the newly developed temporally and spatially coher-
ent X-ray Free Electron Lasers sources make possible the realization of ultrafast and
nonlinear X-ray spectroscopies. Lessons from the optical regime show that exquisite
information on matter can be obtained from such techniques, both in the time and fre-
quency domains. Among them, Transient Grating is a versatile background-free Four
Wave Mixing (FWM) technique used to probe e.g., vibrational, magnetic, and electronic
degrees of freedom and their relaxation in the time domain. Here, we demonstrate for
the first time an X-ray Transient Grating experiment in the hard X-ray regime (7.1 keV)
on Bismuth Germanate Oxide. X-rays offers multiple advantages for creating transient
gratings: their deep penetration depth is able to probe the bulk properties of the ma-
terials, their element sensitivity can address core-excited states relaxations and their
short wavelength can create excitation gratings with unprecedented high transfer mo-
mentum. The first advantage is demonstrated by non-resonant X-ray transient gratings
on Bismuth Germanate Oxide, with time traces showing a clear sensitivity to optical
phonons. A trace of acoustic phonons might be present, although superimposed to an
unexpected signal we associated to the piezoelectric properties of the crystal. In order
to confirm the presence of the acoustic phonons we performed a parallel optical Tran-
sient Grating experiment. Finally, the X-Ray Transient Grating approach demonstrates
hard X-ray transient grating and paves the way for ultrafast coherent FWM techniques
implying multiple non-collinear X-ray interactions.

4.1 The Transient Grating technique

Among the many FWM techniques, the degenerate case of Transient Grating (TG) spec-
troscopy provides an excellent time-resolved, background-free, window into coherent
relaxations and excited carrier transport. It allows the study of a large variety of proper-
ties on different materials, e.g. relaxation dynamics of carriers [1], spin-waves creation
and propagation [2], electron-phonon coupling [3], molecular dynamics [4], heat prop-

1 Cristian Svetina, Jeremy Rouxel, Danny Fainozzi, et al. Hard x-ray transient grating spectroscopy on
bismuth germanate. Nature Photonics (review), 2021.
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agation in diffusive and ballistic regime [5], to name a few. Its implementation in the
optical and Extreme Ultra Violet (EUV) regimes relies on the interference between two
crossed pump beams, the angle in between being 2J, that generates an excitation grat-
ing on the sample, thus creating a transient periodic modulation in the refractive index
of the material. The periodicity L of such transient grating can be expressed as

L =
l

2sinJ
(4.1)

with l being the pumps (degenerate) wavelength. A delayed probe is then diffracted
from the generated grating and the scattered beam is heterodyne- or homodyne-detected,
depending on the presence (former) or the absence (latter) of a reference local field (of-
ten being another diffracted order of probe beam). The scattered beam wavevector~ks is
given by the phase matching condition, that is:

~ks =~k1 �~k2 +~k3 (4.2)

where~k1 and~k2 are the wavevectors of the two pump beams, and~k3 is the probe one.
It is also useful to defined the mismatch parameter D~k as

D~k =~k1 �~k2 +~k3 �~ks. (4.3)

Unlike pump-probe spectroscopy, TG is said to be a background-free technique since
the signal is emitted in a direction, given by the phase matching condition, where no
unwanted transmitted pump beams are present. This guarantees an excellent signal-
to-noise ratio. TG also provides spatial and temporal information simultaneously: the
periodicity of the excitation grating transfers a momentum |~q| equal to

|~q| =
2p

L
(4.4)

After a fast decay due to the electronic response, the remaining relaxation is linked to
excited carrier transport and depends on the chosen length scale. For instance, at very
short periodicities, the transport process consists in a single interaction for each carrier,
known as the ballistic regime, while at larger periodicity, multiple scattering events
dominates and lead to the diffusive regime. This can clearly be seen by measuring the
relaxation timescales as a function of the excitation grating periodicity [5]. Until the
present work, EUV has been the highest photon frequency domain at which TG has
been successfully implemented [6] with the aim to achieve higher momentum transfer
and to use element sensitivity, but limited to light elements and to tens of nanometer
penetration depth, given the short attenuation length. The extension of TG in the X-ray
range (XTG) would allow to add the extra features of atomic selectivity and bulk prob-
ing and to increase even more the momentum transfer at the sample. Consequently,
XTG provides a unique possibility to study the ultrafast electronic response, the optical
and acoustic properties, and the heat diffusion in the bulk at the nanometer scale. The
method of crossing the excitation beams typically used for generating the TG (see figure
4.1 - left) becomes very hard moving towards the soft and hard X-rays regimes due to
the grazing incidence geometry of the optics involved. In a recent paper we proposed
a simple method to generate excitation gratings on a sample by implementing the Tal-
bot effect (see figure 4.1 - right) for convergent Free Electron Laser Gaussian beams [7].
The beauty of this approach is that it requires just a simple alignment of phase gratings
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that generate the spatially and temporally overlapped phase-locked interfering beams
without requiring complicated and tedious alignment procedure. The only alignment
needed is for the probe in a similar fashion as for any pump-probe experiment but, of
course, in phase matching condition.

Figure 4.1: Left: Schematic of the EUV experiment at FERMI adapted from [8]. Two EUV pulses
launch coherent phonons producing a transient diffraction grating in the sample, which is monitored via
diffraction of a time-delayed 400 nm probe pulse. Diffracted probe beams (dashed arrows) are detected by
CCD cameras. Right: Schematic of the XTG setup. In dark blue, the incoming ultrashort X-ray pulse
is diffracted by a transmission phase grating (PG). Interferences between the two first orders diffracted
beams generate a Talbot carpet, i.e., a region of self images of the originating phase grating. The sample
(S) experiences a transient grating excitation with smaller periodicity due to the convergence of the
incoming beam. In red, a delayed optical pulse probing the relaxation of the transient grating by being
diffracted on the 2D detector (CCD) and transmitted on to a diode (TD).

4.2 The Talbot effect

In this study we present the first measurements of transient gratings in the hard X-
ray regime performed at the Bernina endstation [9] at SwissFEL [10] relying on the
Talbot self-imaging effect for convergent Gaussian beams with high time resolution.
Here, we briefly review how to evaluate the Talbot effect for a general 1D transmission
grating. More details on the effect can be found in the literature [11]. The calculation
is conducted within Fresnel theory of diffraction. First, we introduce a generic grating
which, since it has a periodic structure, can be described in its Fourier representation
T(x) as:

T(x) = Â
n

cne�inkGx (4.5)

where x is the transverse spatial coordinate of the grating, kG is defined as 2p
d (d being

the pitch of the grating) and the coefficients cn are defined as:

cn =
1
d

Z + d
2

�
d
2

T(x)einkGxdx (4.6)

The gratings used during this experiment were binary phase grating made out of syn-
thetic diamond, produced at the Laboratory for Micro- and Nanotechnology (PSI) through
chemical vapor deposition (CVD). For a binary phase grating, one can show that the
Fourier transform T(x) of the grating take the form

T(x) =

8
<

:
A1eif1 if 0 < |x|  ad

2

A2eif2 if ad
2 < |x|  d

2

(4.7)
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where a is the groove ratio, A1 and A2 are the amplitudes of the grating and f1 and f2
are the phases of the grating. Using eq. 4.7 inside eq. 4.6, the general solution for the
coefficients is

cn =
i

nkG

�
A2eif2 � A1eif1

�
+

e�in2pa

nkg

�
A1eif1 � A2eif2

�
. (4.8)

In the case of perfect p
2 grating we have A1 = A2 = 1, f1 = 0, and f2 = p

2 . Thus, eq. 4.8
becomes:

cn =
1 + i
nkG

�
e�in2pa

� 1
�
. (4.9)

Assuming the coordinate z at the grating location to be zG, the electric field at the phase
grating is given by E0(x,y,zG)T(x), with E0(x,y,zG) being the incident electric field.
After the interaction with the grating, the electric field can be calculated at any position
by performing a Fresnel propagation, which is defined as:

E(x,y,z) =
ik

2pz
e�ikz

Z Z +•

�•
E0(x0,y0,zG)T(x0)e�

ik(x0�x)2
2z e�

ik(y0�y)2
2z dx0dy0 (4.10)

where k = 2p
l is the radiation wavevector. Solving the integral for an incident plane

wave E0(x0,y0,zG) = E0e�ikzG and setting the origin at the grating location (i.e., zG = 0),
we get

E(x,y,z) = E0e�ikz Â
n

cne�inkGxe
in2k2

G
2k z. (4.11)

For a glimmer of clarity, in order to avoid the feeling of witnessing wizardry tricks,
the calculation is actually performed step by step in the Appendix. It is now useful to
define the Talbot distance ZT as

ZT =
2pk
k2

G
(4.12)

from which can be easily seen that if we have z = nZT, where n 2 N, the electric field
displays an interference pattern with the same periodicity as the transmission grat-
ing. For a Gaussian beam the same procedure applies. In this case the Fresnel cal-
culation is more challenging and the Talbot effect leads to interference gratings with
smaller/larger pitches with respect to the initial diffraction gratings ones, due to the
convergence/divergence of the photon beam. By defining the incoming Gaussian beam
as

G(x,y,z) = A0
w0

w(z)
e�

x2+y2

w(z)2 e�
ik(x2+y2)

2R(z) e�i(kz�f(zG)) (4.13)

where w0 is the waist of the beam and

w(z) =

s

1 +
⇣ 2z

kw2
0

⌘2
, R(z) = z


1 +

⇣ 2z
kw2

0

⌘2
�

, tanf(z) =
2z

kw2
0

. (4.14)

By performing the Fresnel propagation following the procedure of eq. 4.10, the final
result is [12]:

E(x,y,z) = A0
w0

w(z)
e�ik(z+zG)e�

x2+y2

w(z)2 e�
ik(x2+y2)

2R(z) e�i(f(zG)+f(z))Â
n

cne�
in2k2

G
4a(z) ze

inkkG
2za(z) x. (4.15)
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Figure 4.2: Top, Fresnel simulation of a converging Gaussian beam, coming from the left, diffracted by
a transmission grating. Diffraction orders emerge from the grating and interfere generating a Talbot
carpet. Bottom, detail of the Talbot carpet for a convergent Gaussian beam. The red arrows indicate the
original diffraction grating pitch (left) and the XTG pitch after several Talbot planes (right).

where
a(z) =

1
w(zG)2 +

ik
2

⇣ 1
R(zG)

+
1
z

⌘
. (4.16)

When this term is explicit, the solution presents two new terms if compared to the
plane wave case: the localization and magnification terms. The former accounts for the
displacement of the Talbot planes which is not constant while the second accounts for
the pitch of the interference pattern and has the following form:

M(z) =
⇣R(zG) + z

R(zG)

⌘2
+
⇣ 2z

kw2
0

⌘2
�

z
R(zG) + z

(4.17)

which is less than the unity for convergent Gaussian beams. As a consequence, the
XTG interference pattern has a smaller pitch compared to the diffraction grating. A
schematic of the full Talbot geometry is displayed in fig. 4.2 a) and a Fresnel simulation
displaying the shrinking of the pitch due to the convergent Gaussian beam is shown
in fig. 4.1 (right) and in fig. 4.2 b). Another important quantity to be considered is the
separation distance, which is the distance from the grating for which the first orders of
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Figure 4.3: The unit cell of Bi4Ge3O12. Image adapted from [37].

diffraction stop overlapping. For a Gaussian beam it can be shown to take the form:

zsep =
w(zG)
2tan b

(4.18)

with b = arcsin
�

l
d
�

being the angle of diffraction of the first orders.

4.3 The sample

Bismuth Germanate (BGO) is an optically isotropic material which has become very
popular due to its electro-optic, electro-mechanical and scintillator properties [13, 14].
BGO crystals have found a wide range of applications as particle scintillation detectors
for high-energy physics [15], holographic data storage material [16], in high-resolution
positron emission tomography, as solid state laser host when activated with trivalent
rare-earth ions [17] and as an electro-optic material for optical voltage, current, and
electric power sensors [18]. BGO, in its Bi4Ge3O12 conformation, is a cubic crystalline
material build up of isolated GeO4 tetrahedra and strongly deformed BiO6 octahedra
with the eulytine structure [19] (see figure 4.3), point group I4̄3d (220), 76 atoms per unit
cell and a Face Centered Cubic (FCC) Bravais lattice with lattice parameter a = 10.497
Å [20].

4.4 Experimental setup

The XTG experiment presented relies on the use of diffraction phase gratings to gener-
ate the transient excitation gratings (XTG) on the sample position. Figure 4.4 represents
the experimental geometry. The incident FEL beam (in yellow) is diffracted by the
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phase grating and then impinges on the sample. The Talbot effect generates a transient
excitation grating on the sample. A delayed probe laser (in blue) is incident on the
sample at the phase matching angle and is diffracted by the excitation grating on the
sample. Finally, the diffracted probe is homodyne-detected by a CCD camera. In the
following section, we present the experimental geometry, details on the X-ray pump
and optical probe, information on the diffraction gratings and on the detectors.

Figure 4.4: a) Experimental geometry used at Bernina, SwissFEL, to implement the transient grating.
b) Annotated picture of the experiment.

4.4.1 Experimental geometry

The incident X-ray beam is focused with bendable Kirkpatrick-Baye (KB) mirrors (de-
tails in section 4.4.3) and impinges on a phase grating. The Talbot effect creates a pe-
riodic pattern (Talbot carpet shown in fig. 4.2) having periodicity planes at distances
equal to the Talbot distance ZT (see eq. 4.12) by the interference of the diffracted orders.
Such interference spatially lasts as long as the orders of diffraction overlap, thus set-
ting a maximal possible distance between the phase grating and the sample position,
usually referred as separation distance zsep (see eq. 4.18). Moreover, the convergence
of the X-ray beam ensures that the excitation grating possess a smaller pitch than the
phase grating’s (de-magnification factor), this pitch being controlled by the X-ray fo-
cusing, the distance between the focus and the phase grating, and the relative distance
between the grating and the sample. For a p

2 phase grating, the transmitted 0th order
is present; it must be noted that the 0th induces some interaction in the sample, but it
does not contribute to the diffracted XTG signal due to the phase-matching condition.
This effect is not present in a perfect p phase grating. In our experiment, the gratings
and the sample were mounted on the General Purpose Station (GPS) at the Bernina
endtstation, with an overall separation of 150 mm between them.

4.4.2 Binary Phase Gratings

The gratings used during this experiment were binary phase grating made out of syn-
thetic diamond, supplied by Diamond Materials GmbH, and produced at the Labora-
tory for Micro- and Nanotechnology (PSI) through chemical vapor deposition (CVD).
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The gratings were fabricated using similar approach as reported by Makita at al. [21].
Briefly, a 10 µm thick diamond membranes supported by a Silicon frame were first
cleaned in H2SO4 : H2O2 2 : 1 solution at 120 �C to remove organic contamination. Then,
the membranes were sputter-coated with 10 nm thick Cr layer and subsequently spin-
coated with ⇠ 1 nm thick negative tone resist FOX16 followed by baking at 100 �C
for 3 min on a hotplate. The resist was patterned in electron beam lithography sys-
tem Raith EBPG 5000 PlusES using 100 keV accelerating voltage. After the exposure,
the samples were developed for 8 min in Microposit 351 : H2O 1 : 3 solution at room
temperature, then rinsed in DI water and isopropanol. The patterned resist gratings
were hard baked at 300 �C for 1 hour on a hotplate to increase etch selectivity between
the resist and diamond. Unmasked Cr layer was removed in Cl2/O2 plasma reveal-
ing the underlying diamond for subsequent etching. Finally, the HSQ grating pattern
was transferred into diamond by oxygen plasma etching in Oxford PlasmaLab 100 with
the following etching parameters: chamber pressure of 10 mTorr, 30 sccm O2 flow rate,
powers of ICP and RF were 750 W and 100 W, respectively. During the beamtime for
the XTG experiment, at least 5 different grating were tested. Here we report the main
result based on the usage of two of them. The first one is a p phase grating of 1650 nm
pitch. This configuration, combined with a convergent gaussian beam provided by the
KB mirrors, generated an excitation grating of ⇠ 660 nm at the sample position. In this
case we estimated zsep to be ⇠ 335 mm while the relative separation of the Talbot planes
ZT in the sample area was ⇠ 5 mm. The second grating used was a p

2 phase grating
with a pitch of 960 nm, which induced an excitation grating with a periodicity of ⇠ 770
nm. The zsep and ZT parameters were estimated to be 240 mm and 1.7 mm, respectively.
Formulas use to estimate these parameters for arbitrary diffraction gratings and geom-
etry are given in section 4.2. In figure 4.5 we show the Scanning Electron Microscopy
(SEM) images of the gratings used during the experiment, while in fig. 4.6 we show a
printed grating on a gold surface placed at the nominal sample position obtained from
the p diamond phase grating with a pitch of 1650 nm showing a periodicity of ⇠ 770
nm.

4.4.3 The X-ray pump

High intensity horizontally polarized X-ray pulses were delivered by SwissFEL with a
time duration of ⇠ 50 f s (FWHM) and a repetition rate of 50 Hz. The FEL was tuned
to 7.134 keV by adjusting the electron bunch energy hgi0 and changing the insertion
devices K parameter. The emitted radiation had a bandwidth Dw

w ⇠ 0.3% and was used
in pink beam mode (i.e., without the monochromator) for all the BGO measurements.
The FEL beam was focused on a scintillator coupled with a CCD camera through a
microscope (X-ray eye) 750 mm downstream the grating by tuning the curvature of
the focusing KB mirrors. Then, the vertical focus was adjusted to finally obtain an
horizontal strip of excitation with size 250 ⇥ 150 µm2 (for sx and sy respectively) on the
sample, matching approximately the size of the non-collinear projection of the optical
probe on the sample surface at all phase matching angles. The beam intensity provided
by the SwissFEL ranged between 300 µJ and 800 µJ, while the intensity at the sample
was kept to be ⇠ 1.5 µJ.
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Figure 4.5: 45-degree-tilt-view SEM images of diamond gratings used in the experiment: a) an overview
of diamond membrane with a few gratings; b) closer look at the 1650 nm pitch grating; c) and d) zoomed
in images of 960 nm and 1650 nm pitch gratings, respectively.

4.4.4 The laser probe

The optical probe was generated from a Ti:Sapphire laser delivering 35 f s pulses at
nominally 800 nm (10 mJ). A Barium borate (BBO) crystal was used to generate the sec-
ond harmonic (400 nm) with an intensity ⇠ 1.2 µJ. A bandpass filter (40 nm bandwidth)
was used to remove the unwanted fundamental harmonic while a waveplate was used
to control the intensity. Further filtering was passively done by several bandpass re-
flecting mirrors. The spot size at the sample was tuned to 70 ⇥ 45 µm2 (FWHM) using
a lens. The arrival time of the probe laser was tuned by a delay stage upstream the
sample and the final reflection to the sample was accomplished by a D-shape mirror to
accommodate for small phase matching angles. This D-shape mirror was mounted on
a linear stage (see fig. 4.4) in order to change the phase matching angle when different
gratings were being used. The time overlap between the X-ray pump and the optical
probe was readjusted for every phase-matching angle.

4.4.5 Detectors

The optical beams (the one used in Timing Tool and the one diffracted through XTG)
were measured by a Charged Coupled Device (CCD) 4.2 PCO-edge camera. A 2f-2f
lens (200 mm half distance) was installed in front of the CCD, imaging the sample at
the chip, thus allowing to reduce the background at the detector on the CCD camera.
In order to control the angle of detection for different phase matching conditions, the
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Figure 4.6: Printed grating on a gold surface placed at the nominal sample position from the p diamond
phase grating with a pitch of 1650 nm showing a periodicity of ⇠ 770 nm. Transient excitation gratings
are obtained by decreasing the X-ray fluence below damage threshold.

CCD camera was mounted on an heavy load d � g diffractometer at ⇠ 800 mm from
the sample position and moved in the diffraction plane of the experiment. Then the J
angle was scanned in order to locate the diffracted XTG signal nearby the calculated
value. A typical diffracted XTG spot recorded with the detector is displayed in figure
4.7. The signal amplitude was obtained by integrating over the signal area while the
weak background was subtracted using and area where the XTG signal is absent. This
weak background was originated from the isotropic scattering of optical beam from
the sample. Dark shots (unpumped signal) were recorded too and used for normaliz-
ing the data as well as to check that the sample was not being printed on during the
measurements.
Finally, an ultra-fast diode was positioned in transmission along the optical probe path
with the purpose to measure the laser transmitted through the sample (see fig. 4.4).

Results

According to F. Bencivenga et al. [6], the XTG expected signal can be evaluate through
the following expression:

IXTG = |c(3)
|
2 I2

FEL ILase�aLas Lz sinc2
⇣
|D~k|Lint

2

⌘
, (4.19)

where c3 is the third order susceptivity, IFEL is the intensity of each ±1 diffractive beams
(considered equal due to the geometry of the gratings), ILas is the intensity of the 400
nm probe laser, and the sinc term is the usual representation of the phase matching
factor in a finite size sample [22–24]. We set Lint equal to the absorption coefficient at
7.134 keV estimated to be ⇠ 6.076 µm. Finally, just for completeness, we added the ex-
ponential factor to account for the absorption of the radiation inside the sample, where
Lz and a are the sample length crossed by the beams and the absorption coefficient at
the involved frequencies, respectively [25]). While in the optical case this is often negli-
gible (as it is for the present case), at EUV/soft X-ray wavelengths this term compares
with the typical size of the interaction volume (i.e., aLz '1), and it must be taken into
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Figure 4.7: Signal spots on the CCD detector at different time delays Dt between the X-ray pump and
the optical probe. a) Before time-zero, i.e., Dt < 0, no XTG signal is observable. b) For t = t0 (i.e., at
Dt ⇠ 0), which defined as the saddle point in between the background and the maximum of the signal,
the XTG signal rises and quickly reaches a maximum. In panel c), the signal at Dt = 150 f s (maximum
of the signal).

account. To be sure of the entity of the signal, we checked on the expected quadratic be-
havior of the XTG signal with respect to the FEL intensity (see equation 4.19). This was
accomplished through an X-rays pump intensity scan at a fixed Dt = 2 ps time delay
on the time trace induced by a 770 nm excitation grating. In fig. 4.8 the data is com-
pared to a quadratic fit with very good agreement demonstrating the nonlinearity of
the signal. The outlying point at 0.6 of transmission (%) is due to a miscalibration of the
solid-state attenuator used during the scan, but was nonetheless kept for consistency.
We have estimated the efficiency of the XTG process hXTG by calculating the ratio of
the XTG signal and the intensity of the probe pulse. The obtained value is 1.32 ⇥ 10�4

which confirms that the efficiency seems to be larger in the hard X-rays compared to the
EUV [6]. This can be explained due to the larger penetration depth of the X-rays with
respect to the EUV. In fact, when we normalize the efficiency by the penetration length
expected in the two cases, we obtain a similar value to the one reported in [8]. The
module of the third order susceptibility |c(3)

| has been estimated for the same config-
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uration giving |c(3)
| = 4.23 · 10�20 m2V�2, in good agreement with the expected value,

given the phase matching condition. These results prove the capability to exploit XTG
to measure bulk properties of matter.

Figure 4.8: Scaling of the XTG signal with the incoming X-ray fluence at 7.134 keV and 2 ps delay. The
experimental measures (in red) are compared with a quadratic scaling expected for this nonlinear process.

4.5 BGO time trace with 960 nm p
2 phase grating

In fig. 4.9 a) and b) we show the XTG time trace of the BGO obtained using the 960 nm
phase grating, corresponding to a nominal excitation XTG pitch of about 770 nm. The
signal displays multiple regimes of relaxation: the electronic ultrafast response (hun-
dreds of femtoseconds), the appearance of an optical phonon mode lasting several pi-
coseconds followed by a slow increase in the signal intercalated with coherent acoustic
phonons. The short time scans (up to 5 ps) have been fitted with a double exponential
function:

SXTG =

�����
1
2

h
1 + erf

⇣ t � t0

s

⌘i⇣
A1e�

(t�t0)
t1 + A2e�

(t�t0)
t2 + A3

⌘�����

2

(4.20)

where t0 is the time zero between X-rays and probe, calculated as the saddle point in
between the background and the maximum of the signal. A1 and A2 are amplitudes
of the fast and slow decay channels with lifetimes t1 and t2. The quantity s is the
rise time at t0 and indicates, with a good approximation, the time resolution of the
experiment. The decay lifetimes values from the fitting procedure are t1 = 42 ± 4 f s
and t2 = 1049± 49 f s, while s = 80± 6 f s. The latter values agree with the convolution
between the X-ray pulse (40-50 f s) and the laser pulse (80-90 f s). The residual of the
short time scans (fig. 4.9 c)) displays a clear periodic oscillation which corresponds to
the A1 optical phonon mode which has a frequency of 2.605± 0.004 THz. The obtained
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value is in very good agreement with the ones reported in literature [8, 26] and with
2.61 THz expected from the phonon dispersion curve on the corresponding momentum
transfer. The long time trace have been fitted with an exponential function and the
residuals have been Fourier transformed (fig. 4.10 d)). The obtained spectrum displays
several frequencies components: at 6.9 ± 1.1 GHz (later we will see that this peak are a
superposition of two frequencies), 23.5 ± 0.1 GHz, 47.4 ± 0.4 GHz and 70.9 ± 1.7 GHz.
Those frequencies will be deeply discussed in the next section. Details on the fitting
results are given in section 4.8.1.

Figure 4.9: X-ray Transient Gratings results on BGO at 7.134 keV with an excitation grating pitch of
770 nm. a) Time trace at short times (< 5 ps). The fast oscillations are attributed to optical phonons
coherence. b) Full time trace. After the fast electronic and phononic relaxation, the slower oscillations are
associated to acoustic phonons and heat diffusion. c) Fourier transform of the fast oscillatory component
showed in the insert (residuals from the fit in a)). d) Fourier transform of the slow oscillatory component
showed in the insert (residuals from the fit (not showed) in b)).

4.6 BGO time trace with 1650 nm p phase grating

In this section, we present XTG measurements on BGO with a 1650 nm pitch p phase
grating corresponding to a nominal excitation XTG pitch of about 660 nm. For this
measurements, a fast diode was used in transmission to detect the pump-probe signal.
The short and long XTG time traces are displayed in fig. 4.10 a) and b), respectively.
The lower signal-to-noise (SN) ration compared to the trace shown in the main text is
attributed to a a slightly off-set geometry with respect to the phase matching condition.
Also, a contribution to the lower SN ration can be imputed to some instabilities of
the FEL source arisen during the measurement. As for the case reported for the 960
nm grating, the short time trace displays an exponential ultra-fast decay. By Fourier
transforming the residual, the optical phonon modulation is identified to be equal to
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2.6 ± 0.1 THz and is displayed in fig. 4.10 c). The long time trace have been fitted with
an exponential function and the residuals have been Fourier transformed (fig. 4.10 d)).
The obtained spectrum displays several frequencies components: at 6.9± 1.0 GHz (also
in this case, we will see that this peak are a superposition of two frequencies), 24.1± 0.1
GHz, 47.8 ± 0.3 GHz and 69.9 ± 2.6 GHz, similarly to the trace shown previously. In
this particular case, also the probe laser intensity Itrans was recorded in transmission by
means of an ultrafast diode. Fig. 4.11 a) shows the fast response measured by the diode:
the raising time, defined as the sdiode in the erf function used to fit the transient traces,
is sdiode = 159 ± 13 f s. As expected, the signal from the diode in transmission does not
display any signature of the optical phonon (in the short time trace), while in the long
time scale, fig. 4.11 b), the long lived oscillatory components at 3.2± 0.5 GHz, 24.0± 0.1
GHz, 47.9 ± 0.3 GHz and 70.7 ± 1.1 GHz are present. Since no heterodyne detection
was done with this detector, we can safely assume that the coherent c(3) is very small
and that these oscillations can be attributed to an incoherent modulation of the optical
index due to the high photon energy of the XFEL pulses (the four point correlation
function of c(3) can be factorized). Thus, these frequencies, both present in the XTG
traces and in transmission, are attributed to the direct effect of pumping BGO with
a periodic modulation. To our knowledge such evidences have never been reported.
In section 4.8.2 we present a possible explanation to this phenomenon, supported by
calculations. Anyway, additional experiments will be carried to understand the nature
and underlying mechanism involved in the generation of these frequencies.
To access the longitudinal acoustic phonon (LA) that may be present in the XTG signal,
we have fitted the trace with the frequencies and phases obtained from the diode trace,
and subsequently performed a Fourier transform of the residual. The result is displayed
in fig. 4.12, where a clear peak at 7.1(±1.2) GHz is present together with its second
harmonic. This value is in very good agreement with the measurements carried out
in the optical regime: i.e., 6.22 ± 0.02 GHz (the optical TG experiment is presented in
Chapter 5). This subtraction also permitted to disentangle two peaks overlapping in
the same region, one being the acoustic phonon and the other being also present in the
diode trace. The latter was estimated to be at 3.2± 1.0 GHz. Furthermore, we made the
strong supposition that the transmission spectrum would undergo a negligible change
for the 770 nm with respect to the 660 nm. Within this supposition we used the same
features of the diode, and the estimate LA frequency for the 770 nm grating (see Chapter
5), to calculated the value 3.1 ± 0.7 GHz for this peak in the 770 nm grating case. The
presence of the LA peak proves that even if almost hidden behind an unattended signal,
we were also able to see weaker features such as the longitudinal acoustic phonon.

4.7 Data Processing

In this section, we present the data reduction procedure applied to the shot-to-shot raw
data. This includes the jitter correction (section 4.7.1), the intensity normalization (sec-
tion 4.7.2) and the stitching of scans acquired over multiple acquisitions. Furthermore,
we also describe how the uncertainties have been calculated (4.7.4) as well as the XTG
efficiency and c(3) estimations (4.7.5).

4.7.1 Timing tool correction

As the reader knows, a Self Amplified Spontaneous Emission (SASE) FELs do not take
advantage of external seed lasers. As a consequence, the pump (or probe) laser is an in-
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Figure 4.10: X-ray Transient Gratings results on BGO at 7.134 keV with an excitation grating pitch of
660 nm. a) Time trace at short times (< 5 ps) and residuals from the fit in blue. The fast oscillations are
attributed to optical phonons coherence. b) Full time trace and its residuals from the fit. After the fast
electronic and phononic relaxation, the slower oscillations are associated to acoustic phonons and heat
diffusion. c) Fourier transform of the fast oscillatory component showed in the insert (residuals from the
fit in a)). d) Fourier transform of the slow oscillatory component showed in the insert (residuals from the
fit (not showed) in b)).

dependent system synchronized with the FEL timing system. Nevertheless, the relative
arrival time between the pump (or probe) laser compared to the FEL beam is affected
by short term fluctuations (known as jitter) which can be as high as hundred of fem-
toseconds, thus affecting the overall time resolution. The jitter is usually measured by
means of dedicated diagnostics systems, named timing tools, such as Spatial Encoding,
Spectral encoding and Terahertz streaking methods, which provide the relative arrival
time on a shot-to-shot basis. During our experiment we have taken advantage of a spa-
tial encoding timing tool which relies on the ultrafast induced transparency of a screen
by the interaction with the X-rays. Here we briefly explain how the timing tool was
implemented: a portion of the laser was directed on a Ce:YAG screen positioned right
after the KB mirrors, with an incidence angle ⇠ 45�, and the transmitted laser beam was
then measured with a PCO Edge 5.5 CCD camera. In this way different horizontal pix-
els of the CCD camera correspond to different relative arrival times between the X-ray
and the optical pulses. By measuring the variation in position of the ultrafast change of
the transmitted signal it is then possible to retrieve the jitter for each shot and to rear-
range the data with a resolution as low as few femtoseconds. The expected resolution
was estimated to be ⇠ 2.65 f s/pixel.
For each shot, the CCD camera array was vertically binned and resulted in traces sim-
ilar to the one presented in figure 4.13 a). To find the center of the rising slope, each
trace was fitted using a polynomial function (blue curve in fig. 4.13 a)). Then, the re-
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Figure 4.11: Transient absorption on BGO with a 660 nm excitation grating produced by the diffraction
grating having a pitch of 1650 nm). a) Short time component showing a fast transient, but lacking of
subsequent oscillations. b) Long time trace showing the same, unattended oscillation of the XTG signal.
c) Fourier transform of the residual obtained from the fit. d) Fourier transform of the residual (insert in
d)).

sulting polynomial was derived and its maximum was used as the rising slope center
value (see fig. 4.13 b)). For each scan, the Gaussian-like distribution of these pixel
values Dpi was shifted by its mean following the relation Dpi �! Dpi �

1
n Ân Dpn. A

calibration of the timing tool provided a conversion rate between pixels on the CCD
and their time delays Dttt

i in f s/pixel. These obtained jitter values were then added to
the pump-probe delay Dtpp set by the delay stages for each shot, in order to obtain their
timing tool corrected delays Dti = Dtpp + Dttt

i . Finally, the timing tool corrected data
was re-binned, leading to a largely increased time resolution now limited by the pulses
lengths rather than the time jitter. In fig. 4.14, we display the XTG signal for a 770 nm
excitation grating before and after the timing tool correction.

4.7.2 I0 correction

The XTG and diode signals were also normalised with respect to the incoming FEL in-
tensity on a shot-to-shot basis. Each FEL shot intensity was measured using the photon
beam position monitor (PBPS) of SwissFEL [10] made of a thin 200 nm Si3N4 membrane
that back-scatters a small portion of the incoming beam onto four diodes. The mean sig-
nal on the four diodes was used to deduce the I0 pulse intensity. The XTG signal scales
as equation 4.19. The ILas jitter was negligible during the acquisition. Moreover, the
I+1
FEL = I�1

FEL intensities are proportional to the total FEL intensity I±1
FEL = Jgr IFEL, Jgr be-

ing the efficiency of the diffractive zone plate. The I0 correction on the experimental
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Figure 4.12: Fourier transform of the residuals of the XTG long time trace. In red, the residu-
als have been obtained by simply subtracting an exponential function (reproduction from fig.
4.10 d)). In blue, the main frequency after the subtraction of the features obtained from the
transmission diode signal.

Figure 4.13: Left: Vertical binning of a single transmitted optical beam on the PCO and its polynomial
fit. The slope indicates a change of transmission induced by the coincident X-ray pulse. Right: derivative
of the polynomial fit. Its maximum point provides an accurate measurement of the center of the slope
while its variation is a good estimate of the time jitter. The pixel/ f s conversion is done by an independent
calibration of the timing tool.

XTG signal was thus calculated as:

IXTG =
Iexp
XTG
I2
0

(4.21)

4.7.3 Stitching

Some traces were acquired over multiple scans due to various FEL instabilities. These
traces had to be stitched together to provide a full time trace, taking in account some
changes in the FEL parameters, in particular shifts in the mean value of IFEL. We took
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Figure 4.14: Blue: XTG signal before timing tool correction. Red: After the timing tool correction. The
blue curve has been vertically shifted for the display.

into account this shift by stitching our traces considering the time overlap and adjusting
the intensity using the proportionality condition expected by equation 4.19 and (4.21).
Considering the mean value of I0 moving to I0 +DI0 in two subsequent scans, we expect
the shift DIXTG of the signal to be

IXTG

I2
0

=
IXTG + DIXTG

(I0 + DI0)2 =) DIXTG = IXTG

"
(I0 + DI0)2

I2
0

� 1

#
(4.22)

4.7.4 Uncertainty estimation

The uncertainty estimation was evaluated as a type A uncertainty within each bin after
the time tool correction. In each time bin, the standard deviation was evaluated and
used as an uncertainty in subsequent analyses. Data curve fittings were weighted by
the uncertainty to give more weights to the points with the lowest uncertainties. This
procedure provided fitting parameters with a much lower estimated standard deviation
on them (see section 4.8.1.)

4.7.5 Efficiency and c(3) estimation

Following the procedure given by [6] we estimated the efficiency heff of the XTG process
and the susceptibility value at the electronic peak. The efficiency was calculated as the
ratio between the incoming probe intensity Ilaser and the outgoing XTG signal intensity
heff =

Ilaser
IXTG

= 1.32 ⇥ 10�4. The c(3) value was estimated using its classical definition,
which can be expressed for our configuration, recalling equation 4.19, as:

|EXTG|
2 = |c(3)

|
2
|E+1

FEL|
2
|E�1

FEL|
2
|ELas|

2sinc2
⇣
|D~k|Lint

2

⌘
, (4.23)
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where E±1
FEL is the electric field of the two FEL diffracted ±1 orders and ELas is the

electric field of the probe laser. To get to the electric field value expressed in V/m
starting from an intensity measurement in µJ we first converted the intensity I[µJ] into
a more suitable form following the relation

I[W m�2] =
I[µJ]

Dtsxsy
(4.24)

Where Dt is the time duration of the event which we set equal to the rise time sXTG
and sx/y is the x/y dimension of the overlap between pump and probe on the sample
which were 250 µm and 150 µm FWHM respectively. Finally, the electric field value is
obtained using the relation E =

q
2I
Z0

, Z0 being the vacuum permittivity. This relation
between the electric field and the intensity leads to equation 4.19. We estimated the
electric field values to be E±1

FEL = 5.86 · 108 V/m and ELas = 5.14 · 1011 V/m, thus leading
to the susceptibility value

|c(3)
| =

EXTG

E�1
FELE+1

FELELas
=

p
heff

(E±1
FEL)

2
= 2.68 · 10�20 m2/V2. (4.25)

The sinc term in equation 4.23, reflecting the satisfaction of the phase matching condi-
tion, was calculated considering the transversal and longitudinal directions separately.
In the transversal direction, the incoming FEL beam produces a grating through a mo-
mentum exchange equal to |~q| = 2p

d , d being the pitch of the grating. The transversal
component of the wave vector of the scattered probe is generated by the same trans-
ferred momentum |~q|, thus implying the automatic satisfaction of the phase matching
condition D~kT = 0, where we used the subscript T for transverse (and L for longitudi-
nal). The longitudinal component, instead, is not restricted to satisfy any particular re-
lation. Of course, D~kL must be calculated inside the sample, which possess a refraction
index equal to h400

BGO = 2.2 at 400 nm, implying the simultaneous presence of refraction.
To account the changing of the experimental incidence angle Jexp due to refraction, we
applied the Snell law, that is:

Jin = asin
⇣ hair

hBGO
sinJexp

⌘
(4.26)

with Jin being the new internal angle inside the sample. We can now apply the phase
matching condition to calculate the outgoing angle cosJin, that is:

Jout = asin
⇣
�

1
|~k400

BGO|
(|~q|�~k400

BGO sinJin)
⌘

(4.27)

where~k400
BGO = h400

BGO
2p
l is the wave vector of the 400 nm probe laser inside the sample.

Finally, we can calculate the longitudinal component D~kL as:

D~kL =~k400
BGO(cosJin � cosJout). (4.28)

Thus, considering also the phase matching condition term in eq. 4.23, where we set the
interaction length as the absorption length Lint = 6.076 µm at 7134 keV for BGO [27] and
|D~k| = 0.52 µm�1 from the experimental geometry, we obtain:

|c(3)
| =

2.68 · 10�20

sinc
⇣
|D~k|Lint

2

⌘ = 4.23 · 10�20 m2/V2. (4.29)
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4.8 Data Analysis

4.8.1 Data fitting

Considerations from the previous section allow us to define the following model to
represent the XTG measured data.

SXTG =

�����
1
2

h
1 + erf

⇣ t � t0

s

⌘i⇣
A1e�

(t�t0)
t1 + A2e�

(t�t0)
t2 + C3 cos(2pn3(t � t0))e

�
(t�t0)

t3 +

+ C4 cos(2pn4(t � t0))

�����

2

+ fpiezo(Dt)

(4.30)

We account for overdamped oscillation by adding two exponential decays t1 and t2.
The known optical phonon at 2.6 THz is assigned to the damped oscillation terms with
frequency n3. The frequency n4 account for the long term signal modulation associated
with the acoustic phonon. In our model, we also introduce the term fpiezo(Dt) account-
ing for the contribution from the charge motions caused by piezoelectricity. t0 and s
are experimental parameters accounting for the time zero shift from arbitrary units to
the absolute time zero of the time trace and for the instrument response function re-
spectively. The frequency components in fpiezo(Dt) can be predicted using a simple
electrokinetic model, see section 4.8.2, and are subtracted from the data to extract only
the phonon modulations (see section 4.6). The Frequency n4 is used as a fixed parameter
in the fit and is constrained by the values obtained from optical TG measurement: 5.33
GHz for a 770 nm excitation pitch and 6.22 GHz for 660 nm one. The short time traces
are fitted with eq. 4.20 and the resulting fitting parameter are given in tables 4.1 and 4.2.
When fitting only the short trace, the contributions C4 cos(2pn4(t � t0)) and fpiezo(Dt)
becomes a constant and account for the parameter A3 of eq. 4.20. For convenience, we
recall eq. 4.20:

SXTG =

�����
1
2

h
1 + erf

⇣ t � t0

s

⌘i⇣
A1e�

(t�t0)
t1 + A2e�

(t�t0)
t2 + A3

⌘�����

2

(4.31)

A1 A2 A3 t1 (ps) t2 (ps) t0 (ps) s (ps)

estimate 0.72 0.247 0.742 0.042 1.05 0.05 0.080
standard error 0.09 0.007 0.002 0.004 0.05 0.01 0.006

Table 4.1: Fit parameters on the short XTG time trace of BGO, using eq. 4.20, with an excitation grating
pitch of 770 nm.

Finally, table 4.3 provides a summary of all frequencies appearing in the signal and
their corresponding uncertainty for an excitation grating with a 660 nm pitch.
In fig. 4.15, we display a fit of the whole dataset using eq. 4.30 and by fixing the fast time
scales using the results in table 4.1 (for the fast response) and the frequency components
obtained from the Fourier transform of the residuals including the longitudinal acoustic
phonon as well as the additional frequencies seen also in transmission. In the fit only
the components labelled as Ci were kept as free parameters.
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A1 A2 A3 t1 (ps) t2 (ps) t0 (ps) s (ps)

estimate 0.91 0.37 0.60 0.049 6.05 0.10 0.103
standard error 0.03 0.05 0.05 0.003 1.25 0.01 0.005

Table 4.2: Fit parameters on the short XTG time trace of BGO, using eq. 4.20, with an excitation grating
pitch of 660 nm.

Figure 4.15: Global fit of the data with eq. 4.30. The short lifetimes have been fixed by a fit on the
short time trace, the fast and long modulation are fixed at the maximum of the Fourier transform of the
residuals and the low frequency modulation is fixed to the value obtained from optical measurements.

4.8.2 Transient nanocapacitors generated inside BGO

In this section, we present a simple model that predicts the low and high frequencies
present in the XTG traces and in diode trace. When high energy photons impinge on
the sample with a spatial periodic modulation, electrons diffuse into the destructive
interference regions. Thus, a spatial charge modulation in the bulk of the material is
created. In case of a piezoelectric material, for which a linear electromechanical inter-
action between the mechanical and electrical states of the material occurs, the dimen-
sions of the piezo change and electrical charges distribute inside the material (this is
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n3 (THz) n4 (GHz) n5 (GHz) n6 (GHz) n7 (GHz)

estimate 2.605 6.2 23.5 47.4 70.5
standard error 0.004 1.1 0.1 0.4 1.4

Table 4.3: Frequencies extracted from the XTG data obtained on BGO with a 660 nm pitch excitation
grating. n3 stands for the optical phonon of BGO, n4 represent the longitudinal phonon, n5, n6 and n7 are
the frequencies obtained from the piezoelectric model. Uncertainties of frequencies n3, n5 and n6 have been
obtained from fitting the data with a sine function while uncertainties on n4 and n7 have been computed
from the standard deviation of the Fourier peak since their residuals are too weak for the fit to be accurate.

referred as the direct piezoelectric effect). In turn, this generates an induced electric
field within the material which forces the lattice to react creating a mechanical strain
(called the reverse piezoelectric effect). These effects lead to a series of resonances in-
side the material which can be described as a circuit with a capacitance in parallel with
another capacitance and inductance, as showed in figure 4.16. The former generates the
low impedance frequency (named resonant frequency, fR) while the latter generates the
maximum impedance frequency (named anti-resonant frequency, fA).

Figure 4.16: a) the charge displacement evolution inside the piezoelectric material due to the direct and
inverse piezo effects. b) the equivalent circuit having a capacitance in parallel with another capacitance
and inductance.

When a spatially periodic transient electromagnetic field is applied on BGO, the illumi-
nated regions have less electrons (positively charged) and the dark regions have more
electrons (negatively charged). As a consequence, a multi plate capacitor is transiently
generated within the bulk material. This causes a series of coherent transverse oscilla-
tions to appear. The resonant frequency can be generally calculated by:

fR =
n

2L
(4.32)

knowing the sound velocity n and the separation between the plates L = LXTG/2. From
the optical measurements, the speed of sound in the transverse direction perpendicular
to the XTG excitation is 2507 m/s (see 4.20). This gives a resonant frequency of 3.25
GHz and 3.79 GHz for 770 nm and 660 nm XTG pitch respectively, in good agreement
with the values found in the data analysis. The estimated speed of sound can be cor-
roborated by calculating the compliance tensor element c44 by means of the formula
c44 = rn2 = 0.447 ⇥ 1011N/m2 [28] with r = 7.12g/cm3 being the BGO density. This
result is in agreement with the value c44 = 0.436⇥ 1011N/m2 reported in literature [14].
From the equivalent circuit perspective, the equivalent capacitance can be calculated as
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Frequencies measured (GHz) model (GHz)

1 3.1 ± 0.7 3.25
2 23.5 ± 0.1 23.9
3 47.4 ± 0.4 47.7
4 70.9 ± 1.7 71.6

Table 4.4: Comparison between the frequency measured with the XTG and the piezoelectric model de-
scribe by equation 4.36, for a gratin of 770 nm.

the sum of the capacitance of a single plate:

Ceq = Â
i

Ci = (N � 1)C (4.33)

with N the total number of capacitors (the number of fringes) and C the single capaci-
tance from a half ellipse plate:

C = e0er2p
sVd
2L

(4.34)

with sV the vertical FEL beam size, d the X-ray penetration depth, e0 and er the vacuum
and relative permittivity. Using the experimental values (er = 15.2, sV = 64 µm, d = 6
µm, and L = LXTG/2), the equivalent capacitances are equal to 19.8 pF and 16.9 pF
for the 660 nm and 770 nm XTG pitch, respectively. The equivalent inductance can be
calculated through the relation

Leq =
1

C(2p fR)2 (4.35)

which gives 120 pH and 140 pH for the 660 nm and 770 nm XTG pitch, respectively. The
antiresonance frequency can be calculated by solving the following relation [28]:

⇣2p fAL
2n

⌘
cot
⇣2p fAL

2n

⌘
= �

k2
31

1 � k2
31

, (4.36)

with
k31 = d31

r
c44

er
(4.37)

where d31 the piezoelectric constant [29]. The resulting frequencies are 20.5 GHz and
41.0 GHz (second harmonic) for 660 nm XTG pitch, and 23.9 GHz, 47.7 GHz (second
harmonic) and 71.6 GHz for 770 nm XTG pitch. These results are remarkably in good
agreement with the measured values.

This result indicates that by exciting with a spatial periodic modulation (transient grat-
ing) a piezoelectric material with high photon energy photons (X-rays), a set of coherent
oscillations can be generated from few GHz up to tens of GHz. The resonant and anti-
resonant frequencies can be tuned on demand by acting on the XTG pitch. For instance,
by decreasing the XTG pitch down to 15 nm, the expected resonant and anti-resonant
frequencies are expected to be 170 GHz and 1 THz respectively.
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4.9 Conclusions

We have reported the first experimental realization of Transient Grating Spectroscopy
driven by an X-FEL. By exploiting the Talbot effect for convergent FEL Gaussian beams
we have investigated BGO and TTO samples with 7.1 keV FEL pulses and probed the
bulk dynamics observing relaxation features at short and long-time scales. We believe
that this relatively simple approach can be easily implemented in every X-FEL facility
enabling to perform this kind of experiments both on solids and liquids and thus opens
a new field in nonlinear optics. In the current implementation, the optical probe is the
main limitation to the temporal and spatial resolution. Nevertheless, even in this set-
ting, the nanometric and femtosecond scales probed are relevant for a broad range of
materials such as magnetic systems, heterostructures and light harvesting complexes,
to name a few. Furthermore, in the case our model will be proven right, the possibil-
ity to generate transient nanocapacitors within the sample opens new unprecedented
possibilities in the study of nanodevices, especially for very small XTG pitches. The
use of XTG offers various advantages compared to other ultrafast spectroscopic tech-
niques by combining the strengths of X-rays with TG spettroscopy. First, the very small
wavelength of X-rays brings the possibility to generate extremely small excitation grat-
ings in the future (high momentum transfers), with sizes as small as few nanometers or
even below. To that end, a Full X-ray XTG, i.e., with a delayed X-ray probe, will bring
the capability to probe excitation gratings down to that scale (see the next section).
This will permit to access regime of transport so far inaccessible, with the promise to
shining light to the open problem of how to handle the heat transfer in nano-systems
and nano-devices. Second, X-rays can be made element- and site-sensitive by tuning
them at some chosen core resonance. Using this effect, it will be possible to generate
excited carrier from chosen element and study their subsequent transport. Moreover,
combined with the shortness of new X-ray sources (few- f s or below), measurements of
the coherent relaxation of core-hole states will become accessible and will add valuable
information core excited state dynamics. Finally, the Talbot geometry used for the XTG
facilitates the measurement of various grating pitches. Extensive measurements of the
momentum transfer dependence are reachable at unprecedented scales. This would
enable to quickly change the transfer momentum (switching gratings) enabling scans
of the momentum transfer in a fast and reliable fashion.

4.10 A look into the future of XTG

In the following section, I am briefly going to present the near-future extension of the
XTG technique. Given the very promising results showed above, we intend to con-
duct the first Full X-ray Transient Grating (FXTG) experiment in which both the pump
and the probe are in the X-ray regime. The goal of the experiment is two-fold: (i) To
demonstrate the feasibility of full X-ray four-wave mixing. We are planning to use an
innovative way of generating TGs with the converging Talbot effect. The proposed ap-
proach allows us to easily control the momentum transfer by varying the XTG pitch
down to nanometer scale. (ii) To investigate ultrafast dynamics and transport of charge
and heat carriers in crystalline Silicon. The experiment will access a transport length
scale that has been inaccessible so far. In our scheme, adapted to the Japanese XFEL at
SACLA, we plan to use two XFEL pulses with two different photon energies (two-color
scheme), one to pump the sample and one to probe. The two pulses need to be delayed
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so we plan to use the XFEL chicane delay line for time separations up to 300 f s which
will be needed for the first part of the experiment. Then we will increase the time delay
between the FEL pulses to several ps, for which we will use the Split-and-Delay Optics
(SDO) already present at SACLA.

Figure 4.17: A sketch of the experimental setup and a top view of the EH4c is presented in figure 4.17 a)
and b), respectively.

The FEL pulses will be 5 keV (pump) and 9.8 keV (probe) with an average intensity
of about 100 µJ each. The beams will be defocused at the sample by means of the KB
mirrors already present at EH4c. The expected beam size at the sample will be about
150 ⇥ 150 µm2 (H⇥V, FWHM). The size might be adjusted to increase the fluence at the
sample if needed, by moving the setup closer to the focus. About 1000 mm downstream
the KB system, a set of transmission gratings (specifically designed by PSI for this ex-
periment) will be installed. They will be mounted on a dedicated holder allowing the
XFEL beams to be transmitted to the sample. The gratings will have three translations
and one rotation (tilt) to allow for proper alignment. In between the KB and transmis-
sion gratings, it would be convenient to use a tube filled with Helium for reducing the
attenuation due to absorption from air. About 150 mm downstream the gratings the
sample will be mounted on a dedicated holder allowing for measurements in transmis-
sion. It will be able to translate in all directions and to rotate for better alignment in
tip and tilt. The sample will be moved in the longitudinal direction to accommodate
for different transfer momentum (different excitation gratings). The XTG signal scat-
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tered off the sample will be detected by a MPCCD detector in transmission. It will be
mounted on a translation stage allowing to move the detector along the beam direc-
tion to optimize the signal. Between the sample and MPCCD a tube filled with Helium
for reducing the attenuation due to absorption from air would be useful. Permanent
grating imprints will be initially used at the sample position to generate a static signal
in the same direction as the XTG for alignment purpose of the detector and the probe.
After the alignment of the gratings and sample the XTG signal will be detected at the
2D detector as a function of different short-time delays (provided by the machine) fol-
lowed long-time scans (provided by SDO). This process will be repeated for different
XTG transfer moment (pitches), from several microns to tens of nanometers. This will
be done at room temperature on Silicon. A second MPCCD will be mounted in back
scattering geometry detecting the structural (33̄5) Bragg peak and the sidebands gen-
erated by the XTG excitation A sketch of the experimental setup and a top view of the
EH4c is presented in figure 4.17 a) and b). At the current state of the art in nanofabrica-
tion, gratings with a pitch as small as 50 nm can be fabricated.

A version of this experiment, including a new heterodyne detection method, has also
been prepared and submitted to LCLS II.

4.11 Ancillary measurements

Here we report results from a heterodyne-detected transient grating experiment on
BGO at room temperature. Aiming at the acoustic phonon frequency, this measure-
ment wanted to be a satellite experiment of the XTG. Acoustic relaxations have been
identified in a time-frequency window not covered by previous spectroscopic studies
and their characteristic dynamic parameters have been measured as a function of trans-
ferred momenta magnitude and direction. A Laue diffraction measurement have been
performed in order to identity the crystallography plane in which the transferred mo-
mentum lies. A detailed comparison with theoretical simulations based on the Laue
diffraction results, performed by the supercell approach, has been worked out.

4.11.1 BGO relaxation dynamics through Heterodyne Transient Grating
2

The reported experiment relies on the optical TG studied through the heterodyne de-
tection approach. Although presenting important differences with respect to the novel
XTG method, this variation of the technique is extremely well known thus we are not
going to cover a complete description of it. The extremely curious reader will find
the complete description of this variation of TG experiments here [30–32]. Neverthe-
less, it is worth spending a couple of words on the heterodyne detection scheme. The
excitation, as one can see in figure 4.18, is produced by two high-power laser pulses,
described by ~E ex

1,2 = E(t)ê1,2 cos(~k ·~r � wl t) [33], obtained by splitting a single pulsed
laser beam, make them interfere with each other, thereby producing an impulsive, spa-
tially periodic variation of the dielectric constant, deij(t), inside the sample. This spatial
variation is characterised by a wave vector ~q, where ~q =~k1 �~k2 = q̂ 2wl

c sinJ. A sec-
ond CW laser beam, described by ~Epr = E(t)êpr cos(~kp ·~r � wprt), typically of different

2 Danny Fainozzi, et al. BGO relaxation dynamics through Heterodyne Transient Grating. To be submitted,
2021.
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Figure 4.18: Left - here we show the experimental setup, including the laser system. The label M stands
for the mirrors, CL1,2 label the cylindrical lenses, and DM labels a dichroic mirror. DOE is the diffractive
optic element, AL1,2 are the achromatic lenses, and APD is an avalanche photodiode. Right - here we
report the sketch of the polarization configuration and beam directions. Eex

1 and Eex
2 are the excitation

laser pulses and Epr and Ed are the probing and diffracted beams, respectively. The optical heterodyne
detection is obtained with the local field, Eloc. For each beam the possible polarization directions are
reported. In particular in the present work we used equal direction of polarizations for the two excitation
fields (VV) and for the probe and diffracted beam (again VV). The measured polarization of the diffracted
beam is selected by the polarization of the local field. The sample was mounted on an hollow goniometer,
able to rotate on the whole circle angle, i.e., 2p, with a 0.5� precision.

wavelength, is acting as a probe. It impinges on the induced grating at the Bragg angle
producing a diffracted beam, spatially separated from the pump and the probe beams.
This diffracted beam is the signal measured in a TG experiment, yielding the dynamic
information from the relaxing grating. Thus, considering the entities in fig. 4.18, we
can write down the signal as

S(q, t) µ h|Ed(q, t) + Eloc
|
2
i =

= h|Ed(q, t)|2i+ h|Eloc
|
2
i+

+ 2h|Ed(q, t)|ih|Eloc
|icos(Df)

(4.38)

where Df is the phase difference between the diffracted Ed and the local Eloc fileds,
and h·i represent the time averaging over the optical period. The three terms in the
right-hand side of eq. 4.38, are the homodyne, the local field, and the heterodyne con-
tributions from left to right respectively. We experimentally isolated this last term sub-
tracting two signals characterized by different phases. Recording a first signal, S+, with
Df+ = 2np (n 2 N) and then a second one, S+, with Df+ = (2n + 1)p, we have:

SHD(q, t) = [S+ + S�] µ h|Ed(q, t)|ih|Eloc
|i (4.39)

There are two major advantages in using the heterodyne instead of the homodyne de-
tection. First, it improves substantially the signal-to-noise ratio in the all-time window,
both because of the signal increment and because of the discharge of all the spurious
signals that are not phase sensitive. Second, it enhances enormously the sensitivity
since the recorded signal is directly proportional to h|Ed(q, t)|i instead of being propor-
tional to its square.
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Figure 4.19: a) - The long trace SHD
VVVV acquired up to 900 ns. In the insert, a zoom in underling the

oscillation given by acoustic phonons. b) - The FFT of the SHD
VVVV signal, showing two main frequencies

labelled as the Longitudinal acoustic phonon (LA) and one of the Transversal acoustic phonon (TA).

The experimental setup

Accordingly to Laue Diffraction measurements, the BGO sample was cut along the
(310) crystallographic plane, and shows an azimuth (in plane) angle of ⇠ 45� with
respect to the [100] crystallographic direction when the angle on the goniometer read
J = 0. The sample dimensions were 10 mm x 10 mm x 1 mm (L ⇥ W ⇥ T). The opti-
cal setup, shown in figure 4.18, uses a phase grating as a diffractive optical element
(DOE). By controlling the depth of the grooves and their spacing, it is possible to obtain
very high-diffraction efficiency i.e., � 80% for the first two diffraction orders. Since the
experimental setup must diffract the pump and the probe lasers (1064 nm and 532 nm,
respectively) with only one grating, a compromise must be used. The chosen DOE gives
a 12% diffraction efficiency on first order for the 532 nm laser and a 38% diffraction effi-
ciency for the first order of the 1064 nm laser. Gratings possessing different spacing may
be used to change the ~q vector. With the aid of a dichroic mirror (DM), the excitation
and the probe beams are sent collinearly on the DOE that subsequently produces the
two excitation pulses (Eex

1,2), the probe (Epr), and the reference beam (Eloc). These beams
are collected by a first achromatic lens (AL1), cleaned by a spatial mask used to block
other diffracted orders, and then recombined and focused on the sample through a sec-
ond lens (AL2). The local laser field is also attenuated by a neutral density filter and
its phase is adjusted by passing through a couple of quartz slabs properly etched. The
excitation grating produced on the sample is the mirror image of the enlightened DOE
phase pattern. If AL1 and AL2 have the same focal length, the excitation grating has
half the spacing of DOE [34]. This type of setup automatically gives the Bragg condition
on all the beams and it produces a very stable phase locking between the probe and the
reference beam, a crucial parameter to realize the heterodyne detection. To properly test
the acoustic damping, the excitation beam is focalized by a cylindrical lens (CL2) on the
DOE and the so produced grating on the sample is extended in the ~q direction for ⇠ 5
mm; vice versa, the probe beam is focalized in a circular spot of 0.5 mm on the sample,
through the two lens CL1 and CL2. For this measurement, we reduced the laser energy
on the sample to the possible lowest level to avoid undesirable thermal effects, and the
CW beams have been gated in a window of ⇠ 1 ms every 10 ms by using a mechanical
chopper synchronized with the excitation pulses. The mean exciting energy was 7 mW
(35 J per pulse at 100 Hz), while the probing energy was set to 6 mW. The reference
beam intensity is very low and it is experimentally adjusted, using a variable neutral
filter, to be about 100 times the intensity of the diffracted signal. With these intensities,
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the experiment is deeply inside the linear-response regime and no dependence of HD-
TG signal shape on the intensities of the beams can be detected. The HD-TG signal,
after optical filtering, is measured and recorded by the New Focus DC-Coupled Pho-
toreceiver (12 GHz bandwidth) interfaced to a Tektronix oscilloscope with a limiting
bandwidth of 7 GHz and a sampling rate of 20 Gs/s. The BGO crystal is mounted on
an hollow goniometer with a 0.5� precision, which allows to rotate the sample freely
in the x̂ � ŷ plane. The signal measured from the BGO sample was recorded in the 0-1
µs range with a 50 ps time step. Each data is an average of 5000 recording, enough to
produce an excellent signal-to-noise ratio. In order to get rid of the homodyne contri-
bution to the signal together with other spurious contributions, and at the same time
increase substantially the quality of the data [35], we performed every measurement
at two different phases f of the local field, having a Df = p in between, following eq.
4.39. We measured the relaxation process of BGO as a function of the rotation angle
J for six different |~q| values: |~q|= 0.6283,1.0134,1.3674,1.7915,2.0854,and 2.4961 µm�1.
The wave vectors are evaluated by the geometry of the experiment and are affected by
an error being ⇠0.8% for the first two values, ⇠0.6% for the two terms in the middle,
and ⇠0.4% for the last two values. For each wave vector, we take data as a function
of the angle J every 45� in a full circle range. For |~q| = 2.4961µm�1 we also performed
the measurement with a 15� step for the first half circe. In figure 4.19 (a), we show in
linear-scale some representative HD-TG data on BGO. This figure shows how the den-
sity dynamics of BGO is characterized by, at least, two main dynamical processes: a fast
response to the sudden heating the sample and the following local temperature relax-
ation due to the thermal diffusivity, and an acoustic phonon due to the sudden density
variation. In figure 4.19 (b), we show the corresponding normalized FFT of the rep-
resentative HD-TG BGO data in figure 4.19 (a). This figure shows a peak around 1.63
GHz representing the longitudinal acoustic (LA) phonon. In the insert of the figure, we
show a zoom in where, around 1 GHz, we spot a fainter trace of one transversal acous-
tic (TA) phonon. The presence of the TA is due to the sample being cut in the (310)
crystallographic plane for which the transferred momentum ~q does not lie perfectly in
the x̂ � ŷ plane but, instead, presents a small component in ẑ. The frequency values
of LA and TA phonons are extrapolated by fitting the FFT with Gaussian functions to
precisely find the peak position. The error associated to each frequency is chosen to be
the standard deviation of the Gaussian curve.
In figure 4.20 a) we present the linear dispersion of the LA phonon measured at 45�.
The angle scale was set during the experiment to be 0 when the sample was arranged
with a specific side parallel to the ground. This condition should have matched one
of the crystallographic direction of the BGO crystal, which was expect to produce a
maximum or a minimum on the frequency rotational dispersion. In figure 4.20 b) we
show the rotational dispersion of the LA phonon measured at |~q| = 2.4961 and the cor-
responding sound speed propagation in the material. In figure 4.20 c) and d) we present
the corresponding linear and rotational dispersions for the TA phonon. The rotational
dispersion of the LA phonon shows a periodicity of p which lead us to fit it with a
double sine function. On the contrary, the rotational dispersion of the TA shows a peri-
odicity of p/2 which lead us to fit it with a single sine function. The linear fit produced
for each rotational angle and the sinusoidal fits produced for each transferred momenta
are used to produce the 3D dispersion in figure 4.20 e) and f), where the sinusoidal am-
plitudes of the fits, which are visible as black lines in the figures, are magnified around
the mean value for a give momentum by a factor 25 and 15 for the LA and TA phonon
respectively. Given the parameters of the fit, we can model the 3D dispersions as fol-
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Figure 4.20: a) and b) - from left to right we present the linear and angular dispersion of the Longitudinal
Acoustic phonon for a transferred momentum |~q| equal to |~q| = 2.4961 µm�1. c) and d) - from left
to right we present the linear and angular dispersion of one of the Transversal Acoustic phonon for a
transferred momentum |~q| equal to |~q| = 2.4961 µm�1. e) and f) - the 3D reconstruction of the linear
and angular dispersion of the LA and TA, from left to right respectively. For clarity, the oscillations have
been enhanced by a factor of 25 (LA) and 15 (TA) around the mean value for a give momentum. In black,
we show every fit performed on the angular dispersion at different momenta.
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lows
LA(|~q|,J) = A|~q|+ B|~q|sin( f1J + j1) + C|~q|sin( f2J + j2) (4.40)

for the LA phonon, and as

TA(|~q|,J) = A|~q|+ B|~q|sin( f1J + j1) (4.41)

for the TA phonon. The values of the parameters are shown in table 4.11.1.

LA(|~q|,J) TA(|~q|,J)

A 0.6521 ± 0.0002 0.4041 ± 0.0001
B �0.0035 ± 0.0004 0.0060 ± 0.0002
C 0.0015 ± 0.0004 /
f1 0.0701 ± 0.0006 0.0700 ± 0.0002
f2 0.0351 ± 0.0008 /
j1 0.99 ± 0.08 0.96 ± 0.02
j2 �0.31 ± 0.14 /

Tab. 2 The values of the parameters obtained from the functions 4.40 and 4.41, used to fir the 3D disper-
sion of the LA phonon and TA phonon, respectively.

4.11.2 LAUE diffraction

Figure 4.21: Laue diffraction from the BGO crystal. In the red
circle, the peaks used in the simulation for the retrieval of the
crystallographic direction.

h m l

1 1̄ 0 0
2 6̄ 1̄ 1
3 4̄ 1̄ 1
4 4̄ 1̄ 1̄
5 5̄ 2̄ 1̄

6 3̄ 1̄ 0

Table 4.5: Miller in-
dices of the peaks used
during the data simu-
lation. Accordingly to
the peak labelled as 6,
in the middle of the de-
tector, the BGO crys-
tal was cut along the
(310) crystallographic
plane.

As stated before, given the cubic structure of BGO, and the geometry of our sample,
we expected it to be cut along one of its three main crystallographic direction. This
condition was in turn expect to produce a maximum or a minimum on the frequency
rotational dispersion at the dispaersion angle f = 0 on our reference frame. Since this
condition was not matched, we performed a LAUE diffraction experiment aiming at
obtaining the cutting direction of the crystal. Laue X-ray microdiffraction experiments
were conducted at the microXAS beamline of the Swiss Light Source at the Paul Scher-
rer Institute in Villigen, Switzerland. A pink light beam with energies in the range of
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10-23 keV focused to a spot size of 0.7 ⇥ 0.9 mm2 was used, and diffraction data were
collected with a MarCCD detector. The reconstruction of the cutting plane was ob-
tained using the OrientExpress software.

The BGO crystal, having dimensions of 10 mm ⇥ 10 mm ⇥ 1 mm (L ⇥ W ⇥ T), was
positioned vertically along one of the 10 mm sides. After reconstruction, from the posi-
tion of the (100) peak, we can see that the crystal seems to be cut with an azimuth (in
plane) angle of ⇠ 45� with respect to the [100] crystallographic direction. Accordingly to
the (3̄1̄0) peak position, the BGO crystal had been cut along the (310) crystallographic
plane. This is the reason behind the presence of both LA phonon and TA phonon in the
SHD

VVVV spectrum.

4.11.3 Phonon calculation model

The response function contains in general a large amount of information about the sys-
tem dynamics, and an ab initio calculation have been carried out. Phonon calculations
were performed by the supercell approach. The initial BGO crystal structure used to
perform phonon calculation is obtained from the Materials Project [36, 37] while dis-
placements and force constrains were calculated using VASP [38]. Phonon frequencies
were calculated from the force constants using the PHONOPY code [39]. For the quasi
harmonic approximation (QHA) calculations, supercells containing 1 ⇥ 1 ⇥ 1 unit cells
were used, since it fulfilled the requirement of having at lead a 1 nm lattice parameter
for the VASP calculations.
Starting from the cutting direction in the reciprocal space (3̄1̄0), we applied a vector
base change from the Body Centered Cubic (BCC) base (in which the Miller indexes
are presented) to the FCC base (corresponding to the Bravais lattice of the BGO crys-
tal), thus obtaining a cutting direction in the real space equal to (4̄3̄1̄). The calculations
were performed for transferred momentum vectors~q lying in a plane perpendicular to
the (4̄3̄1̄) direction having a plane equation equal to �4a � 3b � g = 0 with a, b and g
free parameters. The ~q vectors spanned the plane by being rotated by an angle DJ = p

4
for each step. The resulting set of vectors were subsequently written on the reciprocal
space base i.e., the BCC vector base, and normalized to a given value i.e., one of the ~q
used in the optical TG experiment. Finally, starting from the G point, they were used
to set the direction of the band structure calculation in the PHONOPY code. In fig-
ure 4.22 we show the results of the simulation. From 4.22 left) we can clearly see that
for small transferred momenta, the expected linear behaviour shows a quadratic com-
ponent that becomes more and more negligible going towards higher momenta i.e.,
reporting frequency values (5.65 GHz) close to the expected experimental ones (6.83
GHz) for a transferred momenta |~q| = 10.47 µm�1 given by a 660 nm grating. In 4.22
right) we show the angular dispersion compared to the experimental one. Here we can
clearly see similar features. The frequencies and phases used to obtain the fit of the
simulation were the same used to obtain the fit of the experimental data. Furthermore,
the amplitude of the oscillation are of the same order of magnitude as the experimen-
tal ones. Finally, we report this results with a word of caution for everyone giving for
granted quantities coming from even accurate simulations as this one. For complex
systems with many atoms, even the smaller approximation can lead to a divergent re-
sult from the real one. With this lesson in mind, I invite whoever is going to read this
dissertation to exploit the potential and beauty of experiments instead of relying only
on simulations.
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Figure 4.22: Left - in red the acoustic phonon dispersion from the simulation plotted against the changing
transferred momentum. The dispersions result to be slightly quadratic instead to be a straight line as it
can be seen from the confrontation with the experimental result (in green). Furthermore, the frequency
values result to be lower than the experimental ones. Right - in red the acoustic phonon angular dispersion
from the simulation plotted against the angle at a transferred momentum |~q|= 2.4961 µm�1. In blue the
fit obtained using the same frequencies and phases as the experimental one. In green, the experimental
trace shifted in order to match the simulation at J = 0.

4.12 Conclusions

We reported the propagation of the high frequency acoustic waves in Bismuth Ger-
manate in its Bi4Ge3O12 configuration. The heterodyne-detected transient grating ex-
periment revealed to be particulary appropriate to these investigation producing data
of excellent quality, also compatible with the acoustic frequencies values obtained in
the X-Ray TG experiment [40]. We further showed a Laue diffraction measurement ex-
ploiting the BGO crystal to be cut in its (310) crystallographic plane, which explained
the acquisition of a signal from both LA and TA phonons in the TG experiment. Finally
we compared these optical TG results with a a simulation of the phonon dispersion ob-
tained by the supercell approach using the VASP and PHONOPY codes, which resulted
to be in good agreement concerning the angular dispersion, but in poor agreement re-
garding the momentum dispersion for our low transferred momenta.
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Chapter 5

Element- and enactomeric-selective
visualisation of vibrations1

In the following Chapter, we demonstrate an element-specific ultrafast soft X-ray ab-
sorption experiment that allows to visualize and disentangle low-frequency nearly de-
generate vibrational modes involving specific Carbon atoms in a racemic mixture of
Ibuprofen (IBP, 4-isobutyl-2-phenylpropionic acid). Furthermore, we demonstrate how
the control over the polarization of the EUV pulses adds enantiomeric selectivity, tying
it together with the element-selectivity and mode-specificity.

5.1 The scientific case

In chemistry, biology and materials science, the ability to access interatomic interac-
tions and their ultrafast dynamics has become possible with the advent of femtosecond
lasers [1]. In particular, the observation of vibrational wave packets via optical (UV-
visible-IR) spectroscopies has been a major achievement due to its capability in track-
ing the molecule’s motion [2–4]. However, optical spectroscopies only detect the effect
of the molecular vibrations on the global electronic surfaces. As the reader know, new
tuneable, pulsed and polarized X-Ray FELs, can overcome this barrier, permitting to
be chemical and, of primary importance for biochemistry, enantiomeric selective. This
selectivity may be complemented by taking into account the natural chemical shifs of
atoms belonging to different molecular moieties. In this work we report a pump-probe
(PP) experiment where, by combining the polarization control with fine energy tune-
ability, we are able to monitor three low frequency vibrational modes, belonging to
atoms of the same chemical species but located in different enantiomers and moieties.
In biochemical reactivity, such as protein-target (enzymes, RNA, micro RNA) inter-
actions the low-frequency regime (< 300 cm�1) of the vibrational spectrum is mainly
responsible for, and the most affected by the biological function, as it reflects the global
and continuous changes in the molecular geometry [5]. Furthermore, mapping the mo-
tion of light atoms, such as C, N, O, F, involved in molecular vibrations with periods
as slow as a few 10’s of ps (i.e., vibrational frequencies down to below few cm�1) is a
crucial step since it allows to address various binding processes with the element- and
site-specificity. Steady-state and ultrafast vibrational terahertz (THz) to infrared (IR)

1 Riccardo Mincigrucci, et al. Element- and enantiomer-selective visualization of ibuprofen dimer vibra-
tions. Nature (review), 2021.
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spectroscopies are the most used to access ground state vibrational modes, however
they are limited to dipole-allowed vibrational transitions, while disentangling near-
degenerate vibrational modes is challenging. Steady-state Raman spectroscopy is char-
acterised by weaker signals and also obeys selection rule, in addition to the requirement
of an efficient suppression of the elastic peak at low frequencies [6, 7]. One approach
for accessing low frequency modes in the time-domain is Impulsive Stimulated Raman
Scattering (ISRS) [8]. It exploits the fact that the very short pump pulse is spectrally
broad, encompassing several vibrational levels of the ground electronic state at once,
therefore stimulating Raman transitions to the ground state, thereby creating a coher-
ent superposition of vibrational states, i.e., a ground state wave packet. Monitoring the
wave packet dynamics in the time domain can circumvent the limitations due to the
finite spectral resolution of steady-state spectroscopies. Low frequency modes then be-
come easier to detect given their long oscillation periods. While this is of great value
for getting insights into biological samples such as the structure of protein/nucleic acid
complexes, optical radiation lacks of element-specificity. Atomic level specificity can
be exploited to identify which atom of which elements are involved in the conforma-
tional rearrangements during the formation of complexes and to unravel dynamical as-
pects of the interactions between residues and bases involved in bio-recognition. This
is possible using short-wavelength (hard X-rays to extreme ultraviolet, EUV) radiation
that can be tuned to specific core-transitions of the various atomic elements. In re-
cent years, short-wavelength spectroscopies have successfully been extended into the
ultrafast regime [9], allowing the observation of vibrational wave packets around spe-
cific atoms in molecular systems [10].Femtosecond X-ray Absorption or Emission Spec-
troscopy can map the time evolution of interatomic vibrations with element-selectivity.
On the contrary, this approach is limited to systems containing heavy atoms that have
relatively low frequency modes, and efficiently absorb or scatter hard X-rays [10, 11].
Another important aspect for biological systems is enantiomeric selectivity. Most bi-
ological molecules are naturally present in nature as chiral, i.e., they exist in two dif-
ferent forms, called enantiomers, having the same chemical composition while being
the non-superposable mirror images of each other. However, biological activity is gen-
erally homo-chiral, therefore distinguishing between enantiomers is a central issue in
many relevant fields such as medicine, pharmacology and toxicology, to cite a few. The
method most commonly used to detect enantiomers is circular dichroism (CD) spec-
troscopy, which exploits the fact that circular polarized light is absorbed differently
by left-handed and right-handed enantiomers given the different selection rules im-
posed by geometry. In the spirit of monitoring the evolution of biological systems, sub-
picosecond time-resolved CD optical spectroscopies have been implemented [12–14]
to study the absorption bands of amino-acid residues, nucleobases and peptide chains
[14, 15]. Extending these capabilities to core-level spectroscopies allows to discrimi-
nate biological activities (binding, reactivity) with atomic-specificity within a selected
enantiomer. Simulations have shown that X-ray CD signals of molecular systems vary
with the electronic coupling to substitution groups, the distance between the X-ray ab-
sorbing element and the chiral center, as well as geometry and chemical structure [16].
Combining CD spectroscopy with element-selectivity of light atoms such as C, N, O is
particularly attractive for the study of biological systems [17]. Since the core transitions
of these elements lie in the energy range between 280 eV (C) and 530 eV (O), the us-
age of ultrashort sources of circularly polarized solf X-ray pulses is needed. To date,
High Harmonic Generation (HHG) sources cannot provide polarization control in the
desired photon energy range [18, 19], however, circularly polarized soft X-ray pulses
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have been generated at the FERMI FEL, in the Carbon K-edge region [20]. Combin-
ing all the above features, here we demonstrate an element-specific ultrafast soft X-ray
absorption experiment that allows to visualize and disentangle low-frequency nearly
degenerate vibrational modes involving specific Carbon atoms in a racemic mixture of
Ibuprofen, exploiting the FERMI polarization control of the EUV pulses which adds
enantiomeric selectivity at the element-selectivity and mode-specificity.

5.2 The sample

IBP is an over-the-counter anti-inflammatory non-steroidal drug that is commonly and
widely used [21]. In the solid racemic mixture, the two enantiomers, labelled (S+)- and
(R-), form a cyclic dimer through intermolecular hydrogen bonds between the carboxyl
groups of two adjacent molecules [22], as shown in figure 5.1. The conformational sta-
bility of this dimeric arrangement has been revealed by X-ray diffraction and Raman
scattering [23]. IBP was first used as a racemic mixture but later, focus of the phar-
maceutical industries shiled to the (S+)-ibuprofen when it was found that this form
enhances the effect of analgesia in animals (including humans), more rapidly than the
(R-)-enantiomer does. The bio-activity of the two enantiomers, and in particular the
cross-monomer allosteric inhibition, in which S-IBP can competitively block the action
of one monomer of the cyclo-oxygenase (COX) enzyme, composed by two equal halves,
is however not fully understood [24].

Figure 5.1: From left to right, the (R-)- and (S+)-Ibuprofen dimers. Numbers identify each single atom
in the two chiral molecules.

5.3 Ancillary measurements

In order to obtain the best parameter configuration to use in the experiments, some
satellite measurements and simulations, including Raman spectroscopy, Optical and
UV absorption spectroscopy and Carbon K-edge spectroscopy, were performed.

5.3.1 Raman spectroscopy

For the sake of obtaining the values of the interested vibrational frequency to exploit in
the experiment, we recorded the low-frequency Raman spectrum of the IBP dimer (fig-
ure 5.2), even if already reported in the literature, e.g., [25]. A micro-Raman apparatus
was used to acquire the spectra at room temperature in backscattering geometry, under
cross-polarization, by using a triple-monochromator spectrometer (Horiba Jobin Yvon,
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model T64000) set in double-subtractive/ single configuration and equipped with 1800
grooves/mm gratings. The Raman modes were excited by a 647.1 nm Ar/Kr ion laser
and detected using a CCD camera (256 ⇥ 1024 pixels) cryogenically cooled by liquid
Nitrogen. The incident radiation was focused onto the sample surface with a spot size
of about 1 µm2 through an 80X objective having a NA = 0.75. The calibration of the
frequency shift was obtained using the emission lines of an Argon lamp substituted
to the sample. In this configuration, the set-up resolution was ⇠ 0.36 cm�1/pixel over
the scanned spectral range. To interpret fig. 5.2, the Raman spectrum was simulated
using Gaussian 03, a program suite [26] with unrestricted density functional theory
(DFT). The nonlocal B3LYP functional hybrid method was employed and the standard
6-31G(d) basis set was used for the geometry optimization and vibrational energy anal-
ysis. DFT calculations reveal that the lowest frequency Raman band consists of three
near-degenerate intermolecular vibrational modes, which characterise different confor-
mations of the global dimeric structure as depicted in figure 5.2. The lowest frequency
mode (w1 = 21.5 cm�1), is more localized on the S-dimer and involves a rotation of
the benzene ring around the 2-5 axis, i.e., a torsional deformation of both the phenyl
ring and the isobutyl group (figure 5.2 top right). The w2 = 22.6 cm�1 mode involves
an out-of- plane twisting (the plane defined by the carboxyl groups) accompanied by
a C = CH3 stretch (figure 5.2 middle right). Similar to the lowest frequency mode,
in the R-dimer (figure 5.2 bottom right), the mode at w3 = 28.8 cm�1 involves large
displacements of the same molecular groups, in the form of a rotation of the benzene
ring around the 18-21 axis and the close isobutyl group. Low-frequency vibrational
wave packets, made out by the three low-lying w1 to w3 modes, can be all generated
at once by ISRS on crystallized ibuprofen and probed by Carbon K-edge absorption
spectroscopy.

Figure 5.2: Left - Measured Raman spectrum (solid blue line). The black arrows indicate the frequency
modes obtained in our experiment. From top right to bottom right - the three intermolecular modes of the
dimer. The structures appearing in contrasted and semi-transparent colours, correspond to the minimum
and maximum deformations for the calculated intermolecular modes of the dimer.
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5.3.2 Optical UV absorption spectrum

In order to obtain the best pump wavelength to use in the experiment i.e., to maximise
the absorption, an ultraviolet (UV) absorption spectrum of IBP can be found in litera-
ture [27] (see fig. 5.3). It exhibits a structured band with a maximum at 262 nm (⇠ 4.7
eV). To understand the transitions involved in the absorption process, we calculated
the optical UV spectrum using a multi configurational self-consistent field (MCSCF)
calculations at the cc-pVDZ/RASSCF(6/6) level of theory using the MOLPRO package
[28]. The simulation, giving three absorption bands at 273 nm, 266 nn, and 262 nm, is
compared to the experimental spectrum in figure 5.3.

Figure 5.3: Ultraviolet absorption spectrum of the ibuprofen dimer at room temperature5,6. The red
trace is the calculated spectrum shifted by 3.5 eV to match the experimental one.

To match the experimental spectrum, a shift of 3.5 eV was applied to the transition
energies found by the MCSCF calculations and the resulting agreement is satisfac-
tory. The shift originates from basis set incompleteness, active space size limitation
and relativistic effects [29]. It can be diminished by using second-order perturbation
theory CASPT2 and RASPT221. In the MCSCF approach, each eigenstate is repre-
sented by a sum of determinant, each of them corresponding to a configuration of
different occupied and unoccupied orbitals. For the cc-pVDZ/RASSCF(6/6) level of
theory chosen, the considered six orbitals range from HOMO � 2 to LUMO + 2. The
273 nm transition is dominated by HOMO ! LUMO + 1 and HOMO � 1 ! LUMO
excited determinants, the 266 nm one by HOMO ! LUMO, HOMO � 1 ! LUMO + 1,
HOMO � 2 ! LUMO and HOMO ! LUMO + 2 singly excited determinant, and a
HOMO ! LUMO doubly excited determinant. Finally, the 263 nm transition is com-
posed of HOMO � 2 ! LUMO + 1 and HOMO � 1 ! LUMO + 2 singly excited de-
terminant, and HOMO/HOMO � 1 ! LUMO + 1, HOMO � 1 ! LUMO/LUMO + 1
doubly excited determinants.
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Figure 5.4: Orbitals of the IBP involved in the transitions shown in figure 5.3.

5.3.3 Carbon K-edge absorption

In order to obtain the best energy for the probe beam, we performed an X-Ray Ab-
sorption Spectroscopy (XAS) experiment at the K-edge of Carbon using left- (LC) and
right-circular (RC) polarization of light. The absorption spectra were obtained acquir-
ing and averaging 3500 shots for each FEL photon energy and polarization. FEL photon
energies between 293.5 eV and 285 eV were generated by high gain harmonic genera-
tion (HGHG) of the 60th harmonic of the seed laser was tuned between 4.9 eV and 4.7
eV in steps of about 0.02 eV. Energies range between 283.7 eV and 279.2 eV were in-
stead obtained by amplifying the 55th harmonic of the seed laser tuned between 5.16
eV and 5.1 eV in steps of about 0.02 eV. In both configurations, the polarization was
varied by changing the phase of the magnetic field inside the APPLE II undulators. The
spectra are shown in figure 5.5 a) and they exhibit distinct differences. In particular, the
spectrum obtained using LC light shows an enhanced intensity at the edge (285-286 eV)
compared to the RC counterpart, while above 287 eV, the RC light has a higher trans-
mission. The difference between these two spectra, normalized by their sum, is shown
in fig. 5.5 b), which gives the Carbon K-edge circular dichroism.
To calculate the C K-edge absorption spectrum, we used restricted active space core-
excited states calculations (RASSCF) [30] for each Carbon 1s core orbitals. This mul-
tireference method has been used successfully to compute molecular core-excited states
[31]. The Douglas-Kroll- Hess Hamiltonian at the second order was used to account for
relativistic corrections important for core excited state computation. For each carbon
atom, the computation was achieved by first rotating the 1s Carbon orbital into the
active space (AS), freezing it to double occupancy without re-optimization and carry-
ing a RASSCF calculation. This step ensures that the transition matrix elements, and
the subsequently calculated core excited states, are computed within the same active
space labelling. Then, the core orbital is restricted to single occupancy and the two
lowest lying core excited states are computed. Finally, transition electric dipole ma-
trix elements are computed between ground, valence and core excited states. In order
to ensure the suitability of the chosen active space, the RASSCF calculations were re-
peated for different active space sizes until convergence was reached. The stick spec-
trum shown in 5.5 was calculated at the cc-pVDZ/ RASSCF(9/8) level including in the
AS the HOMO � 3, HOMO � 2, HOMO � 1, HOMO, LUMO, LUMO + 1, LUMO + 2
relevant Carbon 1s orbital. Our interpretation is based on this AS computation since
it is consistent with the AS obtained within the UV absorption spectrum, while being
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Figure 5.5: a) Steady-state Carbon K-edge absorption spectrum of S-IBP recorded with circularly left
(blue trace) and right (red trace) polarized light. The sticks represent the calculated transition position
and relative strengths. Black sticks are the transitions investigated in the present work. Grey sticks are
other Carbons core transitions. b) Steady-state Carbon K-edge X-ray circular dichroism (XCD) signal
calculated as the difference of the L and R spectra shown in panel a), normalized by their sum. Insets in
panel b) show, in blue, the selected atoms by the corresponding probe wavelength.

a larger active space. Strength of the transitions (sticks’ hight in figure 5.5) are calcu-
lated using the relation d = hfi|r|f f i, where fi is the initial core orbital of the Carbons
and f f is the final configuration, that for the first transition have mainly a LUMO or
LUMO + 1 character. Low frequency oscillations are expected to significantly change
the geometry of the molecule and consequently the value of the transitions by altering
the projections. On the contrary, high frequency oscillations are generally connected
to smaller amplitudes and thus smaller change in the projections which may remain
hidden in the experimental noise. We focus our study in two classes of atoms: the ones
possessing a transition energy of ⇠ 285.7 eV (blue atom in fig. 5.5 left) and those with
an energy of ⇠ 285 eV (blue atom in fig 5.5 right). This labelling refers to the iden-
tical atoms in the two enantiomers. The energy difference can mostly be ascribed to
the chemical shift of the K-edge energy due to different local environments around the
atoms.
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5.4 The experimental setup

The pump-probe experiment was conducted at the EIS-TIMEX end-station of the FERMI
Free Electron Laser facility in Trieste, Italy). The sample was photoexcited with laser
pulses at a photon energy of 4.7 eV, resonant with the IBP absorption an energy/pulse
below 1 µJ and pulse duration of 80 f s. The pump beam is focused onto a spot size of
90 ⇥ 90 µm2 full-width-at- half-maximum (FWHM). It impinges the sample at an angle
of 10 degrees, relatively to the surface normal, while the FEL probe pulse is at normal
incidence. This pump pulse generates low-frequency modes of the IBP dimer by im-
pulsive stimulated Raman scattering (ISRS). The soft X-ray Free Electron Laser photon
energy where chosen to match the transitions identified by the theoretical calculations
(black sticks in fig. 5.5 a)). To prevent long-term IBP photo degradation and to optimize
the spatial overlap, the FEL spot size was set to 80 µm FWHM and the energy/pulse
was reduced to about 160 nJ. The estimated FEL pulse duration is about 30 f s FWHM.
Sample degradation was excluded by visual inspection performed through a Questar
QM100 tele-microscope. In order to minimize radiation damage effects (detectable as
a monotonic increase in the measured transmission of the spot), after each time scan
the sample was moved to a pristine region The soft X-ray intensity transmitted through
the sample was detected by a Multi-Channel Plate (MCP) placed on the FEL beam axis
and calibrated using an identically hydrophilized Silicon Nitride membrane. The cal-
ibration was performed by recording the signal level (I1) on the MCP as a function of
the incoming FEL intensity (I0) and modelling the trend as a second order polynomial.
This way, it is possible to estimate the expected I1 for any given I0 value and to calcu-
late the IBP layer transmission shot-by-shot, as the ratio between the measured I1 and
the one calculated with the second order polynomial defined above. The procedure
was repeated for every probe energy/polarization (experimental configuration). Time
traces were collected by continuously scanning the pump-probe delay (at a velocity of
0.5 ps/s) and recording the transmission of the soft X-ray beam. The measurements
were repeated three times for each experimental setting. The data were subsequently
merged and binned in 50 f s steps. The data points displayed in the time traces are the
mean values of the bin content while error bars are the standard deviations of the bin
entries.

5.5 Results

Figure 5.7 shows the time evolution of the signal upon impulsive excitation of the sys-
tem at different EUV photon energies and polarizations of the probe beam. All traces
reveal periodic intensity modulations (5-10 % amplitude of the transmission signal)
around the mean value.
The data in panel a) were obtained at a probe energy of 285.7 eV and with RC polar-
ized light. Panels b) and c) show time scans acquired using a probe photon energy of
285.0 eV with CL and CR polarization, respectively. Panels a) and b) exhibit a clear
modulation with a sine dependence, as expected for Raman processes [32], with a ⇠ 1.5
ps period. Despite the lower signal-to-noise (S/N) ratio, sinusoidal oscillations can be
distinguished in panel (c) as well. This lower S/N is due to the fact that the CR signal at
285 eV is weak and rides on a background of increasing continuum absorption, which
extends towards higher photon energies (see figure 5.5 a)). This should be contrasted
with the CL signal at the same energy. The three traces were fitted to the following
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Figure 5.6: a) Pulse scheme of the experiment with the relevant energy levels: the 4.7 eV pump pulse
(cyan arrows) generates a coherent superposition of vibrational levels in the HOMO by ISRS. These
modes are then probed with element- selectivity by the soft X-ray pulse (blue arrows) tuned to the carbon
K-edge. b) the experimental lay-out. A 786 nm femtosecond laser pulse is split and delivered to an optical
parametric amplifier (OPA) where it is up converted to generate the ⇠ 4.76 eV pulse that initiate the Free
Electron Laser process, as well as a frequency-tripling to generate the 4.7 eV pump pulse. The seeded
electron bunch is propagated through a chain of Apple II undulators, allowing control of the polarization
and energy of the soft X-ray photons.

damped sinusoidal functions

y(t) = y0 + J(t)Ae�
t
t sin(2pnt) (5.1)

where y0 is the unperturbed value for the transmittivity of the IBP layer, J(t) is the
Heaviside theta function, A is the amplitude of the oscillation induced by the pump
pulse, t is the decay time of the oscillatory mode, and n is the frequency of the oscilla-
tion. The function does not contain any contribution due to the instrumental resolution
since the dynamic studied is much slower compared to the instrumental resolution it-
self. The fitting procedure using eq. 5.1 yield the frequencies and damping constants
given in table 5.1.

Probe (eV) y0 A(%) t (ps) n (cm�1) calculated (cm�1)

285.7 CR 50.5 ± 0.03 2.0 ± 0.9 2.5 ± 2 24.3 ± 0.9 22.6
285.0 CL 68.9 ± 0.01 4.0 ± 2 1.7 ± 1 23.9 ± 1.1 21.5
285.0 CR 55.5 ± 0.03 6 2.8 29 ± 0.7 28.8

Table 5.1: Parameters of the fit of the temporal traces using the damped sine function in eq. 5.1. In
contrast, low frequency steady state Raman spectrum exhibits only one band centered around 25 cm�1

whose width increase starting from ⇠ 5 cm�1 at 100 K to ⇠ 10 cm�1 at 300 K, as reported in [25].

All fit parameters were left free except for the data set at 285 eV CR where, due to the
lower signal-to-noise ratio, we only fit the oscillation frequency. In this case, the y0
value is set to the mean value of the negative delay data points, the amplitude of the
oscillation was set to 6% (maximum of the trace minus the y0 value), and the damping
time was set to 2.8 ps (close to the one obtained for the 285.7 eV CR configuration). This
artificially reduces the uncertainty on the only free parameter. These frequencies are in
agreement with both the calculated and measured lowest Raman peaks. The damping
times of these three modes correspond to 10 to 20 cm�1 spectral widths, which explains
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Figure 5.7: Time-resolved X-ray transmission signal of the racemic IBP sample measured using probe
pulses of a) 285.7 eV with circular right polarization: b) 285 eV with circular left polarization and; c)
285 eV with circular right polarization. Red lines are fits to the data with damped sinusoidal functions
whose parameters are given in table 5.1.

why they could not be resolved by Raman spectroscopy. Finally, the small bumps lying
outside the fit traces present in waveforms a) and c) in fig. 5.7, can be explained as local
oscillations of the FEL intensity.

5.6 Conclusions

The ability to access the dynamics of a selected atom in molecules, as largely discussed
in the introduction, has been a longstanding goal for theorists and experimentalists.
The present results pave the way for the direct investigation of the drug/target in-
termolecular vibrational dynamics, with the potential to understand the marked dif-
ferences in biological activities of enantiomers, or easily follow the dynamic of metal
complexes [33]. More generally, such detailed level of understanding may lead to new
design strategies of bioactive molecules such as vibrational/deformational engineering
by the usege of isotopes to modify the vibrational behaviour of an identified atom or
molecular moiety while keeping unaltered the electronic properties. Finally, an actinic
pulse could be added to the present super-selective PP approach, triggering photoac-
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tive reactions and tracking the behaviour of selected atoms during the chemical process.
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Chapter 6

Future of Protein Structure & X-ray
Diffraction Experiments

In this Chapter we focus our attention on the main problem affecting the structure de-
termination of molecules and proteins. We briefly introduce the two leading techniques
used to probe the structure of proteins, being X-ray Diffraction (XRD) and Cryo Elec-
tron Microscopy (Cryo EM), and exploit their limitation. On the limitation of XRD,
we present a simple work on a 2D crystal of Bacteriorhodopsin focused on obtaining
a single crystal diffraction patter. We show that it is possible to obtain the same reso-
lution using Synchrotron and FEL based techniques on 2D crystals. Given the results,
we concluded that the path towards the structure retrieval of proteins showing a nat-
ural inability to crystallize requires different methodologies with respect to the ones
used nowadays. Thus, we present a new methodology that should overcome the pro-
tein crystalization limit. Using a multidisciplinary approach, we propose to create a
two-dimensional protein array with defined orientation attached on a self-assembled-
monolayer. We take advantage of a developing literature-based, flexible toolbox ca-
pable of assembling different proteins on a functionalised surface while keeping them
under physiological conditions during the experiment. Finally we study the opportu-
nity to probe them through ultrashort and ultra-bright pulses of X-ray Free Electron
Lasers which have made attainable the dream to determine protein structure before
radiation damage starts to destroy the samples.

6.1 Introduction

Revealing the structure of complex biological macromolecules such as proteins, is an
essential step for understanding the chemical mechanisms that determine the diver-
sity of their functions. The determination of the structure of proteins as well as other
macromolecules has historically been prerogative of X-ray crystallography. One of the
requirements of the technique is the usage of high-quality crystals, which need to be
sufficiently large to efficiently diffract X-rays while withstanding radiation damage.
This method suffers from two noteworthy constraints, making structure determination
extremely difficult or sometimes impossible. The first problem is that the majority of
bio-molecules hardly form sufficiently large, high quality crystals or do not crystalize
at all [1]. This restriction is most severe for large protein complexes, such as membrane
proteins such as receptors, transporters, and enzymes, which participate in a plethora
of fundamental biological processes, therefore being responsible of many cellular dys-
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functions and potential targets for new therapeutic agents. The second limitation is
the unavoidable X-ray radiation damage. Crystal size and radiation damage are in-
herently linked, since reducing the dose delivered to a single molecule requires large
crystals amplifying the signal through Bragg diffraction. Therefore, synchrotron-based
experiments are usually performed with cryo-cooled crystals in order to reduce the
mass-transport rate due to radiation damage.

However, some proteins such as membrane proteins, have been observed to form two-
dimensional (2D) crystals, a sample geometry that to date has not been suitable for
high-resolution forward-scattering X-ray analysis due to limitations of radiation dam-
age. Grazing incidence X-ray diffraction (GIXRD) has permitted the collection of X-ray
powder diffraction patterns from 2D protein crystals at the air-water interface [2], but
it must be noted that this technique uses reflected, instead of transmitted X-rays, and
thus the typical beam footprint (between 5 and 100 mm2) is much larger than the av-
erage 2D crystal grain size (1 µm2 for Purple Membrane) resulting in the simultaneous
probing of multiple, random oriented, individua 2D crystals. The footprint problem
can be overcome taking advantage of Transmission XRD (TXRD), exploiting beam size
as narrow as 1 µm2 [3], while impinging on the sample at normal incidence. An alterna-
tive explored in the last few years is Transmission Electron Microscopy (TEM), which
has yielded protein structures from 2D crystals from both soluble proteins [4] and mem-
brane proteins [5]. The trend on released protein structure for TEM based technique is
currently growing exponentially with the passing years [6]. However, for each of these
above mentioned methods, achieving high-resolution structures from 2D crystals can
be significantly hindered by radiation damage. Furthermore, the Cryo EM technique
requires samples being kept at very low temperature, i.e., far from the functionality
temperature and conditions of the protein natural environment. The low temperature
condition have high probability to change the arrangement of the protein itself lead-
ing to a structure determination (and the correspondent functionality) different from
the one possessed by the protein in its natural environment. Furthermore, Cryo EM
requires samples being 200 kDa or larger, meaning that small molecules cannot be re-
solved by this technique. The impossibility of obtaining high resolution data from 2D
protein crystals in their natural environment, given the combination of the too low
beam intensity of synchrotron facilities, and the unavoidable X-ray radiation damage,
is exposed in the following GIXRD and TXRD experiment results. Nevertheless, both
GIXRD and TXRD techniques are suitable to reach quite good resolution also from 2D
crystals of protein.

The recent commissioning of X-ray Free Electron Lasers (XFELs) exploiting extremely
short femtosecond-duration pulses, and having a peak brightness many (⇠ 10) orders
of magnitude greater than synchrotron sources, permits the collection of X-ray diffrac-
tion from even smaller samples including 2D crystals [7], and single particles [8] at
doses significantly exceeding the normal tolerable room-temperature radiation dose
[9], thus theoretically permitting a single-shot Coherent Diffractive Imaging performed
before the destruction of the object, with diffraction-limited resolution. This ambitious
goal calls for the development of new experimental methodologies [10, 11]. The first
attempts to solve the structure of large biomolecules saw the development of serial
femtosecond crystallography (SFC) at room temperature, as well as the use of liquid
jets for continuous delivery of micro/nano crystals under the FEL beam. The struc-
ture is subsequently determined from the collection of many thousands diffraction pat-
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terns [12–14]. Time-resolved SFC experiments highlighted photo-induced changes in
the electronic structure due to charge transfer, encoded in the diffraction pattern of the
microcrystals under examination [15, 16]. Interestingly, serial nano-crystallography has
also become feasible, in a cooled environment, with focused beams at synchrotrons [17].
Many experimental tool such as microfluidic devices for protein crystallization and cus-
tom chips for on-chip diffraction studies have been developed and demonstrated [18].
One of the main limitations for a broad applicability of SFC is that a very large num-
ber of crystals (i.e., thousands) are required to obtain complete data sets. Considering
that only a relatively small fraction of successful hits generates useful diffraction pat-
terns, SFC still lacks an easy, reliable and inexpensive way of producing a high num-
ber of nanocrystals in order to become a routine analytical tool. The limited access to
perfect crystals has been an unsolved problem in protein crystallography for decades,
further adding to the difficulty in solving the structure of complex bio-molecules. It
is interesting to note that some recent diffraction studies performed on XFEL on im-
perfect crystals have demonstrated that this is not an insurmountable constraint. The
weak continuous scattering arising when the crystals become disordered contains key
information to overcome the resolution limits and to solve the tricky phase puzzle [19].
Given the interference nature of diffraction, for time scales comparable with the coher-
ence scales of the sample, the continuously modulated background fully encodes the
waves diffracted from individual single molecules. Thus, by using Coherent Diffrac-
tion Imaging methods, it is possible to achieve real-space images of macromolecules
with higher lateral resolution than what is obtainable by ordinary Bragg diffraction.
Coherent Diffraction Imaging methods will be explored deeply in section 6.4. A com-
mon feature of all the achievements summarized above is that all the proteins structures
solved at synchrotrons or FELs sources are based on the use of 3D crystals. It is inter-
esting to note how, even in the case of in vivo room temperature SFC experiments, the
protein crystal does not represent the protein in its more natural 2D arrangement. Until
now 2D-crystallography has almost exclusively been the area of transmission electron
microscopy (TEM). Significant progress in protein structure determination and lipid in-
teraction has been made thanks to the use of cryo-TEM and the development [6, 20, 21]
of algorithms for recovering amplitude and phase information from recorded TEM
images. Given the reduced amount and fixed-target sample delivery in near-native
environment, single-shot 2D protein crystallography with FELs was suggested as an
attractive alternative [7] and has been recently demonstrated by proof-of-principle ex-
periments at LCLS. One can also argue that the 2D approach adds the ability to ex-
plore protein function and dynamics and it is also an intermediate step towards the
extremely ambitious atomic imaging of individual bio-molecules. As in the 3D case,
sample preparation is also a crucial step for the 2D counterpart, where fixed-target so-
lutions have to be developed. For 2D cryo-TEM studies, most often the proteins crystals
are grown embedded within a lipid bilayer, whereas the first XFEL experiments used
dices of silicon nitride windows for harvesting 2D crystals, which are then covered
with a thin carbon film. These first experiments indicated that in order to overcome the
present resolution limits of 7 Å [22], and truly exploiting the unique XFEL properties,
an improvement of both sample preparation, experimental technique, and data analy-
sis is crucial.

Thus, after the GIXRD and TXRD results, we present two techniques that could over-
come all the problems listed above, taking advantages of the ultra-fast, ultra-bright and
fourier-limited radiation emitted from state of art X-ray FELs. Coherent Diffraction
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Imaging (CDI), and lately Incoherent Diffraction Imaging (IDI) [23] from monolayer
2D protein crystals using an XFEL could provide a new approach for structure deter-
mination of proteins that fail to readily form macroscopic 3D crystals. In particular,
this approach may benefit structure determination of membrane proteins that can be
grown into 2D crystals embedded within a lipid bilayer which mimics their native en-
vironment and avoids additives used in 3D crystallization, and temperature control,
that may perturb the native protein conformation or functionality.

6.2 GIXRD at Elettra

X-ray crystallography has been, and it is nowadays, the leading technique in struc-
tural determination of the atomic and molecular structure of a crystal, in which the
crystalline structure causes a beam of incident X-rays to diffract into many specific di-
rections. By measuring the angles and intensities of these diffracted beams, a crystallo-
grapher can produce a three-dimensional picture of the density of electrons within the
crystal. From this electron density, the mean positions of the atoms in the crystal can be
determined, as well as their chemical bonds, their crystallographic disorder, and vari-
ous other information. Since many materials can form crystals e.g., salts, metals, miner-
als, semiconductors, as well as various inorganic, organic, and biological molecules, X-
ray crystallography has been fundamental in the development of many scientific fields.
In its first decades of use, this method determined the size of atoms, the lengths and
types of chemical bonds, and the atomic-scale differences among various materials, es-
pecially minerals and alloys. The method also revealed the structure and function of
many biological molecules, including vitamins, drugs, proteins and nucleic acids such
as the famous case of the double DNA helix. X-ray crystallography is still the primary
method for characterizing the atomic structure of new materials and in discerning ma-
terials that appear similar by means of other experiments. X-ray crystal structures can
also account for unusual electronic or elastic properties of a material, shed light on
chemical interactions and processes, or serve as the basis for designing pharmaceuti-
cals against diseases. Crystals are regular arrays of atoms, and X-rays can be considered
waves of electromagnetic radiation. Atoms scatter X-ray waves, primarily through the
atoms’ electrons. Just as an ocean wave striking a lighthouse produces secondary cir-
cular waves emanating from the lighthouse, so an X-ray striking an electron produces
secondary spherical waves emanating from the electron. This phenomenon is known
as elastic scattering, and the electron (or lighthouse) is known as the scatterer. A regular
array of scatterers produces a regular array of spherical waves. Although these waves
cancel one another out in most directions through destructive interference, they add
constructively in a few specific directions, determined by Bragg’s law:

2dsinJ = nl, (6.1)

with the magnitude of the momentum transfer~q being:

|~q| =
4p

l
sinJ (6.2)

Here d is the spacing between diffracting planes, J is the incident angle with respect
the diffractive plane, n is any integer, and l is the wavelength of the beam. These spe-
cific directions appear as spots on the diffraction pattern called reflections. Thus, X-ray
diffraction results from an electromagnetic wave (the X-ray) impinging on a regular
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array of scatterers (the repeating arrangement of atoms within the crystal). Grazing
Incidence X-ray Diffraction (GIXRD), typically from a crystalline structure uses small
incident angles for the incoming X-ray, so that diffraction can be made surface sensitive.
It is used to study surfaces and layers because wave penetration is limited. Distances
are in the order of nanometres. Below the critical angle of the surface material studied
(typically 80%), an evanescent wave is established for a short distance and is exponen-
tially damped. Therefore, Bragg reflections are only coming from the surface structure.
In Powder XRD, the sample is usually in a powdery form, meaning that the crystalline
domains are randomly oriented in the sample. Therefore when the 2D diffraction pat-
tern is recorded, it shows concentric rings of scattering peaks corresponding to the var-
ious d spacings in the crystal lattice.

Wafers

Two types of substrate dices were used for this work. 0.25 cm2 squared pure Silicon
and a variant consisting of a 10 nm surface gold deposition on the Silicon dice. AFM
measurements were carried out on the samples. Silicon showed a roughtness (Ra) ⇠ 1
Å while Golden samples showed a Ra ⇠ 1.3 nm.

Bacteriorhodopsin

Purple membranes (PM) were purchased from Sigma Aldrich. The two-dimensional
crystals were washed with water and suspended in 0.5% (w/v) glucose to a final pro-
tein concentration of 0.5 mg/ml just before application onto the sample carrier for X-ray
diffraction data collection and let them dry in a visible light-deprived environment.

Methods

Figure 6.1: Schematic representation of the GIXRD layout.

GIXRD measurements were performed at the X-ray Diffraction beamline 5.2 at the Syn-
chrotron Radiation Facility Elettra in Trieste (Italy). The X-ray beam emitted by the wig-
gler source on the Elettra 2 GeV electron storage ring was monochromatized by a Si(111)
double crystal monochromator, focused on the sample and collimated by a double set
of slits giving a spot size of 200 ⇥ 200 µm2. The beam wavelength was monochroma-
tized at 1 Å. The samples were oriented by means of a four-circle diffractometer with
a motorized goniometric head. The X-ray beam direction was fixed, while the sample
holder could be rotated about the different diffractometer axes, in order to reach the
sample surface alignment in the horizontal plane containing the X-ray beam by means
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of laser light reflection. Subsequently it was possible to rotate it around an axis perpen-
dicular to this plane or, alternatively, vary the angle between beam and surface (angle
of incidence).

Figure 6.2: Top - GIXRD from a powder-like disposition of bR single crystals. Bottom - the integrated
trace over a circle. The trace presents a peak to a resolution equal to 7.00 Å.

Bidimensional diffraction patterns were recorded with a 2M Pilatus silicon pixel X-ray
detector (DECTRIS Ltd., Baden, Switzerland) positioned perpendicular to the incident
beam, at a distance of 350 mm from the sample. The sample inclination to the beam was
kept as close as possible to the zero, in order to avoid interference of diffracted beams
with the signal given by sample reflectivity. A scan of the whole sample width in the
transversal direction was performed, at steps equal to beam dimension (200 µm), with
an exposition time of 2 seconds per step. The long exposition time was required to ob-
tain a significant signal, thus leading the sample (and conseguently part of the signal)
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to be radiation damaged. Patterns were calibrated by means of a LaB6 standard and in-
tegrated using the software fit2d [24] obtaining several series of powder-like patterns,
corrected for geometry, Lorentz and beam polarization effects. The 2J range spanned
from 0.1 Å to 8.27 Å, with resolution reaching 7.14 Å. Peaks positions and FWHM were
extracted by means of the program Winplotr [25]. Cell parameters and space group
were already known from literature, and allowed to employ both representation (Mer-
cury, CheckCell [26]) and X-ray diffraction pattern simulation (simDiffraction) [27] pro-
grams. It was then possible to find that the arrangement of the molecules on the surface
corresponded to (a,b) plane (i.e., c = 0 for every peak, see figure 6.4), coherently with
literature findings. In the best case, enough peaks were detected to allow the employ
of WAXX software [28] of peak profile analysis for the characterization of sample crys-
tallinity.

Results & Conclusions

Initially, the diffraction patterns were overlaid with expected lattice positions calculated
from assumed unit-cell parameters of a = b = 62.45 Å, c = 100.9 Å, and a = b = 90�,
g = 120� with P3 symmetry for bacteriorhodopsin. These unit-cell parameters were
derived from both transmission electron microscope data of similarly prepared samples
and from previous publications [2, 29, 30]. The expected lattice unit-cell parameters
for an untilted crystal closely matched the observed reflections and were used as a
local marker for subsequent peak searches [31, 32]. X-ray diffraction patterns from
two-dimensional (2D) protein crystals obtained using synchrotron X-ray are presented.
Bragg diffraction was acquired to better than 7.14 Å resolution for Bacteriorhodopsin
protein crystal samples maintained at room temperature. Given the size of the focused
beam, thousands of times bigger than the typical size of a bR crystal (0.5 � 1.0 µm
[33]), we concluded that, given the random orientation of the bR crystals in an area
equal to the beam size, we can only expect a powder-like ring patter. This makes, as
attended, the GIXRD technique not sensitive enough to probe a single crystal structure.
This results remarks the limitation of synchrotron based GIXRD on room temperature
biological sample in a natural-like environment. This potential barrier, as we are seeing
in the following, can be overcame exploiting the potential of Free Electron Lasers.

6.3 TXRD at PETRA III

Given the previous results, we focused our attention on the state of art of biological
sample XRD facility, by submitting a proposal at the P11 endstation at PETRA III in
Hamburg (Germany). The Bio-imaging and diffraction beamline P11 at PETRA III is
dedicated to imaging and diffraction experiments of biological samples. The basic idea
for the beamline design is to provide an extremely stable and flexible setup ideally
suited for micro- and nano-beam applications. Here we designed the experiment to be
a Transmission XRD, instead of being a Grazing Incidence one.

Wafers

The sample holder had been modified consequentely. A silicon chip with an area of
25 ⇥ 25 mm and 200 µm thickness, produced by Silson Inc., was used as a carrier. The
chip had a 44 ⇥ 44 array of 100 ⇥ 100 µm windows made of a 20 µm thick Si3N4 mem-
brane (see figs. 6.3 top)). A total of about 30 µl of two-dimensional bR crystal suspen-
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Figure 6.3: Sample support. (a) Sketch of the chip carrying the two-dimensional bR crystals (the mem-
brane thickness is not to scale). (b) Picture showing the two faces of the chip, with the face encountered
by the incoming X-ray beam on the right.

sion was deposited onto the silicon chip and allowed to dry in air. The resulting glucose
layer served to protect the protein sample from dehydration.

Bacteriorhodopsin

Purple membranes (PM) were purchased from Sigma Aldrich. The two-dimensional
crystals were washed with water and suspended in 0.5% (w/v) glucose to a final pro-
tein concentration of 0.5 mg/ml just before application onto the sample carrier for X-ray
diffraction data collection and let them dry in a visible light-deprived environment. A
schematic layout of the bR protein onto the Silicon chip is shown in figure 6.3.

Methods

TXRD measurements were performed at the Bio-Imaging and Diffraction beamline
(P11) at PETRA III facility in Hamburg (Germany). The P11 X-ray optics consist of
a LN2 cooled double crystal monochromator and two horizontal deflecting and one
vertical deflecting X-ray mirror. All three mirrors are dynamically bendable and were
used to generate an intermediate focus at 65 m from the source with a size of 4 ⇥ 9
µm2 rms (v ⇥ h). The beam wavelength was monochromatized at 1 Å. The samples
were positioned vertically with respect to the ground, and perpendicular to the incom-
ing X-ray beam. The X-ray beam direction was fixed, while the sample holder could
be rotated around the orizonthal axes, in order to reach the sample surface alignment
in the horizontal plane containing the X-ray beam by means of laser light reflection.
Bidimensional diffraction patterns were recorded with a 6M Pilatus Silicon pixel X-ray
detector (DECTRIS Ltd., Baden, Switzerland) positioned perpendicular to the incident
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Figure 6.4: Top - Transmission XRD from a powder-like disposition of bR single crystals. Bottom - the
integrated trace over a circle. Miller index notation suggest the different diffraction planes. The trace
presents a peak to a resolution equal to 7.00 Å.

beam, at a distance giving a 2.59 Å resolution at the edge of the detector. A scan of each
windows width in both the transversal and longitudinal directions was performed, at
steps equal to double the beam dimension (20 µm), with an exposition time of 0.1 sec-
onds per step. This value seemed to be the best compromise for this measurement,
considering the need of an exposition time long enough to produce a significant signal,
together with the requirement of having the shorter possible exposition time due to ra-
diation damage. Patterns were calibrated by means of a LaB6 standard and integrated
using the software fit2d [24] obtaining several series of powderlike patterns, corrected
for geometry, Lorentz and beam polarization effects.

Results & Conclusions

X-ray diffraction patterns from the 2D bR protein crystals, obtained using synchrotron
X-ray are presented. Bragg diffraction was acquired to better than 7.00 Å resolution for
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Figure 6.5: Coherent XRD from a multi-layer of single crystal of Rhodopsin (on the left) and from a
single crystal (on the right). The achieved resolution, 7.00 Å equals the resolution obtained in the TXRD
experiment performed at PETRA III. Image adapted from [22]

Bacteriorhodopsin protein crystal samples maintained at room temperature. The size
of the focused beam, being 4 ⇥ 9 µm2 (rms), is ⇠ 30 � 40 times bigger than the typical
protein crystal size (⇠ 1.0 µm2 [33]), we concluded that, given the random orientation of
the bR crystals in an area equal to the beam size, it was very likely to expect a powder-
like ring patter. Nevertheless, following the work of C. M. Casadei et. al. [22], we also
expected regions of the sample presenting a single crystals of the bR protein on areas
larger than ⇠ 1 µm2 (see figure 6.5), condition that, given the high number of acquisi-
tions, should have been present during our collection of spectra at least for low protein
concentration. Our lack of data from single bR crystal suggests that the technique is not
sensitive enough to such a single crystal structure. This results shows the limitation of
even the state of art of synchrotron based XRD on room temperature biological sample
in a natural-like environment. This result underlines the same conclusions as before,
with the high resolution structural analysis of proteins arranged as 2D crystals, based
on synchrotron facilities, requiring cryogenic conditions [34] or the formation of three-
dimensional crystals. But again, this barrier, as we are seeing in the following, can be
overcame exploiting the potential of Free Electron Lasers.

Coherent and Incoherent X-ray Diffraction Imaging

In this section we are going to highlight the techniques leading the state of art of pro-
tein structure research using FELs. Following a brief introduction on the subject, we
present a new approach based on self-assembled monolayer of proteins probed through
X-ray Diffraction Imaging. With the advent of FELs, it has been possible to produce
the very short, ultra bright and coherent pulses in a range of wavelengths compatible
with the intra-atomic bonds. The combination of these factors opened new possibil-
ities in the molecule and protein structure fields i.e., the development of promising
techniques such as Coherent X-ray Diffraction Imaging (CXDI) and, lately, Incoherent
X-ray Diffraction Imaging.
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6.4 Coherent X-ray Diffraction Imaging

Since Miao experimentally demonstrated Coherent X-ray Diffraction Imaging (CXDI)
with synchrotron radiation light source in 1999 [35], the structure determination us-
ing X-rays has been extended from crystalline to non-crystalline samples, thus ideally
overcoming the crystallization problem [36–39]. CXDI is a relatively novel imaging
method that can produce an image of a sample without using optics in between the
sample and detector (for a clear visualization of the CDI technique, see fig. 6.6). This
differs from conventional microscopy schemes which, instead, use objective lenses to
produce an image of a given object. Taking into account the difficulties of producing
highly resolving and efficient lenses in the hard X-ray regime, we clearly see the ad-
vantages of so-called lensless microscopy techniques. Many demonstrations of CXDI
at synchrotron sources on non-biological samples have been made [35, 39, 40]. Due to
the lack of resolution limiting optics and the penetrative ability of X-rays, this imaging
technique ultimately offers new insights into the structure of intact, three-dimensional
(3D) biological specimens.

Figure 6.6: Schematic layout of two CDI methods, and of the iterative phase retrieval algorithm. (a)
Plane-wave CDI: This is the classic approach where a plane wave illuminates a sample, and an oversam-
pled diffraction pattern is measured by a detector. (b) Bragg CDI: The diffraction pattern surrounding a
Bragg peak is acquired from a nanocrystal, this is the variation required for our 2D crystals. Many other
approaches to this technique such as Ptychography. Fresnel CDI, and Reflection CDI can be explored
at [41]. (c) Phase retrieval algorithms iterate back and forth between real and reciprocal space. In each
iteration, various constraints (e.g., the sample support, positivity (i.e., electron density cannot be nega-
tive), or partially overlapping regions) are enforced in real space, while the measured Fourier magnitude
is updated in reciprocal space. Usually, after thousands iterations, the correct phase information can be
recovered. Image adapted from [41]

While conventional X-ray imaging of biological specimens at synchrotron sources [42]
suffers from radiation damage [43], which limits the resolution of the resultant im-
ages, breaking this resolution limit may be possible by the use of ultrabright, ultrashort
pulses from FELs. Indeed, one of the key goals of CXDI is to image beyond the con-
ventional damage limit using these pulses of X-ray FEL radiation. If these pulses are
short enough they may scatter from the specimen before it is destroyed by this pulse [8].
Structural information of the undamaged sample will be measured and reconstructed
to produce an image of the object at a resolution higher than that typically obtained
from conventional X-ray sources. To date, many facilities (e.g., LCLS [44], SwissFEL
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[45], and European XFEL [46]) demonstrated the feasibility of the production of repro-
ducible sub- f s pulses in the X-ray regime with an intensity ranging between 10� 30 µJ.

The conventional CXDI experiment is performed with an isolated sample illuminated
by a coherent, plane wave (see figure 6.6). The incident wave may be described by a
complex valued field of uniform magnitude and phase. The radiation interacts with the
sample, which affects both the amplitude and phase of this field. This scattered radia-
tion, or exit-surface wave (ESW), from the sample propagates to a two-dimensional de-
tector in the far-field from the sample and the diffracted intensities are measured. These
diffracted intensities alone are insufficient to determine the exit-surface wave, since the
phase information is lost during the measurement process (the measured quantity is in-
tensity and not the complex amplitude). However, with some additional knowledge of
constraints to be applied on the sample in the real space, the ESW from the sample can
be reconstructed using phase retrieval algorithms based on an iterative approach [47–
49]. More formally, during a diffraction experiment, we measure the scattered intensity
Isc(~q) which is directly proportional to the modulus squared of the single molecular
form factor F(~q),

Isc(~q) µ |F(~q)|2. (6.3)

The single molecular form factor can be represented as the summation of the scattering
from all the atoms (index as j) of the molecule [50]:

F(~q) = Â
j

f j(q)e�i~q·~rj (6.4)

where f j(q) is the atomic form factor of jth atom, ~q is the scattering vector,~rj is the po-
sition vector. The molecular composition ( f j) and structure (~r) of molecule from single
crystal diffraction can be found in Protein Data Bank (PDB). Then, the electron density
map r(~r) of the model can be retrieved by the inversed Fourier transfer, that is:

r(~r) =
Z •

�•
F(~q)ei~q·~rd~q. (6.5)

It must be noted that the amplitude F(~q) is fully complex, while we can only measure
its modulus squared, which is a real number. Here, of course, lies the phase retrieval
problem. In general the inverse Fourier transform of F(~q) is not the electron density,
but rather the ESW of the sample, however in the weak scattering case this reduces to
the projection of electron density. The image reconstruction process begins with assign-
ing random phases f(~q) to the known magnitudes in reciprocal space. This far-field
wave-field, A0(~q) = |F(~q)|eif(~q), is then inverse Fourier transformed to real space giv-
ing the first guess of the ESW, s0(~r). This first guess will look wholly unlike the correct
ESW and constraints in the object space, most importantly the finite extent of the ob-
ject, are applied to this guess. This typically involves setting the values of s0(~r) to zero
outside some boundaries, known as the Error Reduction (ER) method, or forcing them
towards zero, most commonly known as the Hybrid Input-Output (HIO) method [48].
After the constraints have been applied, the function, s(~r), is then Fourier transformed
to the far-field. This new far-field guess then has its magnitude, |A(~q)|, replaced by the
measured amplitudes |F(~q)| while now the phases, f(~q), are kept. This process is then
iterated over for typically thousands of iterations until it converges. The resulting func-
tion s(~r) is the exit-surface wave of the sample, and may be interpreted in terms of the
physical properties of the sample. A necessary condition for the successful reconstruc-
tion of the ESW from a diffraction pattern is the appropriate sampling of that pattern
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Figure 6.7: a) Diffraction pattern produced from a single pulse of FEL radiation at FLASH. (Inset) A
reconstruction of the complex image from this single pulse data. b) A subsequent diffraction pattern taken
20 seconds after (a). (Inset) an SEM image of the sample after exposure, showing its destruction due to
the FEL beam. Image adapted from [54].

[51]. A useful experimental rule is that at least two measurement points per fringe in
the diffraction pattern are required for adequate sampling. This means that the auto-
correlation function of the data is correctly sampled according to Shannon’ sampling
theorem [52]. This essential sampling consideration leads this method to be sometimes
referred to as the oversampling method. The oversampling ratio should be taken care
according to the size of the sample for the reconstruction. If we define the size of the
object as W, the oversampling ratio s can be calculated as [53];

s =
lL

DxW
(6.6)

where l is the wavelength of X-ray beam, L is the distance between sample and detec-
tor, and Dx is the pixel size. Given the Shannon’ sampling theorem, when s is larger
than 2, the phase problem can be solved. A larger value of oversampling can help to
reach a converged solution.

The first experimental demonstration of a single pulse CXDI experiment at an FEL was
shown in 2006 [54] (see figure 6.7). The experiment was performed with a 32 nm wave-
length and a 25 f s pulse duration. Subsequent investigation demonstrated that the first
pulse that hit the sample destroyed it. However, we clearly see in fig 6.7 that the in-
formation regarding this sample, up to a resolution of 62 nm, was recorded before the
destruction of the sample. This proof-of-principle experiment, on a test sample, alludes
towards the possibility of the single bio-molecule experiment being possible. Despite
the initial sparkles of joy, a single molecule will produce only a very weak signal from
even the brightest of FEL pulses. Simulations [53] showed that an increase of, at least,
three order of magnitude of flux in the XFEL beam is necessary in order to achieve a nm
resolution for biological particles. To partially overcome the flux limitation, a number
of reports have addressed the enhancement of CXDI image using some forms of heavy
X-ray scatters for weak objects [55]. Heavy elements, however, can possibly change the
structure of a molecule. One way to overcome this difficulty is to use 2D or 3D peri-
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odic samples to increase the signal diffracted from each unit for a given single pulse
photon flux. Many proteins, including the purple membrane, form two-dimensional
crystals rather than three-dimensional crystals [56]. The diffraction pattern produced
from a two-dimensional crystal is amenable to a CXDI analysis as it has been demon-
strated recently for non-biological specimen [57], while it as been demonstrated non yet
feasible for a 2D bR crystal [22], given the very low photon counts in between Bragg
spots.

Figure 6.8: The master curve of volume (in term of nm3) vs. scattering intensity F(0)2, i.e., the particle
form factor at q = 0, and the equivalent number of scattered photons. Image adapted from [53].

However, the resolution limitation is mainly resulted from insufficient photon flux at
current XFEL facilities. As can be seen from figure 6.9, a photon-flux master curve of
particle detection is generated from single shot computer simulation of different biolog-
ical particles in Protein Data Bank and EMDataBank. The master curve can be applied
to estimate scatted X-ray intensity and guide the design of CXDI experiments [53]. To
conclude, even if promising for the near future, this technique applied to small bio-
logical samples such as proteins in natural environment, requires a photon flux on the
sample several orders of magnitude higher than the most powerful one produced by
current XFELs.

6.5 Incoherent X-ray Diffraction Imaging

As the reader saw in section 6.4, in CXDI it is assumed that a fixed phase relation be-
tween the incoming and scattered photons exists and this coherence of the radiation
field is maintained throughout the imaging procedure. This produces a stationary inter-
ference pattern upon measurement of large numbers of photons. Incoherence induced
by, e.g., time dependent distortions of the wavefront or incoherent scattering processes
such as fluorescence emission and Compton scattering, is generally viewed as obstacles
in this approach, since these scattered photons, averaged on a large number of spectra,
generate a constant intensity distribution producing a background that reduces the fi-
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delity of CXDI measurements [58–60]. The situation changes fundamentally if the pho-
tons are recorded within their coherence time tc, i.e., a time interval short with respect
to the temporal phase fluctuations of the radiation field. Over such short times, the
relative phases of the scattered photons can be considered stable, allowing the obser-
vation of a stationary fringe pattern. Of course, the pattern will spatially fluctuate over
times longer than tc, however the autocorrelation of the intensity distribution calcu-
lated shot-by-shot is insensitive to the spatial pattern variations and will continuously
build up when averaging over many short measurements. In 2017, A. Classen et. al.
[23] proposed a new approach, which they called Incoherent Diffraction Imaging (IDI),
exploiting that intensity correlations of incoherently scattered photons can be used to
determine the 3D arrangement of atoms in crystals and molecules. For example, in the
case of K-shell fluorescence photons from transition metal atoms, the coherence time
is given by their radiative lifetime (for Fe atoms tc = h/G = 2.6 f s for a linewidth of
G = 1.6 eV [61]). Excitation of the atoms with femtosecond pulses from current X-ray
FELs and measurement of the scattered radiation shot-by-shot fulfill the condition of
a fixed phase relation for each exposure and can be applied to derive the 3D structure
of the fluorescing atoms with atomic resolution. This approach, opens fundamentally
new strategies for X-ray structure determination based on the measurement of incoher-
ent radiation. It must be noted that transitions stimulated by X-rays for light elements
such C, N, being the vast majority of the atoms present in biological sample, possess
a line shape (and consequently a lifetime) of core-excitation spectra which is the result
of a number of distinct processes, reflecting properties of both the atom and its envi-
ronment. Generally speaking, the natural lifetime width G increase for larger molecules
[62]. For the IDI approach, they considered incoherently scattered photons originat-
ing from the sample. For the mathematical derivation of the intensity correlations, they
used a quantum mechanical treatment defining the far field, the positive frequency part
of the operator of the outgoing electric field propagating in the direction~k reads

Ê(+)(~k) =
⇥
Ê(�)(~k)

⇤†
= Â

i
ei~k~ri eifi âi (6.7)

where the incoherence of the emission process is incorporated by the randomly and
independently varying phases fi 2 [0,2p], while âi denotes the annihilation operator
for a photon coming from the emitter i. Measuring the first order correlation function
g(1)(~k1,~k2) µ G(2) = hÊ(�)(~k1)Ê(+)(~k2)i result to be hard even for macroscopic objects in
the visible and entirely impractical in the X-ray regime. Considering the spatial (equal-
time) second-order intensity correlation function g(2)(~k1,~k2), that is

g(2)(~k1,~k2) =
G(2)(~k1,~k2)

I(~k1)I(~k2)
(6.8)

where I(~ki) is the intensity measured on the detector in the direction~ki, and G(2)(~k1,~k2) =
hÊ(�)(~k1)Ê(�)(~k2)Ê(+)(~k2)Ê(+)(~k1)i, it is possible to demonstrate that

g(2)(~k1,~k2) µ
���
F(~q)
F(0)

���
2
, (6.9)

where ~q =~k2 �~k1 now refers to the difference between the two outgoing wave vectors
~k2 and~k1. This shows that the measurement of the second-order intensity correlation
function gives indeed access to the 3D Fourier magnitudes |F(~q)|2 .The 3D structure of
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the arrangement of the emitting species in real space can then be reconstructed by using
again well-known phase retrieval algorithms from CDI or crystallography. IDI based on
second-order intensity correlation measurements bears several advantages with respect
to CDI. The atomic cross section of incoherent fluorescence emission is generally signif-
icantly larger than the coherent one, producing higher signals compared to CDI. Fur-
thermore, incoherent fluorescence emission displays a uniform angular distribution.
This is unlike conventional crystallography or single-particle CDI where the coherently
scattered intensities generally follow a q�b, with b 2 [3,4] [63], dependence for small |~q|
values, i.e., at low resolutions. In addition, considering crystals, the coherently scattered
signal is concentrated into Bragg peaks. Both of these features require a high dynamic
range of the detectors, which can limit the achievable resolution. By contrast, IDI does
not require high dynamic range measurements, and it is as easy to measure q = 0 (auto
correlation of each pixel) as it is to measure any other value up to the largest difference
of wavevectors captured by the detector. Aside from providing simple access to larger

Figure 6.9: (a) Phase acquired by a photon with wave vector~kin upon coherent scattering by an atom
at~ri into direction~kout, relative to scattering by an atom at the origin. (b) Corresponding Ewald sphere
construction using the photon momentum transfer~q =~kout �~kin. The black arcs in (a) and (b) represent
the angular extent of a detector in the far field and the 2D Ewald sphere coverage in 3D Fourier space,
respectively. (c),(d) Phase difference between two photons incoherently scattered by an atom at~ri, one
into direction~k2 and the other one into direction~k1, relative to an atom at the origin. The incoming wave
does not transfer any photon momentum on the outgoing wave. However, intensity correlations between
outgoing wave vectors pairs, i.e., (~ki,~kj), induce momentum transfers equal to~q =~kj �~ki, which contain
information about the object. The consequence is that the coverage of~q values in the Fourier space reaches
out twice as far with respect to common detector geometries. Image adapted from [23].

~q, IDI also doubles the accessible range in Fourier space compared to CDI for the same
experimental geometry. This can be easily seen since all combinations ~q =~k2 �~k1 ac-
cessible by the pixels of the detector build up the observable region in Fourier space,
and the largest ~q vector reaches out twice as far as in CDI for common detector ge-
ometries as shown in figure 6.9. Furthermore, IDI leads to volumetric 3D information
in Fourier space for a single sample (or detector) orientation, which means that only
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Figure 6.10: Simulation of a mono-atomic cubic crystal with 10 ⇥ 10 ⇥ 10 unit cells and a single flu-
orescing atom per cell showing Bragg peaks in the IDI signal. a) Intensity distribution on the detector
resulting from a single  2.6 f s XFEL excitation pulse. The inset shows random speckles with no indica-
tion that the object is periodic. b) and c) Orthogonal slices through the~q-space intensity autocorrelation.
The insets show Bragg peaks corresponding to the lattice constant of the crystal. Image adapted from
[23].

a few orientations need to be measured to fill the full 3D Fourier space. In contrast,
CDI requires fine angular sampling of the probe to build up sufficient completeness.
Therefore, amazingly, atomic resolution can be achieved in IDI already with moderate
X-ray photon energies and for very few orientations. In addition, since the number of~q
vectors obtained from a single frame scales as the square of the number of pixels, bin-
ning the resulting ~q vectors into a 3D grid results in a large amount of statistics from
only a few images, as is well-known from 2D speckle pattern recognition [64]. In order
to obtain g(2) signals with high visibility, the detection time should be on the order of
(or below) the coherence time tc of the photons emanating from the sample. It is the
virtue of IDI based on fluorescence emission that the detection time can be intrinsically
replaced by the natural time-gating capability of ultrashort X-ray FEL pulses, where
the detector needs merely to discriminate between individual pulses, and data acquisi-
tion needs to keep up with the pulse repetition rate. Typical pulse durations at current
X-ray FEL facilities are on the order of 50 f s in the high bunch-charge mode, whereas
low bunch-charge modes already enable pulse sub- f s durations [44–46]; this is already
shorter than, e.g., the radiative lifetime tc = 2.6 f s of the Ka fluorescence in Fe atoms.
Note that good statistics can be achieved rapidly due to the extreme brilliance and high
pulse repetition rates of current X-ray FEL facilities. For example, the European XFEL is
expected to produce 27000 pulses per second, where for IDI, a few hundred images may
already suffice to obtain high-quality 3D diffraction data, corresponding to sub-second
data acquisition times. We point out that the method also works with pulse durations
> tc, leading, however, to a reduced contrast of the g(2) signal [65]. The latter scales
with the ratio of coherence time to time resolution resulting from the integration over
independent temporal modes, where correlations of photons of the same mode lead
to interferences, whereas correlations of photons of different modes add to the offset.
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However, the reduced visibility can be overcome by averaging over more exposures
in order to obtain a sufficient signal-to-noise ratio (SNR) in the underlying diffraction
pattern.

This technique build up impressive expectations which are matched by simulations.
A small crystal with 10 ⇥ 10 ⇥ 10 unit cells and a single fluorescing atom per cell in a
micro-focused X-ray beam has been simulateded (see fig. 6.10). A 1745 ⇥ 1745 pixel
detector with 0.11 mm pixel size was placed 70 mm from the interaction point. Figure
6.10 a) displays the single shot intensity distribution from a short  2.6 f s pulse on the
detector, and figs. 6.10 b) and c) show orthogonal slices through the reciprocal-space
intensity autocorrelation evaluated from this single image. In the simulation, the in-
terference from spherical waves with random initial phases from each atom was calcu-
lated on each pixel and the intensities were Poisson sampled, where the mean number
of photons on the entire detector was 1.7 · 107 (which corresponds to a 0.15 mJ, 7.2 keV
XFEL pulse focused to 1 ⇥ 1 µm2 incident on a 1 µm3 ferredoxin protein crystal [66]).
Even though the intensity distribution on the detector does not seem to contain any
information, the intensity autocorrelation depicted in figs. 6.10 b) and c) shows sig-
nificant Bragg peaks related to the crystalline order of the sample just from the single
exposure. For lower intensities, Bragg peaks may not rise above noise from the eval-
uation of a single shot, but averaging over many exposures will rapidly increase the
SNR. For the reconstruction of the object, the Bragg peaks in figs. 6.10 b) and c) clearly
provide sufficient SNR for peak finding and then indexing, which is facilitated by the
volumetric 3D patterns as compared to 2D Ewald sphere patterns. Full 3D coverage in
reciprocal space can be obtained by merging intensity correlation diffraction patterns
from a few different orientations. Note that, as in CDI, the effect of the finite pixel size
is to reduce contrast due to convolution of the reciprocal-space patterns by the (auto-
correlation of the) pixel response function. Thus, to achieve maximum contrast, the
condition 4JW  l should be fulfilled, where J is the angular extent of a detector pixel
seen from the sample, and W is the size of the illuminated region. Finally, we note that
fluorescence-based IDI enables element-specific imaging where, by use of appropriate
energy filters, different species in the same or different molecules can be selectively re-
solved. As such, IDI can be combined with CDI, where IDI is recorded at a scattering
angle of 90� (where stray light and coherently scattered radiation is highly suppressed),
and CDI is recorded simultaneously with a second detector in the forward direction.
For the reconstruction of the sample, the IDI signal can provide particular atom po-
sitions with very high resolution, which then can be used to phase the CDI Fourier
amplitudes of large macromolecular proteins. In conclusion, IDI exploit the usage of
noisy incoherent scattering as a perk to enhance the resolution of the measurement
even for small samples and low scattered intensity, enabling a new path towards pro-
tein structure retrieval at high resolution, overcoming the intensity problem affecting
CXDI.

6.6 Conclusions

In conclusion, we presented the Coherent Diffraction Imaging (CDI) technique which
take advantage of the coherence of the FEL radiation to solve the phase problem af-
fecting diffraction measurement and limiting the achievable resolution. Unfortunately,
even with the state-of-art FELs, due to insufficient photon flux, this technique alone
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does not allows the accomplishment of the atomic resolution needed to fully reveal the
molecular structure of nanometer-sized objects such as proteins. To solve this problem,
we presented a novel diffractive imaging technique, Incoherent Diffraction Imaging
(IDI), which, based on the measurement of intensity correlations in the far-field, allows
to extract 3D structural information from incoherently emitting objects with atomic res-
olution. Like CDI, IDI gives access to the modulus of the 3D scattering amplitudes, yet
with twice the resolution compared to CDI for common detector geometries and addi-
tional volumetric information in Fourier space for a single sample orientation. The
requirements for the implementation i.e., high brilliance, ultra-short excitations and
high repetition rates, are ideally met by current FEL facilities, making IDI a timely and
cutting-edge technique with the potential to substantially improve X-ray structure de-
termination. The method may also provide a new route to achieve 2D self-assembled
monolayer and single-molecule diffractive imaging [8], which currently suffers from
insufficient signal, excessive background, and difficulty in delivering container free
molecules to the X-ray beam [67]. Resonant IDI targeted towards sulphur or phospho-
rous atoms, on the other hand, provides significantly more signal for a given incident
intensity, and zero background even when delivering samples in a water micro-jet [68]
aimed at the focused X-ray beam.
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Chapter 7

TRUECARS

Figure 7.1: Schematic representation of the TRUECARS detection scheme. (a) A nuclear WP is pro-
moted from the ground state (GS) to an excited electronic state by a pump-pulse EP. As it passes the
coupling region around the CI, a coherence is created between the two electronic states. The broadband
e0/narrowband e1 hybrid pulse probes the electronic coherence between the nuclear WPs on different
surfaces. (b) Schematics of the pump and hybrid-probe pulse sequence. Image adapted from [1].

In the following Chapter, we are going to present a new technique named TRUECARS.
Its development was make possible by the group of S. Mukamel, while its pratical re-
alization have lately put together multiple groups from various facilities. This includes
the group of S. Mukamel himself (UCI University in Irvine, CA), the group of M. Cher-
gui (EPFL in Lausanne, Switzerland), and our group at FERMI. I personally put a lot
of effort into its development towards a feasible experiment. For its presentation we
are focusing our attention on the main work from M. Kowalewski et al. [1] (UCI Uni-
versity) where the technique have been presented fro the first time, and on the work of
D. Keefer et al. [2] that demonstrate the potential of this technique on a realistic reac-
tion. The TRUECARS technique was developed with the scope to directly observe the
evolution of a Conical Intersection (CI). This is of extreme interest since the rates and
outcomes of virtually all photophysical and photochemical processes are determined
by CIs. These are regions of degeneracy between electronic states on the nuclear land-
scape of molecules where electrons and nuclei evolve on comparable timescales and
thus become strongly coupled, enabling radiationless relaxation channels upon optical
excitation. Due to their ultrafast nature and vast complexity, monitoring conical inter-
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sections experimentally is, up to date, an open challenge. It follows that the existence
of CIs is widely accepted based on simulations, yet has so far eluded direct experimen-
tal observation. However, indirect experimental evidence for CIs exists, and are usu-
ally based on the observation of ultrafast internal conversion rates via electronic-state
population dynamics [3, 4]. Different approaches for visualizing CIs recently intro-
duced include the Coulomb explosion imaging [5], multidimensional approaches such
as [6, 7], and ultrafast electron diffraction [8]. The decisive impact of CIs on textbook
examples of ultrafast dynamics, like the ring opening of 1,3 � cyclohexadiene [9], has
been revealed with unprecedented precision. An access to CI detection has been en-
abled recently by the emergence of coherent XUV and X-ray FEL sources since, as the
reader should know very well by now, their unique temporal and spectral profiles can
access faster timescales and wider energy windows for spectroscopic measurements.

7.1 The TRUECARS approach

In the TRUECARS (Transient Redistribution of Ultrafast Electronic Coherences in At-
tosecond Raman Signals) technique, as presented by M. Kowalevsky, a pump pulse
(actinic pump) brings the molecule of interest from the ground state into an excited
state, inducing a non-stationary nuclear wave packet (WP), which subsequently prop-
agates towards the CI. The electronic coherence is automatically generated when the
WP approaches the CI, where the nonadiabatic intersurface coupling arises. After a
delay-time T, an hybrid X-ray pulse (i.e., a spatial superposition of a broad-band pulse
and a narrow-band pulse) probes this electronic coherence through the time-resolved
positive (gain) and negative (loss) components of a stimulated Raman pocess (shown
in fig. 7.1). In this approach, photon pulses having a few eV bandwidth and few fem-
tosecond time duration are required. Up to date, only FEL’s X-ray pulses provide the
necessary temporal and spectral profiles to detect electronic coherences. Furthermore,
the signal is more likely to be observed when the X-ray pulses are phase stable, even if
suggestion from D. Keefer (unpublished results) suggest that the phase stability is not
strictly necessary, enabling the usage of FELs based on SASE.

The WP simulations are carried out on the diabatic surfaces through the numerical
evaluation of the time dependent Schrödinger equation on a position space grid by the
Fourier method. The corresponding Hamiltonian in the diabatic representation reads:

H =
1

2m
1 + Â

i2h,g

d2

dx2
i
+

✓
H1(x) H12(x)
H21(x) H2(x)

◆
, (7.1)

where x = (xh, xg), namely two nuclear coordinates of the system. The evolution of the
wave-function follows the relation

y(x, t + Dt) = e�iHDty(x, t) (7.2)

which is calculated with the Short Iterative Lanczos (SIL) method [3] of time steps equal
to Dt. The corresponding diabatic wave-function is expressed in terms of the electronic
states:

y(x, t) =
✓

f1(x, t)
f2(x, t)

◆
with hy|yi = 1. (7.3)
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The resulting time series y(x, t) is subsequently used for the calculation of the TRUE-
CARS signal S(w), which is defined as the time-integrated rate of change of the photon
number, in the attosecond (broadband) electric field #0, that is:

S(w) =
Z d

dt
hy(x, t)|N̂0

w|y(x, t)idt (7.4)

where the N̂0
w is the number operator for the photon mode with frequency w and the

superscript 0 indicates restriction to modes occupied by the #0 pulse. The Hamiltonian
the overall photon-matter interaction, providing to be in an off-resonance condition
with respect to any excitation of the system, can be written as:

Ĥint = â|#0 + #1|
2 = â(|#0|

2 + |#1|
2) + â(#̂0 #̂†

1 + #̂1 #̂†
0)

HT
int

(7.5)

where H
T
int is the true TRUECARS Hamiltonian, with â being the electronic polarizabil-

ity operator, and #̂ j being the electric field operators. The latter is defined as:

#̂ j = i Â
w2# j

⇣2pw

W

⌘ 1
2
e(k·r�wt)âw (7.6)

with W being the quantization volume. By applying the Ehrenfest theorem on the op-
erator N̂0

w, using the TRUECARS interaction Hamiltonian H
T
int, we get

d
dt

hN̂0
wi =

1
ih̄

h[N̂0
w,HT

int]i

=
1
ih̄

hâ Â
w2#0

⇣
[a†

w âw, #̂0]#̂
†
1 + #̂1[a†

w âw, #̂†
0]
⌘
i

=
1
ih̄

hâ(#̂1 #̂†
0 � #̂0 #̂†

1)i =
2
ih̄
=m hâ#̂1 #̂†

0i

(7.7)

where we considered only the commutator with the field of interest #̂0. We can now first
Fourier transform #̂1 and add a frequency gating d(w � w̄). At this point we substitute
w̄ ! w, We take the expectation values of the filed on the assumption of coherent states,
and finally wereplace the field operators with field envelopes. Following the procedure,
we get

S(w, T) =
2
h̄
=m

Z +•

�•
#⇤0(w)#1(t � T)eiw(t�T)ei(f1�f0)

⇥ hy(x, t)|â(t)|y(x, t)idt
(7.8)

where both components have been assumed to have the same carrier frequency w for
simplicity. In equation 7.8, the signal carries the difference over phase factors ei(f0�f1),
where fj is the phase of the field # i. Here we can see that the phase factor causes the
signal to vanish when averaged over an high number of random phases. Therefore, the
state of art of the observation of the TRUECARS signal would requires control of the rel-
ative phases of the two pulses. However, provided that only few phases are involved,
this should not be an only if condition on the experiment. The temporal and spectral
resolutions of the technique are not independent, but rather they are Fourier-conjugate
pairs, determined by the corresponding temporal and spectral profiles of the femtosec-
ond pulse #1. In order to resolve the changing in the energy gap along the CI, #1 must
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be shorter than the dynamics while spectrally narrower than any relevant energy split-
ting. For example, resolving a 0.1 eV energy difference implies at least a 6.5 fs pulse
duration, so that, dynamics faster than this would, in principle, not be resolved. The
reduced electronic density matrix is obtained by integrating over the nuclear degrees
of freedom. Using the bra-ket notation, this is equal to:

rel =

✓
hf1|f1i hf1|f2i

hf2|f1i hf2|f2i .

◆
(7.9)

At this point, it becomes clear that the coherence of the electronic subsystem, r12 =
hf1|f2i, is given by the overlap integral of the nuclear wave-functions on the two sur-
faces, and thus it arises only when the WP approaches the CI where the two surfaces
are close to each other. The time-dependent polarizability â(t) in eq. 7.8 is the relevant
quantity of the sample that results from the wavepacket dynamics. Each element of â is
defined as a second-rank tensor with x, y, and z Cartesian components in the molecular
frame, i.e.,

â =

0

@
axx axy axz
ayx ayy ayz
azx azy azz

1

A (7.10)

Depending on the orientation of the molecule and on the pulse configuration (i.e., po-
larization), a certain component of eq. 7.10 is selected. In general, each component of â
can be calculated [10] as

a
f i
xy = Â

|ni

"
h f |µ̂y|nihn|µ̂x|ii

wn f + w0
+

h f |µ̂x|nihn|µ̂y|ii
wni + w0

#
(7.11)

where, with obvious notation, µ̂x and µ̂y are the Cartesian x and y components of the
dipole operator in the molecular frame. Considering an off-resonant X-ray core process
between valences states i and f , the summation is performed over all core-hole states
|ni, wni is the energy difference between valence-state i and the core-state |ni, and w0
is the carrier frequency of the probe field. The key quantities in this equation are the
transition dipole moments h f |µ̂y|ri between the valence and the core states, where µ̂y
is the y component of the dipole operator. Finally, we can now write the polarizability
part of eq. 7.8 in matrix form as

â =

✓
a22 a21
a12 a11

◆
(7.12)

where the diagonal elements a22 and a11 are the S2 and S1 electronic state polarizabil-
ities, and the off-diagonal elements are the transition polarizabilities between them.
Let’s remind that all the elements are operators in the nuclear space. It is important to
note that when taking the imaginary part in eq. 7.8, population terms do not contribute
to the signal 1, thus a22 and a11 can be set to zero. This is an important feature of the
TRUECARS technique that makes it a background-free probe of vibronic coherences
that, in our model, exist only in the CI proximity. Since the electronic-state popula-
tions are larger than the coherence by ⇠ three orders of magnitude, the latter would be

1 note that we look at the change rate in the photon count for a give frequency: if the stimulated Raman
process produces a final outcome Dw = 0, corresponding to Si ! Si, the TRUECARS signal is unchanged.
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masked in more conventional transient Raman probing schemes. The hybrid narrow-
band/broadband X-ray pulse configuration used in TRUECARS provides the necessary
temporal and spectral profiles to capture the energy splitting of the S1/S2 superposi-
tion, as well as the time resolution to resolve the ultrafast coherences, which is not
accessible with visible pulses. The TRUECARS signal, in figure 7.2, is calculated in the
Kowalevsky work by assuming the X-ray transition polarizability â to be constant in
the nuclear coordinate space:

â =

✓
0 1
1 0

◆
(7.13)

The time depended property of the material a(t) is then calculated sandwiching it be-
tween the wave-function, that is:

a(t) = hy1(x, t)|â(t)|y2(x, t)i = 2<e hf1(x, t)|f2(x, t)i (7.14)

The WP potential energy splitting DV(t), the black line in fig. 7.2 a), is obtained by a
weighted energy difference between the adiabatic PESs S1 and S2:

DV(t) =

R +•
�• |f̄1(x, t)f̄2(x, t)|(V2(x)� V1(x))

| hf̄1(x, t)|f̄2(x, t)i |
(7.15)

The adiabatic wave functions f̄j(x, t) are obtained by the unitary transformation U (x)
that diagonalizes the diabatic PESs:

✓
f̄1(x, t)
f̄2(x, t)

◆
=

✓
cos(J(x)) sin(J(x))
�sin(J(x)) cos(J(x))

◆✓
f1(x, t)
f2(x, t)

◆
(7.16)

with the mixing angle J following the relation

tan(2J(x)) =
1
2

H12(x)
H2(x)� H1(x)

. (7.17)

As stated before, in the TRUECARS measure, terms corresponding to electronic popu-
lations do not contribute since they carry no dynamical phase and vanish when taking
the imaginary part in eq. 7.8. TRUECARS therefore, in contrast with Stimulated Raman
Spectroscopy (SRS), provides a background-free measurement of electronic coherence.
The signal is linear in the probe intensity #1#2, while on contrast SRS [11] uses the same
pulse sequence but detects the quadratic signal #2

1#2
2 . TRUECARS is therefore phase de-

pendent whereas SRS is phase independent. The quadratic signal would allow a greater
resolution, since temporal and spectral resolution could then be set by the broadband
and narrowband pulses respectively and would not be Fourier limited [11]. However,
the quadratic signal is typically dominated by contributions stemming from electronic
populations [12], thus, it does not represent a background-free measurement of the
electronic coherence. The linear TRUECARS signal is therefore a much cleaner way to
measure the passage through a conical intersection. In the TRUECARS paper [1], it was
assumed that the dominant (and only) transition dipole moments contributing to â to
be the core-to-valence transitions. Photo-ionization processes were not include, since it
has been experimentally shown [13] that X-ray Raman signals can successfully compete
with the ionization background.
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Figure 7.2: (a) Simulated TRUECARS Signal as in eq. 7.8 for the a two-dimensional nuclear model
with a pulse length of 1.2 f s (#1) . The solid line indicating the average splitting of the potential energy
surfaces can be read from the Raman shift. (b) The time dependent expectation value of the polarizability.
(c) Elements of the reduced density matrix of the electronic subsystem. Blue and black: populations of the
adiabatic S2 and S1 state respectively. Red line: the magnitude of the electronic coherence. Image adapted
from [1].

In figure 7.2 is presented a WP simulation on a model system with two vibrational
modes and two excited electronic states S1 and S2 and typical molecular parameters.
This is, in fact, the minimal model required to describe a CI [14]. The two coordinates
~xh and ~xg (see fugure 7.1) resemble the branching space of a CI and rispectively repre-
sent the displacements along the derivative of the coupling vector, and the gradient dif-
ference vector. The initial condition is at the Franck-Condon point, chosen to be in the
vicinity of the CI to allow the WP to reach the CI in a short period of time. Examples of
molecules with ultrafast non-adiabatic dynamics include cyclohexadiene [15], ethylene
[16], pyrazine [17], and Uracil [2]. The latter will be reviewed later on. The WP simu-
lations are carried out numerically on a grid in the electronic and nuclear space using
the diabatic basis, transformed into the adiabatic basis as needed, following eq. 7.16.
The model used for this simulation was inspired by the S2 � S1 CI in Acrolein [18]. The
molecule is assumed to be initially in its electronic ground state S0. An actintic pump-
pulse creates an excitation in the S2 state, thus launching the dynamics. The diabatic
coupling vanishes (just like my dreams, hopes and sleep) in the Franck-Condon region
(here an electronic transition is most likely to occur without changes in the positions of
the nuclei) to allow for an initial condition for which the Born-Oppenheimer approxi-
mation still holds. The initial S1/S2 splitting at the Franck-Condon point is around 2
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eV. The WP propagates freely on the S2 surface in the branching space and approaches
the CI. The resulting TRUECARS signal (eq. 7.8) and the averaged time-dependent en-
ergy splitting is shown in fig. 7.2 a) (black solid line). The initial state created by the
actinic pump contains no electronic coherence, whihc is indicated by the TRUECARS
signal turning on at ⇠ 2 f s, when the system approaches the non-adiabatic coupling
region. The corresponding molecular property governing the signal, the off-resonant
transition polarizability a(t), is shown in fig. 7.2 b). If the â is assumed to be inde-
pendent of the nuclear coordinates, a(t) is directly proportional to the real part of the
electronic coherence. In fig. 7.2 c), the adiabatic populations are shown along with the
magnitude of the electronic coherence. After the WP has passed the CI at ⇠ 6 f s, it
travels through a coordinate region where there is a small, but finite, splitting between
adiabatic potential energy surfaces. Finally, when the splitting increases, the diabatic
coupling vanishes and the TRUECARS signal with it. The signal broadening stems
from two main contributions: the width of the nuclear WP, covering a certain range
of potential energy differences, and the spectral width of the probe pulse. The peak
maxima are slightly shifted to larger Raman shifts due to the fact the signal vanishes
at wr = 0. Additionally the information about the energy splitting is also contained
in the oscillations in T, indicating that the system is in close vicinity of the CI, as the
oscillation frequency is lowered . At around 15 f s, the energy splitting increases again
as can be seen from wr. Since the S1 and S2 states have different gradients, the overlap
between the nuclear WPs hf1|f2i decays and the signal fades out. As showed in fig. 7.2,
the passage through the CI happens in less than 12 f s. Using a 1.2 f s pulses, the arrival
of the WP at the CI can be timed within 10 f s. Note that, since the probe pulses are
Fourier paired, an even shorter coherence lifetime would not allow for a clear determi-
nation of the energy splitting, nonetheless it would increase the time resolution. As is
clear from the overlay of the energy splitting on the TRUECARS spectra, the technique
is capable of mapping out the potential energy surfaces of the reaction coordinate near
the CI. It thus gives both dynamical information on the temporal and spectral profile of
the the CI by providing information about period of oscillations as well as the phase of
the electronic coherences near the CI.

Lately, D. Keefer et al. [2] demonstrate the potential of this technique on a more realistic
reaction, i.e., the photorelaxation of the RNA-nucleobase Uracil after UV excitation. Of
course the results of this work lie completely in the theoretical framework, nonethe-
less they shine more light on the feasibility of the experimental counterpart. With this
in mind, we briefly review their main accomplishments and explore the suggestions
for the practical realization of the technique. In this work, the two nuclear degrees of
freedom q1 and q2 spanning the relevant coordinate space (fig. 7.3 A)) have been con-
structed from structures that were found to be important in the photorelaxation of the
S2 PES of Uracil [19, 20], and have originally been described in ref. [19]. The first co-
ordinate q1 describes the motion from the Franck-Condon (FC) to the CI and can be
described as an out-of-plain motion of the planar ring structure. The second coordinate
q2 represents the motion from the FC to a local energy minimum in the S2 state and is
associated to the bending of one hydrogen atom out of the plane defined by the ring.
The PES excited-state in this two-dimensional nuclear space are displayed in fig. 7.3
D) and have been shown to reproduce experimental kinetic rates in optical excitation
regime [19, 20]. This 2D nuclear space has also been tested and verified by higher-
dimensional treatments [19]. The nonadiabatic couplings (NACs) that are necessary
to simulate the passage of the nuclear WP through the CI are displayed in fig. 7.3 B).
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Figure 7.3: WP dynamics of Uracil and key molecular quantities for the signal calculation. A) Uracil
geometry structure at the ground state minimum, with the vectors indicating the molecular displacement
according to the two nuclear degrees of freedom q1 and q2. B) Nonadiabatic couplings between S2 and S1
at the CI versus the two nuclear coordinates of the molecules. The characteristic peaked switch of the sign
is clearly visible. C) Potential energy surfaces of the three electronic states: the ground-state S0, the dark
np⇤ state S1, and the bright pp⇤ state. The seam of the CI is marked in black, and the path followed
by the WP is sketched in gray. 1) Optical excitation from S0 to S2 using a 34 f s UV pump. 2) Free
evolution in the S2 state through the local minimum, with subsequent barrier crossing toward the CI. 3)
Nonadiabatic passage through the CI, creating the vibronic coherence. 4) Final relaxation in the S1 state
toward the energetic minimum, where the WP is absorbed. Image adapted from [2].

Here we can see that they show a smooth variation, with the characteristic sign switch
due to the changing of the electronic character of the adiabatic states. The nuclear dy-
namics are launched using a 34 f s (FWHM) Gaussian laser pump in resonance with
the S0 ! S2 transition, following the experimental value exposed in [20]. The path of
the WP is drawn in fig. 7.3 D). After excitation to the S2 state, and following a free S2
evolution period, the WP reaches the CI at ⇠ 100 f s. Here, a vibronic coherence be-
tween the S2 and the S1 electronic state arises due to the nuclear WP relaxing through
the CI. Both electronic states are now populated, and the overlap integral of the S2 and
the S1 nuclear WP becomes finite. This coherence is probed by the TRUECARS signal.
The WP parts that reach the S1 state evolve away from the CI toward the energy mini-
mum. It must be noted that, in this work, after the passage through the S1 region, the
WP is absorbed through a Butter-worth filter [21], preventing the WP from oscillating
through the S1 minimum and evolving back to the CI region. This is due to the fact
that the coordinate space defined by q1 and q2 is tailored to describe the S2 evolution
and does not accurately capture WP evolution in the S1 PES far from the CI, since other
nuclear degrees of freedom start to become important. For example, the exit channel
for the WP to further CIs with the S0 state is not included. Back evolution of the WP to
the CI region should therefore lead to artifacts in the coherence, thus absorbing the WP
in the S1 minimum should lead to a more accurate description of the real process.
The TRUECARS signal of the S2 ! S1 transition displayed in fig. 7.4 exhibits some
striking features. At the CI, a vibronic coherence is created and a, i.e., the polarizabil-
ity expectation value according to eq. 7.14, becomes finite as well. Given the presence
of the vibronic coherence, a signal shows up and remains visible for several hundred
femtoseconds, until the vibronic coherence decays. This long-lived coherence is due
to the delocalized nature of the quantum nuclear WP on the S2 surface. The delocal-
ization implies that tails of the WP continue to reach the CI, and even with an instant
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Figure 7.4: TRUECARS signal of Uracil. (A) The frequency-dispersed signal S(wr, T), using âxx at 354
eV. (B) Valence-state population dynamics after an optical pump and the dynamics sketched in fig. 7.3
d). The Gaussian pump ep creates an electronic and nuclear population in the excited state. A coherence
between e (S2) and e0 (S1) is probed by the hybrid field e0 (500 as) and e1 (2 f s) (see the loop diagram in
7.1, while for diagram rules see [22]). (E) Energy-level scheme of the measurement. Electronic-state color
code is according to B, where blue and red correspond to the states i and f in eq. 7.11. The C, N, and O
core edges at 291, 405, and 536 eV correspond to the states |ni in eq. 7.11. The green arrows represent
the off-resonant Raman process. Image adapted from [2].

exit channel for the WP in the S1 state, the coherence survives for several hundred fem-
toseconds. This has profound implications for the observation and control of quantum
events at CIs. Furthermore, since the vibronic coherence that determines the outcome of
the photophysical process is long-lasting, its monitoring would require longer tempo-
ral windows rather than precise timings for molecules like Uracil. The signal depicted
in fig. 7.4 A) exhibits temporal Stokes and anti-Stokes oscillations, both oscillating be-
tween positive (red) and negative (blue) values. This is due to the contributing vibronic
states having different frequencies, whilst the dynamical phase evolution is contained
in the signal. An interesting introduction was implemented in this work: in order to
display the time-dependent frequency map, they introduced the Wigner spectrogram
(fig. 7.5 E)) of a temporal trace S(T) of the TRUECARS signal, taken at a fixed Raman
shift wr (black line in fig. 7.5 A)), defined as:

W(T,wcoh) =
Z •

�•
S(T + t)S(T � t)eiwcohtdt. (7.18)

The frequency window spanned by W(T,wcoh), in this case 0 � 0.2 eV, represents the
potential energy splitting of the CI where the vibronic coherence wr is located. The
main feature at 0.1 eV (marked with the white arrow in fig. 7.5 E)) exhibits no tem-
poral variation of wcoh. The contributions visible in the Wigner spectrogram, map the
vibronic frequencies that contribute to the coherence. This can be understood compar-
ing the classical approach to the quantum treatment, i.e., when the nuclei are treated
as classical, the system has a well-defined, time-dependent energy splitting which van-
ishes at the CI. In the quantum treatment, this is replaced by a distribution of energy
splittings given by the WP frequencies. The average of that distribution serves as the
effective splitting. To extend this analysis even further, they reduced the 34 f s FWHM
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Figure 7.5: Wigner spectrogram of the TRUECARS signal. A, C, and E use a 34 f s Gaussian pump
(delocalized WP). (A) The signal S(wr, T). (C) Signal trace S(T) at wr = 0.33 eV (maximum signal
intensity). (E) Wigner spectrogram W(T,wcoh) of the signal trace S(T). B, D, and F use a 20 f s
Gaussian pump which produces a more localized WP. Image adapted from [2].

optical Gaussian pump to 20 f s, as shown in fig.7.5 B), D), and F). The WP, now more
localized in the S2 PES, shows no change in the Raman shift wr of the signal. However,
the temporal oscillations are much faster, so that the frequency regime covered by the
vibronic coherence is broader as showed in fig. 7.5 F). More importantly, the energy po-
sition of the main feature (marked with the white arrow) does vary with time. Starting
at ⇠ 0.2 eV at 100 f s, the coherence evolves to lower frequencies until ⇠ 250 f s, where
it eventually decays. Due to the quantum treatment of the nuclei, the time-resolved
frequency map in the Wigner spectrogram is an experimental observable, independent
of the basis set used, and reveals the exact vibronic-state landscape across the CI path.

7.2 SASE and Seeded FELs approaches

In this section we present two different approaches to the CI measurement which differ
on the pulse configuration and, thus, on the subsequent data analysis procedure associ-
ated. The first one can be achieved using a seeded X-ray FEL. In this case a single-colour
or a two-colour hybrid pulse 2, as shown in fig. 7.1, is focused on the sample at a delay-
time T after the actinic pump. This configuration allows for a full control on the phase
stablity during the measurement, however it requires a seeded or a self-seeded FEL.
The second approach is based on the SASE configuration. In this case, the broadband-
like feature is carried by the overall or partial envelope of the pulse. Each spike can be
seen as an independent field carrying a random phase fj. Thus, using a few femtosec-
onds X-ray SASE pulse to hits the sample, the train of spikes would generate a noisy
signal. Clearly, averaging over a great number of spectra, as the classic data analysis
approach suggests, would cause the signal to vanish. Hence, a new data analysis mech-
anism, similar to the one implemented in the IDI techniques, from the recent work of

2 the two colour exotic configuration can be achieved using a double seeded FEL [23]. It can even be
achieved for the SASE configuration using a sextupole magnet in combination with a standard orbit
control tool i.e., the radiation from the bunch core is suppressed while the head and the tail of the beam
keep lasing, each at a different photon energy [24].
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[25] is presented.

7.2.1 Femtosecond Covariance Spectroscopy

Even if TRUECARS promises to provide a background-free measurement of electronic
coherence, we still must take care of many undesired side effects such as the intrinsic
beam and detectors noise and competing signals arising from different processes. In
the following, we will focus our attention on the stochastic, noisy part of the unwanted
signal. Noise is normally seen as a limitation in measurements and thus a quantity to
eliminate. The desired signal-to-noise ratio is often reached by mitigating as much as
possible the amount of experimental noise and taking the mean of a large number of
repeated identical measurements. From an alternative perspective, where every repeti-
tion is considered to be a measurement under different conditions, noise can become an
asset and be exploited as a source of additional information [26, 27]. In our case, since
every single FEL pulse is to be considered providing a different conditions, the mean
value loses significance and other statistical tools, such as higher-order moments, are
required. If treated properly, noise can help clarify the interpretation of experiments
and even amplify signals as, for instance, in stochastic resonance schemes [28]. In their
work, Tolleroud et al. studied vibrational modes in a crystalline quartz sample via SRS.
Ultrafast pulses from a regenerative amplifier (⇠ 40 f s) were transmitted through the
sample and the spectrum of each transmitted pulse was detected using a spectrome-
ter. An element generating stocastic noise (a programmable pulse shaper liquid crystal
[29]), was placed between the laser and the sample as sketched in fig. 7.6 B). The pulse
shaper changes the spectral phase with a defined modulation amplitude and correla-
tion length. A reference beam was routed around the sample and directed to a second
identical spectrometer, so that they could compare the spectral covariance with and
without interacting with the sample. The time profiles resulting from the application
of a spectral phase to initially transform limited pulses can be divided into a short co-
herent component (blue spike in fig. 7.6 A) which provides the impulsive excitation of
the Raman modes, and noisy incoherent tails which probe the mode. Over the course
of many measurements, the average of the noisy tails became a ⇠ 1 ps Gaussian pulse,
shown in green in fig. 7.6 A). Finally, a covariance-based analysis to extract information
about the sample through correlations induced by SRS was implemented in the form of
the Pearson coefficient, which quantifies the degree of linear correlation between two
random variables, i.e., the measured intensity I at the frequencies wi and wj within the
pulse bandwidth, that is:

P(wi,wj) =
hI(wi)I(wj)i � hI(wi)ihI(wj)i

sisj
. (7.19)

The angular bracket indicates a mean across all measurements, and si/j is the standard
deviation across all measurements of the intensity at frequency wi/j. P = 1(-1) indicates
perfect correlation (anti- correlation), while P = 0 indicates no correlation. The result of
this data processing performed across all of the possible frequency combinations forms
a 2D Pearson coefficient map, such as those shown in fig. 7.6 C) and D). The P map cal-
culated using the reference pulses, shown in fig. 7.6 C), exhibits no features apart from
an area of positive correlation at wi = wj (the diagonal of the map). In contrast, when
the pulse interacted with the sample (fig. 7.6 D)), the map is evidently structured. Most
importantly, we observe signatures of correlation induced through SRS in the form of
features offset of a quantity Dw from the diagonal, with a finite width, which depends
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Figure 7.6: (A) Simplified diagram of the SRS process, which induces correlations of spectral components
at frequencies w and w ± W. The shaped pulses can be divided into a coherent component (blue) and a
noisy tail (green). (B) The experimental apparatus. C) and D) Pearson correlation plots for all pairs of
frequencies within the excitation spectrum (C) after the pulse shaper, and (D) after the quartz sample.
(E) Spontaneous Raman spectrum of quartz [30], matching the positions of the features in the covariance
map in D. Images reproduced from [25].

on the linewidth of the resonance and the correlation length. By comparing the cor-
relation map to the spontaneous Raman spectrum [30] (fig. 7.6 E)), it is clear that Dw
matches the Raman shift given by phonon features. The signal presence is substanti-
ated by the fact that frequency components separated by W must have the same phase
for interference between the paths leading to the population of that vibrational level
to occur [31]. In their work, thus, they showed that covariance-based detection can
be combined with noisy input pulses to resolve the SRS spectrum, and more incisive
analytical tools than the average value can access a great depth of information that is
missed by standard experiments. The transmitted pulses averaged over many noise
realizations do not show the Raman resonances, however, the resonances are recovered
in the covariance spectrum that reveals correlations between two spectral components
separated by the phonon frequencies. A high-resolution Raman spectrum is thus gen-
erated by exploiting the noise fluctuations, without the need for stable light sources,
which is exactly the case of FELs based on SASE mode, where amplitude and phase
noise are unavoidable.

7.3 Conclusions

In summary, we presented a new spectroscopic technique, named TRUECARS, that can
directly monitor passage through Conical Intersections (CIs). The technique measures
the frequency-resolved stimulated Raman scattering of a probe pulse as a function of
the time delay with respect to the pump pulse. In contrast to existing methods, TRUE-
CARS is only sensitive to electronic coherences and populations do not contribute, mak-
ing it uniquely suited to probing passage through CIs by capturing the electronic co-
herences generated by non-adiabatic couplings in the CI vicinity. This study offers a
novel window into ultrafast non-adiabatic transitions at CIs. The frequency, phase and
duration of the vibronic coherence, created by the quantum nuclear wave packet (WP)
evolution, is monitored in real time. Contrary to the common picture of precisely timed
CI events, the coherence remains away from the CI toward the minimum, and it is con-
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stantly rebuilt by other parts of the WP arriving at the CI in the S2 state. Localized
nuclear WPs provide a sensitive scan of the frequency landscape surrounding the CI.
The magnitude and range of the energy splitting of the participating adiabatic vibronic
states can be read directly from the signal. No further theoretical input is necessary
to access this information from the signal. Uracil photorelaxation is experimentally
accessible, and all quantities are produced at the fully ab-initio level. The presented
Wigner spectrograms offer a novel physical picture of CI processes by picturing them
through the complex coherence distributions rather than a change in absorption lines
or a single vanishing energetic gap. The off-resonant probing scheme employed here
with respect to core excitations renders the signal ubiquitous and translatable to other
molecules with a non-vanishing dipole transition between a CI valence state and other
core-hole states. An important step towards phase-controlled XUV/X-ray pulses, that
are necessary to record the stimulated Raman signal, was recently made [32], and the
proposed experiment (requiring broadband sub-femtosecond pulses of ⇠ 100 eV or
more and spectral widths of several eV) lies within the capabilities of state of the art
X-ray sources [23, 24]. Altogether, the reported novel spectroscopic maps of CI pas-
sages provide direct access to the quantum WP pathways in CI passages, which opens
the door for a deeper understanding of these ubiquitous processes. This insight is also
beneficial for developing approaches for controlling photochemical reactions by modu-
lating this coherence [33]. This makes TRUECARS an ideal tool to investigate ultra-fast,
photophysical system dynamics.

A group of people (the undersigned among them) from FERMI, PSI, SLAC and the UCI
are collaborating in order to generate and submit proposals to experimentally visualize
CIs using the TRUECARS technique.
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Chapter 8

Resonant Inelastic X-ray
Spectroscopy

In the following Chapter, we present a simple overview of the Resonant Inelastic X-ray
Scattering (RIXS) technique. We subsequently exploit its potential through an experi-
ment held at the MagneDyn beamline of the FERMI FEL. Finally, we perform a simula-
tion aimed at the obtaining the final design of the new spectrometer which will be used
at the new RIXS beamline FURKA at SwissFEL.

8.1 Introduction to RIXS

Resonant Inelastic X-ray Scattering is a photon-in-photon-out spectroscopy for which
one can, in principle, measure the energy, momentum, and polarization change of the
scattered photons. The change in energy, momentum, and polarization of the photon
are transferred to intrinsic excitations of the material under investigation, thus provid-
ing information about those excitations. RIXS is a resonant technique in which the en-
ergy of the incident photon is chosen to coincides (resonates with) one of the atomic
X-ray transitions of the system. The resonance can enhance the inelastic scattering
cross-section by many orders of magnitude, offering a unique way to probe charge,
magnetic, and orbital degrees of freedom on selective atomic sites in a crystal [1–3].
Compared to other scattering techniques, RIXS has a number of unique features: i.e.,
it covers a larger scattering phase-space, it is polarization dependent, it is element and
orbital specific, bulk sensitive, and requires only small volumes of the sample. In fact,
compared to other scatterers such as neutrons and electrons, an X-ray photon has much
more energy, and the scattering phase space available to X-rays is therefore correspond-
ingly larger. Hence, RIXS can probe the full dispersion of low energy excitations in
solids (see figure 8.1) which is not possible with photon scattering experiments in the
visible or infrared range. RIXS is also element and orbital specific: chemical sensitivity
arises by tuning the incident photon energy to specific atomic transitions (absorption
edges) of the different types of atoms in the studied material. RIXS can even differen-
tiate between the same chemical element at sites with inequivalent chemical bondings,
different valencies or at inequivalent crystallographic positions, when the absorption
edges in these cases are distinguishable (this is the atomic shift we used for select a sin-
gle Carbon atom in Chapter 6). In addition, the type of information that may be gleaned
about the electronic excitations can be varied by tuning to different X-ray edges of the
same chemical element since the photon excites different core-electrons into different
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valence orbitals for each edge. In principle RIXS can probe a very broad class of in-
trinsic excitations of a system, and shows a finite cross-section for probing the energy,
momentum and polarization dependence of many interactions such as the electron-
hole continuum and excitons in band metals and semiconductors, charge transfer and
dd-excitations in strongly correlated materials, and lattice excitations to name a few.
Furthermore, magnetic excitations are also symmetry-allowed in RIXS, since the orbital
angular momentum of incident photons can be transferred to the spin angular mo-
mentum of electrons. This versatility of RIXS is at the same time an advantage and a
complicating factor, since different types of excitations are generally present in a single
RIXS spectrum. The generic advantages of the RIXS technique listed above may raise
the question on the reasons behind this spectroscopic technique not be as widely used
as angle-resolved photoemission (ARPES) or neutron scattering. The main limitation is
that the RIXS process is very photon-hungry, i.e., it requires an extreme high incident
photon flux to obtain enough scattered photons to collect spectra with a high enough
resolution in energy and momentum in a reasonable time. With a required resolving
power E

DE ⇠ 10�4, RIXS has been a real challenging technique to use. Up until a few
years ago this has limited RIXS experiments to measuring energy losses on the order
of half an eV or greater. Thus neutron scattering and ARPES offered a more direct ex-
amination of the low energy excitations near the Fermi level. However, recent progress
in RIXS instrumentation combined with the advent of FELs have recently elevate RIXS
into an important condensed matter physics tool for probing elementary excitations
in solids. The elementary excitations of a material determine many of its important
physical properties, including transport properties and its response to external pertur-
bations. Understanding the excitation spectrum of a system is fundamental in order to
to understand the system itself. In this respect, strongly correlated electron materials,
e.g., transition-metal oxides, are of special interest because the low-energy electronic
properties are determined by high-energy electron-electron interactions (energies on
the order of eVs). A set of quantum many-body problems emerge from these strong in-
teractions and correlations, the understanding of which lies at the heart of present day
condensed matter physics. This many-body physics is often explained through model
Hamiltonians requiring a set of parameters to be determined experimentally. RIXS,
along with other spectroscopic techniques, can play an important role there, though we
note that this technique is applicable to many other materials and is, of course, not lim-
ited to correlated systems. In the following, we discuss the relevant excitation energy
and momentum scales for which RIXS can probe the excitation spectrum of a solid. We
then briefly introduce the kinds of elementary excitations that are accessible to RIXS.

8.2 Elementary excitations

Plasmons

Plasmon are described as sollective density oscillations of an electron gas. They can
be observed by inelastic X-ray scattering (IXS) or by optical probes since they occur
at finite energy for transferred momentum |~q| = 0. Plasmon-like excitations were also
observed early on in RIXS [5], but their resonant enhancement with respect to IXS is
weak, and little work has been done since.
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Figure 8.1: Different elementary excitations in condensed matter systems and their approximate energy
scales in strongly correlated electron materials such as transition-metal oxides. Image adapted from [4].

Charge-transfer excitations

Charge transport in a condensed matter system is determined by the energetics of mov-
ing electrons from one site to another. In a transition-metal oxide, there are two relevant
energy scales for this process. The first is the energy associated with an electron hop-
ping from a ligand site to a metal site. This is known as the charge transfer energy, D,
where D = E(dn+1L) � E(dn), and L represents a hole on the ligand site. The second
energy scale is the energy U, associated with moving a d-electron from one metal site to
another where U = E(dn+1) + E(dn�1)� 2E(dn). Strongly correlated insulators may be
classified according to which of these two energies is the larger [6]. If U > D, then the
gap is a the charge transfer type and the system is said to be a charge-transfer insulator.
On the contrary, if U < D, then the gap is controlled by the d � d Coulomb energy and
the system is said to be a Mott-Hubbard insulator [7]. The bulk of interesting transition
metal oxide compounds such as cuprates, nickelates and manganites lie in the charge
transfer limit. This means that the lowest lying excitations across the optical gap are
charge transfer excitations which, therefore, are of central importance in these materi-
als. Key questions include the size of the gap (typically on the order of a few eV) and
the nature of the excitations can thus be answered using RIXS.

Crystal-field and orbital excitations

Many strongly correlated systems exhibit an orbital degree of freedom, i.e., the valence
electrons can occupy different sets of orbitals. Orbitally active ions are also magnetic
since they possess a partially filled outer shell. This orbital degree of freedom deter-
mines many physical properties of solids, and are an important aspect of strongly cor-
related systems. In many Mott insulators this orbital physics is governed by the crys-
tal field: the levels of the orbitally active ion are split and the orbital ground state is
uniquely determined by local, single-ion considerations. The orbital excitations from
this ground state are transitions between crystal field levels. Crystal field transitions
between different d-orbitals are called d � d excitations. Such excitations are currently
routinely seen by RIXS and are now well understood.
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Magnetic excitations

Magnetism and long-range magnetic ordering are arguably the best known and most
studied consequences of the electron-electron interactions in solids. When usual mag-
netic order sets in, be it either a ferromagnetic, ferrimagnetic, or antiferromagnetic type,
the global spin rotation symmetry in the material is broken. As a result characteristic
collective magnetic excitations emerge. The resulting low-energy quasiparticles, the
magnons, and the interactions between them determine all low temperature magnetic
properties. Magnon energies can extend up to ⇠ 0.3 eV (e.g., in cuprates) and their
momenta up to ⇠ 1 Å [8]. In K-edge RIXS bi-magnon excitations and their dispersions
have also been observed [9]. A melting of the long-range ordering, can result in the
formation of spin-liquid ground states. Spin liquids potentially have elusive properties
such as high-temperature superconductivity or topological order, which one is only be-
ginning to explore and understand. Some of the more exotic magnetic excitations that
emerge from these ground states, such as spinons and triplons can also be observed by
RIXS [10].

Phonons

Phonons are the quantized lattice vibration modes of a solid possessing a periodic struc-
ture. These are bosonic modes with energies typically below 0.1 eV, so that the detec-
tion of single phonon excitations has been possible within the last decade, e.g., loss
features were resolved for the first time with RIXS only in 2010, at the Cu L- [8] and K-
edge [11, 12]. The study of phonons in RIXS promises quantitative investigations of the
electron-phonon coupling [13] opening new insight on Cooper pairs formation mediate
by lattice dynamics.

8.3 The RIXS process

The picture of the Resonant Inelastic X-ray Scattering process is easily explained in
terms of an example. Since the experiment we are later going to present is based on
Cu2O, we choose a copper-oxide material as a typical sample, but it should be stressed
once more that the focus of RIXS on transition-metal oxides is something of an acci-
dent of history and is not a fundamental limitation of the technique. In a copper-oxide
material, one can tune the incoming photon energy to resonate with the copper K,L,
or M absorption edges, where in each case the incident photon promotes a different
type of core electron into an empty valence shell, see figs. 8.2 a) e b). The electronic
configuration of Cu2+ is 1s22s22p63s23p63d9, with the partially filled 3d valence shell
characteristic of transition metal ions. The copper K-edge transition 1s ! 4p, is around
9000 eV, thus in the hard X-ray regime. The L2,3 edge 2p ! 3d (⇠ 900 eV) and M2,3 edge
3p ! 3d (⇠ 80 eV) are soft X-ray transitions. Alternatively, by tuning to the O K-edge,
one can choose to promote an O 1s to an empty 2p valence state, which takes ⇠ 500
eV. After absorbing a soft or hard X-ray photon, the system is in a highly energetic,
unstable state: a hole deep in the electronic core is present. The system quickly decays
from this intermediate state, typically within 1 � 2 femtoseconds. Decay is possible
through different processes, such as via an Auger decay, where an electron fills the core
hole while simultaneously ejecting another electron from the atom. This non-radiative
decay channel is not relevant for RIXS, which instead is governed by fluorescent decay,
in which the empty core-state is filled by an electron and at the same time a photon is
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emitted. There are two different scattering mechanisms by which the energy and mo-
mentum of the emitted photon can change from the incident one. These are known as
direct and indirect RIXS. The distinction between these two is discussed below.

Figure 8.2: a) In a direct scattering, the incident photon excites a core electron into an unoccupied state
of a partially filled valence band slightly above the Fermi level. Afterwards, an electron from an occupied
valence state slightly below the Fermi level decays and annihilates the core hole, and a photon is emitted.
In this case, the scattering is inelastic and the system is left into an excited state, directly induced by the
electron-photon interaction. This RIXS process creates a valence excitation with momentum ~q =~k0 �~k
and energy w = wk � wk0 . b) In an indirect RIXS process, an electron is excited from a deep-lying core
level into the valence shell. Excitations are created through the Coulomb interaction Uc between the core
hole (and in some cases the excited electron) and the valence electrons. Image adapted from [14].

Resonant inelastic X-ray scattering processes are classified as either direct or indirect
[15, 16]. This distinction is useful because the cross-sections for each phenomena is
quite different. When direct scattering is allowed, it is the dominant inelastic scattering
channel, with indirect processes contributing only in higher orders. In contrast, for the
large class of experiments for which direct scattering is forbidden, RIXS relies exclu-
sively on indirect scattering channels. In direct RIXS, the incoming photon promotes a
core-electron to an empty valence band state, see fig. 8.2 a). Subsequently an electron
from a different state in the valence band decays and annihilates the core hole. The net
result is a final state with an electron-hole excitation, since an electron was created in
an empty valence band state and a hole in the filled valence band. The electron-hole
excitation can propagate through the material, carrying momentum ~q and energy w.
Momentum and energy conservation require that ~q =~k0 �~k and w = wk � wk0 , where
~k (~k0) and wk (w0

k) are the momentum and energy of the incoming (outgoing) photon,
respectively.

8.3.1 Direct RIXS

For direct RIXS to occur, both the initial transition between the initial core state and
the valence states, and the final transition from a different valence state to fill the core
hole, must be allowed. As an example, the nitial dipolar transition can be a 1s ! 2p
followed by the decay of a different electron in the 2p band from 2p ! 1s, in wide-band
gap insulators. This is the case at the K-edge of O, C, and Si. At L-edges of transition-
metal, dipole transitions give rise to direct RIXS via 2p ! 3d absorption and subsequent

145



Chapter 8 - Resonant Inelastic X-ray Spectroscopy

3d! 2p decay. In all these cases, RIXS probes the valence and conduction states directly.
Although the direct transitions into the valence shell dominate the spectral line shape,
the spectral weight can be affected by interactions in the intermediate-state driven by,
for example, the strong core-hole potential.

8.3.2 Indirect RIXS

The indirect RIXS process is slightly more complicated. For pure indirect RIXS to occur,
photoelectric transitions from the core-state to conduction-band states must be weak.
Instead, the incoming photon promotes a core-electron into an empty state several eVs
above the Fermi level. Subsequently the electron from the same state decays to fill
the core hole, as can be seen in fig. 8.2 b). The most studied example is RIXS at the
transition-metal K-edges (1s ! 4p). If no other interactions are present, the final state
of the process coincide with the initial state of the system, and therefore inelastic scatter-
ing precesses cannot occur. However, in the highly excited and unstable intermediate
state, the core hole and the excited electron are strongly interacting with each other and
with the valence electron of the system. In particular, the core hole Coulomb interaction
is usually the strongest and dominates the intermediate state dynamics. This strong in-
teraction, usually described as a core hole potential Uc, can produce an excitation in the
valence band of the system. In this way, after the 4p ! 1s decay, the system is left into
an excited state, which is not induced by the mere electron-photon interaction, but it
is indirectly produced by the core hole potential. Indirect RIXS is thus due to shakeup
excitations created by the intermediate core hole state.

8.3.3 The Kramer-Hisenberg dispersion

In RIXS, the electron is taken from a ground state with energy Ei, to a final-state with
excitations and an energy Ef . The energy and momentum of the excitation is deter-
mined by the difference in photon energy wk � wk0 and momentum~k0 �~k, respectively.
The RIXS intensity can in general be written in terms of a scattering amplitude, that is
the Kramer-Hisenberg dispersion relation [17]

IRIXS µ
d2s

dWk0d(h̄wk0)
=

wk0

wk
Â
| f i

�����Â
|ni

h f |D̂0†
|nihn|D̂|ii

Ei � En + h̄wk + i Gn
2

�����

2

d(Ei � Ef + h̄wk � h̄wk0) (8.1)

which represents the probability of the emission of photons of energy h̄wk0 in the solid
angle dWk0 (centered in the~k0 direction), after the excitation of the system with photons
of energy h̄wk. |ii ,|ni ,and | f i are the initial, intermediate and final states of the sys-
tem with energy Ei ,En, and Ef respectively, while the delta function ensures the energy
conservation during the whole process. The core hole intrinsic linewidth of the interme-
diate state Gn is assumed to be independent of the intermediate state energy, and ranges
from 1 eV of transition metal edges to 8 eV of actinides L edges, which correspond to
a core hole lifetime Dt = h̄

Gn
from ⇠ 2 f s down to ⇠ 0.2 f s. The optical transition op-

erator D̂ = ~̂p · ~̂A describes the dominant term of the electron-photon interaction in the
low energy perturbative expansion of quantum electrodynamics. Expanding the vec-
tor potential Â in terms of plane waves around any lattice site i, the optical transition
operator D̂ (D̂0†) can be written as a function of the momentum~k (~k0), and polarization
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~e (~e0†) of the incident (scattered) photon, as [4]

D =
1

p
N

N

Â
i

ei~k·(r̂i+~Ri)~e · p̂i (8.2)

where r̂i and p̂i are the position and momentum operators of the electron respect to the
lattice site ~Ri. In the intermediate state, virtual transitions have a finite probability in
an energy range comparable with the core hole broadening Gn. The final state may or
may not coincide with the initial state of the system.

8.4 RIXS experiment at FERMI

In this section we present an overview of the Time Resolved RIXS experiment per-
formed on June 2020 at the MagneDyn beamline at the FERMI FEL. Given the well
know M2,3 transition of Cu (⇠ 76 eV), many RIXS experiments have focused their at-
tention on the study of Cuprates [8, 11, 12, 18] which offers an extremely interesting
pathway towards high temperature superconductors. In this experiments, we focalized
out attention on cuprous oxide Cu2O for a different reason. So far, many photocatalysts
have been reported to decompose water into H2 and O2 under UV light irradiation [19–
21]. From the view point of solar energy conversion, however, a photocatalyst which
works under visible light irradiation (> 400 nm) is indispensable. Such a photocatalyst
has been found in Cu2O [22], a well-known p-type semiconductor, that offers a narrow
direct band gap [23] (2.0-2.2 eV) that is coupled with the appropriate positioning of its
conduction band just above the reduction potential of water, thus acting as a photo-
catalyst for overall water splitting under visible light irradiation (600 nm). Even if
its photocatalyst property has been demonstrated, the reaction mechanism on Cu2O is
still under investigation. In this work we focused our attention in the elastic peak in-
tensity change against the time delay between a 400 nm pump (second harmonic of a
Ti:Sa laser) and a FEL probe (on the M2,3 edge) in order to understand how the Cu1+

sites participate to the charge transfer and electron trapping. If the time occurring for
the charge transfer process is longer than the the electron trapping process, we expect a
change in the absorption at the M2,3 edge of Cu and a subsequent change in the diffuse
scattering.

Thus we aimed at measuring the charge trapping dynamics by taking advantage of
(tr-RIXS). We propose to measure the tr-RIXS spectra resonant to the core transitions
M2,3 of Cu, after photoexcitation across the bandgap of the semiconductor and thereby
investigate the charge and energy transfer dynamics. Here the femtosecond optical ex-
citation pump is used to trigger the non-equilibrium dynamics. The X-ray probe, tuned
to the resonant energy of Cu, monitors these transient dynamics as a function of time
elapsed from the photoexcitation. In a direct resonant inelastic scattering process the
hole is filled by a valence band electron upon emission of an X-ray photon of frequency
wk0 and momentum~k0, while the indirect process involves intermediate excitations in
the core shell which are reflected in the energy and momentum of the scattered pho-
ton, as schematized in fig 8.3 a) for Cu1+. Thus, since resonant X-ray absorption is
element and orbital specific, the RIXS probe records snapshots of the occupied and un-
occupied transient states in the electronic structure of the dopant atom and can directly
monitor charge trapping and exciton localization processes [4]. These excitations will
differ in nature depending on the position of the Fermi level within the semiconductor
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Figure 8.3: Schematic of the expected RIXS process for the case of Cu1+. Here the M2,3 transition falls
in the indirect RIXS regime. The trapping of electrons is expected to quench the scattering channel. b)
Reference M2,3 edge XAS taken at the BACH beamline.

bandgap. Thanks to the FEL time resolved RIXS, our expected results are twofold: (i)
Since transient exciton localization may affect the unoccupied density of states, we ex-
pect to observe spectral changes of the elastic component of the RIXS spectrum, which
is inherent to the unoccupied density of states through the absorption process. (ii) On
the other hand, charge trapping formation and dynamics will affect the inelastic com-
ponent of the RIXS spectra. Given the very low intensity on the inelastic band peak,
in this experiment we focused our attention only on the elastic peak which nonetheless
gave us precious information on the Cu1+ dynamic upon excitation.

The Spectrometer

The Scienta XES 355 [24] is equipped with three reflecting gratings mounted at different
fixed angles on a Rowland circle geometry: the entrance slits, the grating surfaces and
the plane of the detector lie on the same circle for each grating.

Figure 8.4: Optical arrangement of Scienta XES 355. Image adapted from [25].
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The spectrometer is designed so that the detector images the entrance slits (see figure
??): the luminosity and the resolution reach the maximum when the source is placed at
the entrance slits. In this condition the maximum acceptance angle (0� 5� parallel to the
slit, 0 � 0.5� perpendicular to the slit) is achieved. The entrance width can be adjusted
in the range 0 � 100 µm; the two blades can rotate around an axis parallel to the slit.
As the slits close, the spectrometer resolution can be improved. Selection of grating
in use is carried out by means of two shutters (the grating selector), which define the
illumination of the grating selected. When high resolution is required, a recommended
(calculated) optimum part of the grating should be illuminated. The optical axis of
the spectrometer can be adjusted by rotating the whole spectrometer flange by ±2�,
which corresponds to an up-down movement of the entrance slit by ±10 mm. When
the gratings are changed, the light path to the gratings has to be adjusted.

The Gratings

The three spherical gratings are fixed-mounted on a precision slab together with an
entrance slit. The gratings are made of quartz glass and are coated, each one with a
dimension of 45 ⇥ 25 ⇥ 15 mm3. The Rowland circles defined by the gratings intersect
at the entrance slit. The three gratings cover an energy range of 50 � 1500 eV in first
order; the choice of the incidence grating angle is governed by the reflectivity in the
X-ray range. The specification data of the three gratings are summarised below:

Grating Radius Groove density Grazing angle Operating range Blaze energy

#1 5 m 1200 l/mm 1.9 � 300 - 1500 eV ⇠ 400 eV
#2 5 m 400 l/mm 2.6 � 100 - 450 eV ⇠ 275 eV
#3 3 m 300 l/mm 5.4 � 20 - 200 eV ⇠ 100 eV

Table 8.1: The specification data of the three gratings. Table adapted from [25].

The Detector

The diffracted photons are collected on a two-dimensional 40 mm diameter circle detec-
tor based on three micro-channel plates (MCPs). The incoming photons are converted
in a cloud of electrons by a photon- multiplier stage through a strong electric field.
Then, a phosphor screen intercepts the outgoing electrons emitting visible sparks, the
complessive detection efficiency is of the order of 30%. The detector is free to move
on the Rowland circle in a three-axis coordinate system using a X/Y-table translator
and a detector angle rotator, in order to intercept the focus position at the various en-
ergies tangential to the Rowland circle. Finally, a CCD Basler camera with a resolution
of roughly 550⇥ 550 px images the phosphor screen through a viewport flange, tracing
the detected photons.

8.4.1 Methods

The experiment had been performed at the Magnedyn beamline on a Cu2O sample.
The RIXS photons were measured using the spectrometer Scienta XES355 previously
presented [24], which hosts a movable sample stage to vary the X-Ray incidence angle
on the sample in the range from 20 to 50 degrees with respect to the surface and an X-
Ray emission spectrometer with a 87 degrees fixed angle to the incoming X-Rays. The
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Figure 8.5: a) and b) show the detector photon counts for each pixel from two different perspectives. The
blue dot on top represent the maximum position for each pixel row in the y direction. In c) we show the
set of blue dots, and the fit used to straighten up the data. The unbent data are shown as red dots. In d) it
is presented the integral of the bent (in blue) and unbent (red) RIXS traces. The quasi-elastic scattering
from the charge order appears symmetric and is the only spectral feature influenced by the pump. The
shoulder feature on the left is a combination of dd excitations and Cu1+ emission, and charge transfer
excitations.

incoming beam is focused on the sample by the Magnedyn KB system. The spectrome-
ter geometry required linear vertical polarization of the FEL pulses. The Cu2O sample
was excited at 400 nm using the second harmonic of a Ti:Sa femtosecond laser, and
the RIXS spectra were acquired at the at the Cu M2,3 edge (see figure 8.3 b)) using the
FERMI FEL-2 at 50 Hz. Measurements were performed in a pump-unpumped configu-
ration for four delays Dt = [0.2,0.5,1.0,2,0] ps and two energies lFEL = [76.48,78.49] eV
for a total of 25 scans for each possible [Dt,lFEL] pair. After acquisition, files for each
[Dt,lFEL] pair were put together, pump and unpumped data were separated and 3D
maps were generated by counting the photons seen for each pixel (see figure 8.5 a) and
b)). Per each pixel column in the x direction we found the maximum (blue dots in fig.
8.5 a), b) and c)), and using the best fit (black curve) we rettified the trace (red dots)
around the max of the fit itself (green dot in 8.5 c)). The gaussian-like traces (fig. 8.5
d)) were subsequently obtained by performing an integral in the x direction. Finally,
the "intensity" values for the pumped and unpumped traces (Ip and Iu, respectively)
used subsequently were obtained by integrating the trace in the y direction. The error
of each trace were obtained taking the square root of the counts. In the following we
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present the results through the normalized difference, defined as:

pump/unpumped difference (%) =
Ip � Iu

max[Ip, Iu]
. (8.3)

The associated error is the error propagation.

8.4.2 Results

Figure 8.6: The dynamic of the pump/unpumped difference (%) (see eq. 8.3) for an incoming beam
energy of 78.49 eV a), and 76.48 eV b). In c) we show an interpolation between the points at the two
different incident energies.

In figure 8.6 we show the tr-RIXS pump/unpumped difference (%) on the elastic peak
for 76.48 eV (b), and 78.49 eV (a) probe energies. Being at the top of the M2,3 edge,
the trace at 78.49 eV showed a slightly higher number of counts with respect to the
other energy, which influence the error associated to the measure. Nevertheless, both
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traces show a similar behaviour on the elastic peak. The other RIXS features, including
the d � d and charge transfer excitations and Cu1+ fluorescence emission, even if very
low, seem to be unaffected by the pump. Furthermore we did not see any appreciable
shift in the position of the elastic peak. We thus conclude that the effects observed are
properties of the valence band and that the time response can directly reveal the charge
dynamics of the system. Shortly after the pump, for delay time Dt  0.2 ps, we observe
an increasing of the pumped peak intensity with respect to the unpumped case. The
difference rapidly decrease until reaching 0 for delay time Dt  0.5 ps. Here we find the
main difference: at Dt  1.0 ps while for the lower energy, the difference between pump
and unpumped traces barely moves from its previous value around 0, the difference at
higher energy remarkably increased. Subsequently, at Dt  2.0 ps, both traces follows
the same behaviour and the difference became more and more negative going towards
higher delay times.

8.4.3 Conclusions

We reported a tr-RIXS experiment performed at the M2,3 edge of the p-type semicon-
ductor Cu2O. Cu2O has been found to be a photocatalysts in the decomposition of
water into H2 and O2 under visible light radiation. With this in mind we explored the
possibility which sees the Cu1+ partecipating in this reaction. Upon visible light exci-
tation at 400 nm, an electron in the valence band in excited into the conductive band,
where we expect it to be trapped in charge trapping states after few f s. This charge
trapping process lasts for a time equal to its lifetime t before undergo disexcitement.
So that, we performed the tr-RIXS measurement to probe the trapping dynamics, which
we should be able to see in the spectral variation of the RIXS signal. We focused our
attention on the elastic peak, on which we saw an appreciable variation (within the
errorbar) in its intensity for the excited (pumped) system with respect the not excited
system. This measurement thus highlights the active participation of the Cu1+ in the
charge trapping process. This is of extreme interest since, contrary to more surface-like
technique, RIXS has the ability to probe the bulk to the material under investigation. We
can finally conclude that the charge trapping process of Cu2O does not merely depend
on features given by the surface (in fact, since the surface is a breaking symmetry point,
it easily shows defect points of the crystal which create new states for charge trapping),
but rather it is a property of the material.

8.5 RIXS spectrometer for the FURKA beamline
1

In the following section, we present the optical design of the Furka soft X-ray RIXS
spectrometer to be located on the Furka beamline at SwissFEL. The spectrometer is de-
signed to reach a resolving power above 11600 at 930 eV (Cu L-edge important, for
example, for the physics of correlated cuprates) at its best resolution. With this energy
taken as reference, the VLS coefficients are optimized to cancel the lineshape asym-
metry (mostly from the coma aberrations) as well as minimize the symmetric aberra-
tion broadening at large grating illuminations, dramatically increasing the aberration-
limited vertical acceptance of the spectrometer.

1 Cristian Svetina, Danny Fainozzi, et al. Design of a soft X-Rays RIXS sprectrometer for SwissFEL. To be
submitted, 2021.
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Figure 8.7: Top - the layout configuration of the Furka grating spectrometer. Bottom - a zoom on the
tilted grating which explain the need to find the value h = h1 + h2 used in the solid angle calculation.

In order to process the spectrometer design we need three main quantities: the grating
spectrometer efficiency, the grating spectrometer energy resolution DE, and the solid
angle subtended by the grating W(a, R1). It is very important to note that the complete
transmission T of the grating is proportional to DE · W(a, R1). The grating efficiency
decreases with increasing incidence angles (a) while, on the contrary, the solid angle in-
creases with increasing incident angles but decreases with increasing distance from the
source R1. The efficiency of the grating spectrometer was simulated with the REFLEC
software [26] for a reflecting grating made of pure Si with a 30 nm Pt coating. The sim-
ulation was carried out for a density line range in between 300-3600 mm�1, an incident
angle range between 86-89.5 �, a grating height ranging 3-11 nm, and an incident beam
energies in between 250-2000 eV. The 4D matrix generated was subsequently refined
through a custom MATLAB code also used to generate the resolution and the solid an-
gle of the grating.
The equations required to determine the resolution of a grating spectrometer are pre-
sented in the following. The grating equation states the diffraction condition (where
h is the grating line density, a is the incident angle, b is the diffracted angle, m is the
diffraction order, l the wavelength, and E is the energy)

sina + sin b = mhl
E= hc

l====) E =
hcmh

sina + sin b
. (8.4)
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Here, we use the convention that the angles are measured relative to the surface normal;
a and b have opposite signs if they are on opposite sides of the normal; it follows that
positive orders are the inside orders. In the following we are going to consider only the
first diffraction order, thus setting m = 1. From the perspective of the grating, a finite
source size results in a finite spread (da = sS

R1
) of incident angles at a given point on the

grating, where sS is the source size and R1 is the distance from the source to the grating.
Differentiating equation 8.4 with respect to a yields the source term. The source size DS
is taken as the FWHM of the source distribution, which corresponds to 2.355 times the
standard deviation if the distribution is Gaussian. We define the resolution as [27, 28]

|dE|S =
E2

hch
cosada =

E2

hch
cosa

DS
R1

(8.5)

From the point of view of the grating, in a monochromator, the exit slit allows a finite
range of diffracted angles (db = sEx

R1
) and hence energies to leave from the instrument,

where sEx is the exit slit size and R2 is the distance from the grating to the exit slit. In a
spectrometer, the exit slit is typically replaced by a position sensitive detector, and the
resolution is determined by a Gaussian like spatial resolution rather than the hard cutoff
of an exit slit. If DD is the FWHM of the detector spatial resolution, then Differentiating
equation 8.4 with respect to b yields the exit term3,4 spatial resolution of the detector
DD

|dE|D =
E2

hch
cos bdb =

E2

hch
cos b

⇣DD sing

R2

⌘
(8.6)

In a high resolution grating instrument, the surface quality of the optics is a significant
factor limiting the resolution, and cannot be ignored. For a grating, the slope error can
be viewed as locally changing both a and b, and the contribution to the resolution can
be expressed as [28, 29]

|dE|gr = 2.355 · Dgr
E2

hch
(cosa + cos b) (8.7)

where Dgr is the rms slope error (FWHM ⇠ rms · 2.355, see appendix for more info) on
the grating. If the optical design has additional optics, the slope error on these must
also be considered. If there are mirrors upstream and downstream of the grating, then
slope errors act to broaden the range of incident angles on the grating, and the effects
can be found from eq. 8.4 considering the effect on a and b

|dE|opt = 2 · 2.355 ·
E2

hch
(Dpre cosa + Dpost cos b) (8.8)

where Dpre and Dpost are the rms slope error on the mirror pre-granting and post-grating,
respectively. In our case, we chose to neglect these last terms since Dpre and Dpost will
be much smaller than the other parameters. The total energy resolution DE is found by
adding the various components in quadrature, that is:

DE(a, b,h, E) =
q
|dE|2S + |dE|2D + |dE|2gr. (8.9)

For our model spectrometer, we have used realistic parameters DS = 5 µm [30], DD = 5
µm [27], Dgr = 0.2 µrad rms (which is the present technological limit for spherical optics),
and g = 20� (which grant a flat curve in its neighbourhood). In the discussion here,
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for the sake of clarity, we only consider the optics needed for the vertical dispersion
direction. A horizontal deflection parabolic collection mirror can be added to any of the
designs and in principle does not affect the energy resolution. The maximum overall
length L is given by the experimental hutch and is taken equal to L = R1 + R2 = 6.4 m
while the minimum distance from the source was set to 1 m. The grating line density h0,
the incidence angle a0, and the grating height h0 are chosen such that the spectrometer
resolution is equal to 80 meV at 930 eV, and the grating efficiency DE times the solid
angle subtended by the grating W(a, R1) is maximized at 930 eV. This last term, grating
efficiency times the grating solid angle, is of fundamental importance for the beamline:
we expect to have an extremely low RIXS scattered photons per each FEL pulse, thus it
is crucial that we can achieve the greatest possible outcome for the transmission. The
soldi angle W was calculated for a square grating with dimensions L1 = L2 = 28 mm
tilted with respect to the incidence beam (see figure 8.7). Being L1 the tilted side we had
to take into account its projection h on the parallel plane to the incoming beam. Thus,
we had:

W(a, R1) = 4 arcos

 s
1 + x2 + y2)

(1 + x2)(1 + y2)

!
(8.10)

where we defined
x =

h
2R1

and y =
L2

2R1
(8.11)

with the value of h given by

h = h1 + h2 = R1(tanb̃ + tanb̃0). (8.12)

In figure 8.8 we show the result of the simulation. In fig 8.8 a) the simulation of
DE(a, b,h, E) against the incidence angle a and the beam energy E is presented. Here
a filter is applied: the only parameter allowed after the filter application are the ones
that satisfy the requirement DE(a, b,h, E0)  80 meV, with E0 = 930 eV. The parameter
allowed are shown as white dots. It is useful to notice that the energy resolution does
not depend on the height of the grating, thus the filter does not impose any restrictions
on the parameter h. In fig 8.8 b), c) and d) are shown the simulation of the grating
efficiency ⇥W(a, R1) against the incidence a, the height of the grating h, and the lines
density of the grating h respectively. The maximum of the surface is shown as a blue
dot while the maximum of the filtered surface is shown as a green dot. In fig 8.8 d),
the reader can see a whited wide spot on the surface: this is due to the surface being
unstable for high values of h and beam energy E. A filter on the derivative has been
applied to exclude such region of the surface. The outcome of the simulation gave the
best parameters shown in table 8.2. There has been a significant amount of work in

R1 [mm] a0 [�] h0 [nm] h0 [mm�1] DE(a0, b0,h0, E0) [meV] Eff⇥W(a0, R1)

1000 88.4 6.6 1290 79.7 2.8 ⇥ 10�6

Table 8.2: Parameters that maximize the quantity Efficiency ⇥W at E = 930 eV with the requirement
DeltaE(a, b,h, E0)  80 meV.

the development of soft X-ray RIXS spectrometers, which leaves a variety of choices for
the designer, and as always, the correct choice depends to a large extent on what goal
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Figure 8.8: a) the simulation of DE(a, b,h, E) against the incidence angle a, the values of this surface is
subsequently used to apply a filter on the Efficiency ·W(a, R1) surface in b). In c) and d) the simulation
of DE(a, b,h, E) against the height of the grating h and the grating line density h, respectively. For b),
c) and d) the maximum of the surface is shown as a blue dot while the maximum of the filtered surface is
shown as a green dot.

is to be achieved. The RC spectrometer uses a spherical constant line density grating.
The source, the grating pole, and the focus of the dispersed beam are constrained to lie
on the Rowland circle. The design features several nice optical properties, in that the
defocus and coma aberration terms are zero. However, this comes at a price: the focal
plane is tangent to the Rowland circle and hence is near grazing. Furthermore, focusing
at the grazing incidences required for soft X-rays requires a large Rowland circle (⇠ 100
m for energies and resolution similar to ours), and hence a very large translation of the
detector to stay on the Rowland circle i.e., single grating requires an unreasonable large
translation of the detector to cover a wide energy range. To go from 180 to 2300 eV
requires a horizontal translation of over 16 m and a vertical translation to almost 6 m
above beam height. This is clearly unworkable [27]. The first step in the right direction
is to consider a Variable Line Spacing (VLS) design. Using a plane figure for the grating
allows one to achieve figure errors of ⇠ 50 nrad, and thus to reach the highest resolution
for a given line density. The focusing property and aberration correction afforded by
the VLS grating allows one to work off of the Rowland circle and tune the spectrome-
ter magnification to suit the detector, and at the same time achieve excellent resolution
over a very wide energy range.
For designs involving a VLS grating, the line density h is varied as a function of the
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longitudinal position along the grating w as

h(w) = h0 + h1w + h2w2 + h3w3 + ... (8.13)

where the positive w direction is taken as away from the source as seen in figure 8.7
top. The VLS parameters are chosen to zero all aberration terms up to h3 at 930 eV (i.e.,
Cu L edge). We make use of some analytic expressions to obtain the VLS coefficients,
which will be subsequently used in the paper to evaluate the effect of aberrations by
raytracing. Spectrometers are typically designed to have an angular acceptance as large
as possible, thus their aberrations at large acceptance cannot be ignored. Another con-
tribution to the resolution is optical aberrations, which are specific to a given optical
design and must be analyzed on a case by case basis.
The grating radius R and the linear VLS term h1 are then calculated as the analytical
solutions of a system of two equations in 8.14, which are the condition on the focus
to be at R2 (bottom) plus the condition imposed on the focal curve inclination angle g
(top) to match the optimal detector inclination angle [27, 28]

8
>>>><

>>>>:

h1 =
E0

hc

⇣cos2 a0

R1
+

cos2 b0

R2
�

cosa0 + cos b0

R

⌘

tang =
cos b0

2sin b0 � R2
� tan b0

R + h1
h0

�
(8.14)

Given the parameter in table 8.2 and R1 = 1000 mm and R2 = 5400 mm, eq 8.14 gave
use a grating radius R = 52949 mm and the first correcting term h1 = �0.1449 mm�2.
The profile generated by the expansion until the second term should produce a pro-
file highly asymmetric due to aberrations dominated by the (primary) coma (i.e., the
aberration inherent to certain optical designs or due to imperfection in the lens or other
components that results in off-axis point sources such as stars appearing distorted, ap-
pearing to have a tail (coma)). With the Gaussian linewidth broadening, the aberrations
deteriorate the spectrometer resolution higher than 80 meV [29]. The line asymmetry
can be corrected by the h2 coefficient of the VLS expansion. The first step is to try
to cancel the coma aberration predominantly contributing to the asymmetry. Evalua-
tiong of the optical path function [28, 31] and setting the F30 (primary coma) term of its
Maclaurin expansion to zero yields the condition:

h2 =
3E
2hc
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(8.15)

which allows analytical calculation of h2 to cancel the coma. In our case it yields h2 =
�1.910 · 10�4 mm�3. Applying this correction, the line asymmetry should be greatly
reduced, remaining only in some asymmetry of its foot. The remaining symmetric
broadening can be reduced by the optimization of the h3 coefficient defined as [28]
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It is useful to note that the refinement of h should imply a crosstalk between h3 and
h2 i.e., the optimization of h3 with the highest accuracy should be performed under re-
optimization of h2 at each iteration step to keep the profile symmetric. For our model
case (for which the iteration has not been applied) returned h3 = �5.369 · 10�5 mm�4.
The iteration process is supposed to apply a correction on h2 of the order ⇠ 10�5 at
convergence [29]. At this point, the spectrometer resolution should have reached the
Gaussian linewidth limit, delivering a resolving power higher than 11600. No attempt
has been made to optimize VLS expansion coefficients higher than h3 because they can
hardly be realized with sufficient accuracy in a realistic manufacturing process. The
overall parameters of the VLS grating are summarized in table 8.3.

R [mm] h0 [mm�1] h1 [mm�2] h2 [mm�3] h3 [mm�4]

52949 1290 -0.1449 �1.910 · 10�4
�5.369 · 10�5

Table 8.3: Parameters of the grazing spectrometer that maximize the quantity Efficiency ⇥W at E = 930
eV with the requirement DeltaE(a, b,h, E0)  80 meV.

8.5.1 Conclusions

In summary, we simulated the VLS-grating based soft X-ray RIXS spectrometer to be
located on the new Furka beamline at SwissFEL optimizing the grating parameters and
spectrometer geometry. The spectrometer was designed using the Lagrangian multi-
plier approach i.e., the energy resolution DE was set to be < 80 meV at 930 eV, whilst
maximizing the solid angle W subtended by the grating. These measures allowed to
maximize the transmission T of the grating while keeping the energy resolution lower
than 80 meV. The lineshape asymmetry, due to the coma aberrations, was minimized
by the optimization of the h2 coefficient of the VLS power expansion. Furthermore,
the remaining symmetric line broadening at large illuminations (due to higher-order
aberrations) is reduced by optimization of h3 which in turn allows an increase of the
aberration-limited acceptance of the spectrometer. In routine experimental work, the
optimal experimental parameters and spectrometer settings can be easily calculated
using our code. Our analysis will also be implemented with a ray-tracing tool and
will give a recipe to design and operate VLS spectrometers at large angular acceptance
and in extended energy range without any major degradation of resolution beyond the
Gaussian broadening factors.
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Chapter 9

Conclusions

This thesis is focused on the innovative aspects related to the use of Free Electron Laser
(FEL) radiation, consequently there is not a single scientific objective that is deeply
discussed, but rather a constellation of different topics are outlined (e.g., transport phe-
nomena, molecular dynamics, chemical reactions, and biological structures) each one
discussed with little details. To summarize this work in a few words, here i) we demon-
strated the feasibility of X-ray Transient Grating (XTG) using a novel setup, which,
together with its extent to Full XTG, allows to access regimes of transport so far inac-
cessible, thus opening a new field in nonlinear optics. ii) we showed the first vibra-
tional dynamics with enantiomeric selectivity via time-resolved soft X-ray absorption
unlocking the ability to access the dynamics of a selected atom in molecules, and iii) we
reported a time resolved RIXS in the extreme ultraviolet where we explored the possi-
bility which sees the Cu1+ participating in the decomposition of water into H2 and O2
under visible light radiation through photocatalysis mediated by the p-type semicon-
ductor Cu2O. In regards of the RIXS technique, we also presented the simulation on the
design of the Furka soft X-ray RIXS spectrometer to be located on the Furka beamline
at SwissFEL. We also elaborated on two additional experiments: macromolecular crys-
tallography (synchrotron-based X-ray diffraction experiments have been also carried
out and presented) through the novel Incoherent Diffraction Imaging technique which
promises to overcome the nowadays limitation on biological samples resolution, and a
multi-pulse approach, termed TRUECARS, that combines broadband and narrowband
X-ray hybrid pulses with the scope to directly observe the evolution of a Conical Inter-
section with both high time and spectral resolution.

Each of these experiments shows pioneering aspects and may have a wide relevance
in the near/mid future; the first two experiments are already in an advanced stage of
development and interpretation, and will likely result in high-profile publications. The
two latter experiments, here introduced only in the theoretical frame, are being con-
stantly developed by multi-groups collaborations and will be soon converge in state-
of-art experiments.

Finally, without the slightest doubt, the future of FELs is bright. The challenges will be
many, but with more and most important scientific discoveries to come.

Stay curious.
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Fresnel propagation for the Talbot Effect

The following calculation seems to be nowhere to be found in literature. Thus, I thought
that it might be useful to solve it here for the unfortunate student who will look for its
solution in literature, not find it, and surrender because too lazy to perform him/herself.
Since I often find myself to be that student, I would like to thank my friend Marco
Pasini, belonging to the dark side of theoretical physics (University of Trieste), for the
result.

We start from equation 4.10 which is reported for simplicity
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where we set the incoming electric field as an incident plane wave E0(x0,y0,zG) = E0e�ikzG

and we remind the expression for T(x) from eq. 4.5
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which can be cleverly subdivided as follows:
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We start with B being the simplest of the two:
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We now focus on A:
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We complete the square by adding and subtracting the quantity 2nkGz
k x �

n2k2
Gz2

k2 inside
the exponential term. By doing so, we obtain:
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We recognize the same integral form as B which gives a now known result equal top
pz
k e�i p

4 . Combining the results for A and B, we finally have:
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Combining the result, we obtain the final result
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We can finally consider zG = 0 and rescale the electric field amplitude E0
2 ! E0. Thus,

we obtain:
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which is the desired result.

Slope Error of a VLS grating

The slope errors could be thought as imperfections that locally change the direction
of the normal to the optical surface and therefore change the direction of the reflected
radiation. In the figure 9.1 dJ is the change in the normal direction and 2dJ (since the
angle is doubled by the reflection) is the change in the reflected beam.

Figure 9.1: The angular change in the normal direction and in the reflected beam direction due to local
imperfections of the grating.

Given a set of measurement of this angle y1, ...,yn with an overall mean ȳ, we define
the sample variance s and the rms as:

s =

s
Âi(yi � ȳ)2

n � 1
; rms =

s
Âi y2

i
n

. (9.12)
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For a spherical VLS grating, the set of measured yi = dJi (for a large number of sam-
ples i.e., n � 1) is attended to have a Gaussian distribution around a mean value ȳ =
d̄J = 0. Thus, we can see that s ⇠ rms. It follows that the FWHM of the distribution is
FWHM = 2.355 · s ⇠ 2.355 · rms, which is the formula we used.
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