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Abstract 
We propose a preliminary model of a practical parameter setting procedure that aims at bridging the 
gap between descriptive and explanatory adequacy. We present a list of questions which can 
successfully set of 94 binary parameters in 69 languages drawn from several different families using 
positive evidence only. Our proposal can be cast within a minimalist model of the language faculty, 
assuming an underspecified universal grammar and a rich network of implications among parameters. 
We argue that the workload of parameter setting can be significantly reduced by means of two 
assumptions: first by positing that only parameters with a positive value are set; second, by showing 
that parameters can be set exclusively on the basis of a core subset of positive evidence, which we call 
the Restricted List. We suggest that a model with these properties qualifies as a plausible framework 
for language acquisition studies, and also lends itself to be applied to closed corpora, such as those 
available as the sole sources for diachronic studies. 
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1 Introduction 
In classical generative linguistics (Chomsky 1957, 1964, 1965), a parallelism was proposed between 
the task of the linguist and that of the language learner: in both cases, the task is the correct 
reconstruction of the target grammar (adult I-language: Chomsky 1986) that generates a certain amount 
of observable linguistic data. However, it is clear that the two procedures are different, both in terms of 
the input data and of mental states. 

In this article, we present a crosslinguistically applicable procedure for discovering the target 
grammar from a corpus of syntactic data under conditions resembling those faced by a first-language 
learner: that the corpus must contain only positive and qualitatively restricted evidence. We argue that, 
to successfully work out such a procedure, it is necessary to identify for most parameters a default 
state, not to be set from experience; but it is not necessary to assume that parameters are present as an 
innate list at the initial state S0 of the Language Faculty1, which can be presumed to be as minimal as 
possible.  
 The existence of language diversity will be the crucial problem of this discussion. The two most 
salient properties of human syntax studied in decades of structuralist and formal linguistics, namely 
constituent structure and constituent displacement, have now been reduced to a unified and 
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computationally simple mechanism, regarded as a species-invariant property of the language faculty: 
Merge (Hauser, Chomsky and Fitch 2002). This successful development can be regarded as the best 
example of ‘genuine explanation’ in linguistics:2 for, at the same time, it provides an effective 
descriptive framework for grammars, makes an explanatory claim about the LAD (children parse 
inputs through Merge and only acquire grammars based on it), and also assumes a structure simple 
enough to be attributed to a single crucial step of the evolution toward biolinguistically modern 
humans.3 
 However, language is obviously not as species-invariant as some other cognitive capacities; 
thus, I-languages cannot simply be the reflex of the innate initial state of the mind S0, perhaps with 
progressively visible effects determined by maturation processes of other capacities, up to the relatively 
steady final state SS; they are also shaped by culturally transmitted and environmentally triggered 
diversity.  
 Thus, to be explanatorily adequate (Chomsky 1964), linguistic theory must be able to account 
for the selection of different grammars. For this reason, diversity is central in addressing learnability 
issues. Linguists must explain how a language learner can eventually converge on the correct grammar 
of the target language, notwithstanding the amount of alternatives. Not doing so essentially amounts to 
putting aside explanatory adequacy altogether. This point has been most lucidly described by Lightfoot 
(1989: 323): 
 

Generativists nowadays describe “parametric differences” between the grammars of, 
say, Japanese and Navaho, but they rarely mention how the parameters would be set 
for the particular grammars of these languages: what the triggering experience would 
need to be for the Japanese and Navaho child. Worse, if one tries to tease out the 
implicit assumptions about the trigger, they sometimes include exotic or negative data. 

 
 Showing that a system encoding diversity is learnable should in fact be a necessary pre-requisite 
to accepting it as a cognitively realistic representation of any specific I-language. 

2 Learnability, universals and diversity 

2.1 Parameters and learnability 
A first hypothesis about the selection of a grammar from the Primary Linguistic Data (PLD) was based 
on the idea that learners could perform some a posteriori arithmetic evaluation of the fitness of each of 
several assumed grammatical hypotheses compatible with the data and with universal constraints 
(Chomsky 1957). Since the number of grammatical hypotheses satisfying this condition was normally 
very high (often infinite), evaluation procedures were abandoned as non-realistic and inefficient, and 
replaced by Principles and Parameters (P&P) theories (Chomsky 1981). 
 Heuristically, this model has been extremely productive, generating a large number of data-
driven analyses of the most diverse languages, and isolating plenty of points of abstract discrete 
contrasts among such languages. Parametric theories have been very successful in describing 
grammatical diversity as a system of abstract binary choices predefined by the Language Faculty and in 
addressing typological (e.g. Kayne 2000, Baker 2001), diachronic (Lightfoot 1979, 2006, Clark and 
Roberts 1993 Roberts 2007) and even taxonomic/phylogenetic (Longobardi et al 2013, Ceolin et al. to 
appear) issues in formal linguistics. It remains to be shown, however, if they can really address the 
‘logical problem of language acquisition’ (Hornstein and Lightfoot 1981), a challenge posed by 

 
2 As suggested by N. Chomsky in personal correspondence with one of the authors, May 2019. 
3 Thus, such a notion of ‘genuine explanation’ seems to subsume the classical success levels of descriptive and explanatory 
adequacy, as well as of evolutionary adequacy, a term used in LONGOBARDI (2003) to cover some of the main concerns of 
minimalist linguistics. 
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language variability even in the most strongly nativist frameworks. 
 In principle, the postulation of an innate system of open parameters, made available by 
universal grammar (UG), makes language learning pretty straightforward, breaking it down just to the 
individual setting of these parameters. For this reason the P&P model was quickly adopted in language 
acquisition studies4, bringing about a series of stimulating research topics, such as for example: the 
question of whether parameters can be mis-set in the course of acquisition, and how a mis-set 
parameter could then be re-set to converge with the target grammar5; the notion of deterministic 
‘triggers’ or ‘cues’6 as opposed to statistical models7; the pervasive problem of ambiguous input, i.e. 
portions of the PLD that are compatible with more than one grammar8; the question of whether 
parameter values display set-theoretical relations, and the consequent formulation of the Subset 
Principle9; the necessity of reconciling the P&P model with the obvious fact that language acquisition 
is not instantaneous, as the mere ‘switch’ of a series of parameters may predict (see the debate on the 
Continuity Hypothesis10 and the Maturation of UG11). All this led to the formulation of various 
hypotheses, some of which have some relation with our discussion. 

As discussed at length in Fodor and Sakas (2017), however, a really plausible and established 
parameter setting model has not been implemented yet, for several reasons. First, as noted by Fodor 
and Sakas, various highly influential learning models (Clark 1992; Gibson and Wexler 1994; Yang 
1999, 2002) still assume that whole grammars rather than single parameters are evaluated against the 
linguistic evidence; thus, they avoid the problem of dealing with the intricate dependencies and 
interactions among parameters (see also 3.3) at the cost of hugely increasing the computational load of 
parameter setting. Second, all these models, including Fodor and Sakas (2017) and Sakas, Yang and 
Berwick (2017), make the assumption that parameters,12 as an extensional list, are part of S0. But, as 
Fodor and Sakas (2017: 267) admit, «How burdensome that is, and how plausible it is from an 
evolutionary point of view, remains to be determined». Third, none of these models is based on a 
realistically meaningful number of parameters: even Sakas, Yang and Berwick (2017: 393), who claim 
that they «move beyond toy grammars13 and provide a large-scale study of parameter setting in a 
linguistically complex domain» formulate the proposal on a set of 13 parameters14. 
 The present work is meant to be a further step in this line of research, but it takes a different 
perspective: instead of testing the plausibility of the P&P model on the basis of a more or less 
haphazard collection of parameters, it takes a real-life collection of parameters that describe the 
variation in a circumscribed syntactic domain, and, even without presenting, at this point, a full 
operational learning algorithm, tests their settability on the basis of primary evidence. Analyzing our 
collection of parameters from the perspective of the language learner, we focus precisely on triggers, to 
determine how much of the information encoded in those parameters is in fact realistically provided to 
the child by the PLD.  
 Our starting point is a collection of 94 parameters which, abstracting away from purely lexical 

 
4 For a brief outline of parameters in language acquisition studies, see in particular THORNTON and TESAN (2007) but also 
FODOR (2001) and DE VILLERS (2001). 
5 HYAMS (1986). 
6 GIBSON and WEXLER (1994), FODOR (1998), ROEPER (1999), LIGHTFOOT (1999), CLARK and ROBERTS (2003). 
7 YANG (2002, 2004). 
8 FODOR (1998) and subsequent developments. 
9 MANZINI and WEXLER (1987). 
10 On this, see in particular CRAIN and THORNTON (2015) and references cited. 
11 Defended in particular by K. Wexler, see BORER and WEXLER (1987, 1992) and WEXLER (1994). 
12 Or parameter values in the form of the “treelets” of FODOR (1998). 
13 Where the ‘toy grammar’ was for example the three-parameter model of GIBSON and WEXLER (1994). 
14 Called «a modest collection» in FODOR and SAKAS (2017). 
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and phonetic idiosyncrasy15, aims at a near-exhaustive description of the diversity observed in the 
mental grammars of nominal structures across 69 languages from different families. We put together 
these 94 parameters using the customary tools of speakers’ grammaticality judgements, including direct 
negative evidence and sometimes rare and complex constructions: a Table with the states of these 
parameters, along with a list of questions to elicit the triggers used to set them, is found in the on-line 
Supplementary Materials (###). This apparatus achieves a good deal of observational and descriptive 
adequacy in the specified domain. 
 Thus, the empirical basis of our study differs in at least three important respects from the other 
works with comparable goals mentioned above.  
 The first is the order of magnitude of our dataset compared to previous studies: Sakas, Yang 
and Berwick’s (2017: 393) dataset consists of 307216 artificial languages generated by 13 binary 
parameters that encode differences observed in natural languages. Our system, with its 94 parameters, 
is almost one order of magnitude higher. 

Second, our parameters are all drawn from a single module of grammar: this maximizes the 
possibility of finding and explicitly laying down the pervasive implicational system that characterizes 
syntactic diversity and has a large impact on the burden of parameter setting. 

Third, our parameter system is entirely empirically motivated by the diversity observed in real, 
rather than artificial, languages. 

Against this background, we demonstrate that all our parameters are settable from unambiguous 
positive triggers; also, we argue that one of the two alternatives of each parametric choice does not 
need to be set at all, but simply corresponds to the unchanged form of S0. 

2.2 How rich is UG? 
As noticed, in classical P&P models, it was assumed that parameters are all present at the initial state of 
language acquisition S0 in the form of an extensional finite list of every possible point of variation in 
human grammars. This can be regarded as a ‘preformistic’ view of cognitive variability, adapting the 
term from 17th-18th century biology. This view was quite accepted in the 1980s and 1990s, when the 
common assumption was that the whole set of parameters of UG could amount to 20, 30 or maybe 40 
items 17. 
 This hypothesis has proved increasingly untenable in the face of empirical work on syntactic 
diversity. Our empirical collection contributes to a clear demonstration of this failure: so far, the 
observable variation in just the module of nominal syntax has required the formulation of at least 94 
parameters, even excluding nano-parameters; moreover, the investigation of the same domain in new 
languages is likely to require the addition of some new parameters to the inventory. This result neatly 
proves a point which has begun to emerge over the years: a comprehensive list of parameters extended 
to other domains and to other languages will quickly add up to hundreds or thousands of parameters, 
dwarfing the initial estimates. 

This situation poses with great force the question of how plausible it is to maintain that the 
initial state S0 of the faculty of language may consist of a preformistic list of parameters. With such a 
model, the mind of every speaker should start with several hundreds or thousands of open parametric 
choices.18 Many works have argued that a minimalist framework must devise a model of variation that 
derives parameters from a much smaller set of primitives. Especially work by Boeckx and Leivadá 
(2014), Lightfoot (2017) and Longobardi (2017) has stressed counterarguments to the classical P&P 

 
15 I.e. it excluding nano-parameters in BIBERAUER and ROBERTS (2017) terminology. 
16 The total number of languages generated by a set of 13 binary parameters in principle 8192 (that is, 213), but, as the 
authors explain (p. 399), there are constraints on some parameters that reduce the resulting language set. 
17 See for instance FODOR and SAKAS (2017) and references cited. 
18 Most of which would be irrelevant at any stage of their life, since they turn out to be [–] or [0], in our descriptive terms, 
see 4.2. 
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model; accordingly, suggestions for replacing the extensional list of parameters with an intensional 
definition have been advanced since Longobardi’s (2005) constructivist approach19 and especially in 
Biberauer’s (2019) neo-emergentist theory. 

In the present work, we cast our hypotheses within a framework compatible with a radically 
underspecified theory of the initial state. Ideally, S0 should consist of few and general invariant 
Principles of UG, e.g. Merge, perhaps locality constraints, and some tight externalization and mapping 
conditions. We assume that such conditions are restrictive enough to allow quite limited forms of 
parametric variation (see 3.2) 

A full proof of this model goes necessarily beyond the space limits of this article, but we show 
here that it is possible to envisage a simple parameter setting model that goes back to the origins of 
P&P (discovers the target grammar through a finite number of data questions), but does not commit 
itself to the assumption that the list of parameters is in fact part of UG.  

Actually, our collection of parameters and the proof that they are settable in so many languages 
under restricted realistic conditions will also be a start for investigating what is left in S0 once the 
information simply retrievable from the PLD is factored out: namely, the sum of UG and third-factor 
(Chomsky 2005) effects. This is in line with the program advocated by Lightfoot (1989: 323): 

 
If the trigger or the “primary linguistic data” (PLD) were rich and well-organized, 
correspondingly less information would be needed in UG, and vice versa. 

 

3 Some relevant properties of a parameter system 
First of all, we need to define the term parameter as will be used here: by it, we simply mean any point 
of minimal (binary) choice ultimately responsible for a set of observable syntactic differences between 
two languages. Such differences will be called manifestations of each parameter. 

The analysis of the parameters in our sample and further observation of parametric variation as 
described in the literature highlights some properties that any adequate theory of parameters should 
take into account. 

3.1 Clustering 
Already in the earliest work on parameters, for example in Rizzi (1980, 1982), Taraldsen (1978) and 
Chomsky (1981), it was noted that many of them could be associated with a cluster of co-varying 
surface manifestations, with different degrees of saliency.20 This co-variation is in principle deduced 
from a single abstract point of structural diversity (i.e. it is not just an additive list of typological 
properties).  

Over the years, a few cases of apparent macro-parametric clusters turned out to hold only in 
part and were therefore reformulated as hierarchies of smaller-scale parameters (micro- and meso-
parameters in the terms proposed by Biberauer and Roberts 2017 and Roberts 2019; see also Manzini 
2019). However, several parameters in our sample still retain a robust cluster of co-varying surface 
manifestations. 

Notice also that it is not necessarily the case that the surface manifestations of a parameter 
strictly co-vary. In theory, every parameter as such corresponds to one abstract structural choice, whose 
different manifestations should all consistently follow from general principles; but various factors 
intrinsic to the structure of grammar often produce predictable deviations from this ideal pattern. As an 
example, take parameter FGP ±grammaticalized Person of our collection; the value [+], i.e. the 
grammaticalization of the feature Person, is manifested by the presence of Person inflection on verbs 

 
19 See GIANOLLO, GUARDIANO, LONGOBARDI (2008), LONGOBARDI (2014, 2017). 
20 See HUANG (1982), RIZZI (1986), KURODA (1988), POLLOCK (1989), FASSI-FEHRI (1993), LONGOBARDI (1994, 2014), 
ZANUTTINI (1997), KAYNE (2000), BIBERAUER (2008) among many others. 
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but also by the existence of visible expletive subjects21, as in French; conversely, languages with 
−grammaticalized Person, like Japanese, lack both. But if the Person inflection on verbs is particularly 
robust, a language may be a null subject language, and as such will exclude overt expletives, like 
Italian22. Thus, the actual cooccurence in the same language of all the potential manifestations of a 
parameter will often be a coincidence, depending on the interactions with other syntactic parameters or 
even morpholexical accidents of languages. 
 Especially macro- and meso-parameters affect different categories virtually by definition, so 
they are most exposed to interacting with category-internal variability (other syntactic parameters and 
also morphophonological idiosyncrasies): going back to FGP, a language grammaticalizing Person may 
show Person agreement on various categories, such verbs, pronouns, reflexives, sometimes predicate 
nouns (as in Dravidian). Each of these constructions can by itself be a trigger (cue or p-expression23 of 
that parameter), but in different languages a different subset of them is realized for general or more 
idiosyncratic reasons: for example, in IE predicate nouns do not carry Person morphology, in Mainland 
Scandinavian even the verb is normally deprived of it, in Slavic languages the same reflexive may be 
bound by an antecedent irrespectively of its Person specification. 

3.2 Schemata 
An observation made in Longobardi (2005) is that most parameters belong into a small number of types 
each identified by their general format. These similarities in format crosscut the specific applications of 
each parameter to a particular feature, or category (the latter understood as a set of lexically 
cooccurring features). These recurrent formats have been called schemata in Longobardi (2005) and 
subsequent work and should describe the domains in which invariant conditions of UG and third-factor 
fail to apply. Importantly, parameters of the same schemata are likely to share similar properties with 
respect to the way they are set (cf. 5.2).  
 The schemata of possible variation fall into at least three main types. Some schemata have 
directly to do with the presence of certain formal features in the grammar. So, for α a feature or a set of 
features lexically associated with a functional category, the first type of schema interrogates about its 
occurence: 
 
(1)  a. is α available in language L?  

 b. is α grammaticalized in language L?  
 
 ‘Available’ means here that a feature or a category can be used in a certain language (though 
not in others) as a choice of speakers, without being obligatory in a grammatically defined context. For 
instance, the licensing of a postnominal non-prepositional genitive in German or Greek as opposed to 
English and most Romance is accounted for by an availability parameter in our sample (GFO 
±GenO).24  
 ‘Grammaticalized’, instead, is understood as ‘obligatorily valued in a set of grammatically 
definable contexts’. Number has this characteristic in English or Italian nominal arguments, though not 
in Chinese (see FGN ±grammaticalized Number). 
 Other schemata govern the combination of (sets of) features with each other: 
 
(2)  a. is α associated with phonological realization in language L?  

 
21 Among other manifestations, see 4.4. 
22 Which is still +grammaticalized Person by virtue of the Person agreement on the verb. Parameter setting is expounded in 
section 4. 
23 CLARK and ROBERTS’s (1993: 317) definition of p(arameter)-expression is reported here: «A sentence σ expresses a 
parameter pi just in case a grammar must have pi set to a definite value in order to assign a well-formed representation to σ.» 
24 See Crisma, Guardiano and Longobardi submitted. 
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 b. is α associated with interpretive content in language L?  
 c. is α associated with weak morphosyntactic realization (i.e. is it a clitic with designated hosts) 

in language L?  
 d. is α associated with some other feature or set of features β on the same functional item in 

language L? 
 

 The most typical instantiation of (2)a is an empty category, licensed in a language, though not 
in others: in our sample, Ibero-Romance differs from Italian or French in the possibility for a null noun 
to be licensed by a definite article in the presence of any modifier (DNN ±null N-licensing article). In 
other cases, just a single feature may be phonologically absent from the realization of a head, such as 
Number from nouns in French (FNN ±Number on N). 
 The semantic counterpart of (2)a is (2)b. Some category or single feature in some language 
may, in certain contexts, lack mapping to the interpretive component; the most typical case is 
exemplified by expletive pronouns and articles, as e.g. in our parameters NEX ±proper names in D, 
PEX ±personal proper names in D, FEX ±partial personal proper names in D, all about the 
distribution of articles with proper names, which differs in languages as close as different Italo-
Romance varieties. 
 (2)c is represented by parameters distinguishing between languages with clitic articles or 
possessives, whose position is determined by that of a designated host, e.g. the head noun or certain 
adjectives for enclitic definite morphemes of Romanian or Bulgarian (DCN ±article-checking N). 
 A transparent instantiation of (2)d is the difference between Italian and French with resprct to 
possessive pronouns: French mon appears to combine two features, definiteness and 1st Person genitive, 
which occur on different items in Italian, il and mio.25 
 Finally, some schemata govern the realization of relationships between (sets of) features not 
cooccuring in the same item: 
 
(3)  a. is α morphologically spread to positions where it is not interpreted in language L? 
 b. does α trigger overt movement (internal Merge) in language L? 

  
Schema (3)a asks if agreement in the value of a feature holds between two categories (with the 

feature actually being interpreted in just one position): for instance, FSN ±Number spread to N, 
governs the difference between languages like Basque, in which Number is only expressed on the 
determiner and not on the head noun, and the rest of European languages, a distinction with a lot of 
indirect consequences (Crisma and Longobardi in press, based on Delfitto and Schroten 1991). 

Finally, (3)b is based on the assumption that long distance relations between two positions (e.g. 
the scope- and θ-positions of an operator phrase) is determined universally (so, there is no variation in 
probing by a category), but, as has been known since Huang (1982, such a relation can be accompanied 
or not by overt displacement of the category involved. This variation schema seems one of the most 
commonly encountered in the study of crosslinguistic differences, NWD ±weak Person (based on 
Longobardi 1994, Crisma and Longobardi in press, and governing raising of proper names to D, among 
many other consequences) is the first of a long series of such parameters in our sample26. 

In sum, such a system identifies few possible formats for the variability of syntactic 
relations/operations, determining a number of potential binary choices, which become actualized only 
on encountering overt evidence for them in the PLD. Thus, an interesting property of schemata is that 
they describe how tightly the possible variability appears to be constrained. A natural question to be 

 
25 This schema takes inspiration from Sportiche’s (1986) comparison of pronominal, anaphoric and bound-variable features 
in English and Japanese. Longobardi (2014) also discusses how the features of no and any in English may appear as 
specified on one and the same item (nessuno/ningún) in Italian/Spanish. 
26 The formulation of this schema does not commit us to claiming that all movement must be feature-driven. 
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addressed in further work is then how much of this constrained variability can be derived as a 
consequence of UG and how much can be ascribed to third-factor (Chomsky 2005) effects or to the 
very nature of the PLD. 

3.3 Implicational structure 
In many cases, one of the two states of a parameter will be predictable from the states of other 
parameters (Baker 2001, Guardiano and Longobardi 2017, Roberts 2019, among others). 
 To give an idea of the scope of this phenomenon, notice that 94 parameters should theoretically 
generate 294 languages, but, given the implicational structure, the actual number of languages generated 
by our parameters is much lower than 294, in fact. Using the procedure developed in Bortolussi et al. 
(2011), Ceolin et al. (to appear) calculated that the number of languages generated by the first 30 of 
our 94 parameters is 152˙448 possible languages (~217) instead of 230. Beyond this threshold, a precise 
calculation becomes heavy in terms of computational resources, therefore it is more practical to 
proceed by projections. Given that the number of implications grows when one considers the other 
parameters in the list, it is probable that the cardinality of languages generated by the full 94 parameters 
is in the order of 240-250; this is still however unmanageably huge from the point of view of language 
learners, if they were in fact concerned with this kind of estimates, as in a model evaluating a large 
number of whole grammars at the same time. The implicational structure has important positive 
consequences also for a system setting parameters one by one, though, because it makes a very large 
proportion of potential choices completely irrelevant for the setting procedure (see 4.2). 

4 Parameter setting  

4.1 Parameters and PLD 
The parameters in our collection were initially formulated relying on manifestations which also include 
ungrammaticality judgements, which can be obtained by linguists working with native consultants. 
However, the most restrictive hypothesis about language learners is that they have no access to 
negative evidence, direct or indirect27: the model presented here aims at testing this restrictive 
condition. 
 We show that at least one value of each parameter in our collection can be unambiguously 
associated with positive evidence available in the PLD, i.e. with visible triggers or p-expressions (see 
Supplementary Materials). 

In the concrete, to do so, we associated each parameter with a list of one or more YES/NO 
questions with the following property: 
 
(4)   Each question must ask about the occurrence of (a set of) observable grammatical 

patterns/properties, and therefore have the logical form of a simple existential question: 
  ‘Does a (set of) structure(s)/interpretation(s) so-and-so occur in language L?’ 
 

 The purpose of these questions is precisely that of identifying the possible p-expressions for 
each parameter. From the point of view of the language learner, it is only those p-expressions that 
matter, the ‘structure(s) so-and-so’ encountered in the PLD, not the questions, which have been 
reconstructed a posteriori from the linguists’ experience. 
 Since each question must be answerable only on the basis of positive evidence, two corollaries 
follow: 

 
(5)  a. the question cannot have the form of a negative existential: 

  ‘Is a structure/interpretation so-and-so impossible/unattested/ungrammatical in language 
 

27 See in particular LIGHTFOOT (1989: 323-324) and LASNIK and LIDZ (2017: 247). 
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L?’28 
b. the question cannot have the form of a universal assertion, which would amount to a hidden 

negative existential: 
  ‘Is a structure/interpretation so-and-so obligatory (i.e. present in all relevant contexts) in 

language L?’ 
 

 This, of course, does not mean that answers to questions of the type in (5) are never part of the 
full set of manifestations for a given parameter. In fact, they are and constitute fundamental evidence in 
the investigation of the linguistic competence of adult native speaker. However, under the most 
restrictive approach, they are not available or usable in language acquisition. 

In the Supplementary Materials we present 94 sets of questions, one set for each parameter: at 
least one question in each set conforms to the condition in (4). This can be shown to be sufficient to 
warrant the settability of the parameters in the 69 languages of our sample from positive evidence only. 

4.2 Downsizing the setting task 
As mentioned in section 2.2, our model does not need to attribute an extensional list of alternatives to 
the initial state. Rather, we view ‘parameter setting’ as the addition of structure to S0 only when 
positive evidence requires it, i.e. when such addition is needed to parse an utterance which contains a p-
expression of a parameter. In this model, actual parameter setting in the course of language acquisition 
can be outlined as in (6): 
 
(6)  a. positive evidence adds the relevant structure to the mental grammar, conventionally indicated 

as +parameter P 
b. SS results in a string of +parameter P’s being added to S0  

 
 Thus, parameters are additions to the initial state of the mind, i.e. only one state (conventionally 
coded here as [+]) needs to be set from empirical evidence. Therefore, if no relevant manifestation for 
+parameter P is present in the data, the grammar does not change: no p-expression is encountered, no 
structure is added to the grammar. In this model, the expression ‘parameter P has the value [−]’ is a 
useful metaphor for linguistic description and linguistic comparison but has no reality in the mental 
grammar at any stage29. Thus, in our system, [−] is the default30 value for parameter P in the sense that, 
recasting Biberauer’s (2019: 60) words, it ‘literally requires the acquirer to do nothing’. 
 Another factor that obviously reduces the acquirer’s burden is the implicational structure 
discussed in section 3.3, which results in some states being predictable from other states. We label a 
predictable state ‘0 parameter P’, and again ‘0 parameter P’ is a descriptive tool with no reality in the 
mental grammar. 
 In sum: 
 

 
28 Excluding this kind of question is equivalent to treating as irrelevant/unattainable the answer NO to questions of the form 
(4), thus ruling out the relevance of indirect negative evidence for the language learner. 
29 But see 5.2. 
30 However, the default state for a given parameter does not necessarily coincide with it being statistically frequent 
(typologically ‘unmarked’). Consider for example the fact that −parameter P may coincide with a seemingly less 
economical derivation, as in the case of NWD ±weak person, where the [−] value characterizes languages that overtly 
attract referential nominal material to the D area. Take also FSN_±number spread to N: +FSN languages have (at least some 
class of) nouns displaying variable number morphology; on the contrary, languages which do not set the value [+] for this 
parameter exhibit indeclinable nouns. In our language sample, languages with a [+] value (i.e. the non-default) are by far the 
majority (62 out of 69). A more distributed language sample, that presented in HASPELMATH (2013), still sees a 
predominance of languages that have obligatory plural marking on (at least some class of) nouns over those which don’t 
(173 out of 291). Note however that what is counted as ‘nominal plurality’ in HASPELMATH (2013) does not entirely 
coincides with ±number spread to N. For a discussion of default states, see section 5.2. 
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(7) +/−/0 are conventional symbols: 
 [+] indicates that a structure is added to the mental grammar 
 [−] indicates that a structure is not part of the mental grammar 
 [0] indicates states predictable from other states 
 
 As a result, particular grammars (I-languages) are reduced to a small subset of the overall 
number of parameters used by linguists for describing broad-scale variability across languages. 
Ultimately, then, an I-language can be seen as a string of [+]s, all added to the mental grammar on the 
basis of positive evidence 
 This produces a remarkable reduction of the workload needed for parameter setting: in our 
dataset there are 6486 (94x69) states to set, but in fact 2175 turn out to be [−] and 2925 to be [0], i.e. 
they have no reality for the language learner: as a result, there are only 1386 [+] that require positive 
evidence, an average of 20 per language. 

4.3 The Restricted List 
The clustering structure of parameters (see section 3.1) predicts three types of linguistic facts: 

 
i. the grammaticality of some core manifestations; 

ii. the grammaticality of some uncommon31 manifestations; 
iii. the ungrammaticality of some other strings/interpretations. 

 
As discussed in section 4.1, our model assumes that negative evidence is not available for the 

language learner, therefore facts of type iii are not part of the PLD. But, what about facts of type ii? 
Lightfoot (1989) contends that only a robust and structurally simple subset of the language learner’s 
experience acts as triggers; in his proposal, only cues from unembedded sentences should be taken into 
account for language acquisition (degree-0 learnability). Without engaging in a detailed evaluation of  
Lightfoot’s formal hypothesis for distinguishing facts of type i and ii32, we fully subscribe to his 
intuition that facts of type ii are not used in parameter setting, on a par with facts of type iii33. The 
parallelism between uncommon manifestations and negative evidence is well captured in Baker’s 
(1989: 334) commentary on Lightfoot (1989): 

 
Whereas it is now widely recognized that most negative data about a language are best 
viewed as “nonprimary” in nature, it is less often appreciated that at least some positive data 
need to be accorded the same status [emphasis ours, P.C., C.G., G.L.]. That is, certain types 
of acceptable sentences occur so rarely if at all in normal language use that their acceptability 
is more properly viewed as a result of language acquisition than as an input to it. 
 
The perusal of the list of questions targeting our parameters’ manifestations makes it 

immediately obvious that not all the p-expressions of a given parameter have the same saliency: some 
of the structures represented in the YES/NO questions associated with that parameter may be 
uncommon because of their structural complexity, or require elaborate pragmatic situations to be used 
felicitously. This is the kind of evidence that can be constructed by a linguist when eliciting 
grammaticality judgments from a (trained) native speaker, but may be hard for a learner to come across 
in a corpus of PLD34; it is therefore ‘nonprimary’ in Baker’s sense. Thus, for a model to be learnable, 
and in particular for all the learners to converge on the same grammar, it is necessary that no parameter 

 
31 Or ‘exotic’ in LIGHTFOOt’s (1989: 323) terms. 
32 In its formulation, degree-0 learnability is anyway not easily applicable to the nominal domain. 
33 Cf. CLARK and ROBERTS (1993: 303) fn. 3 for a similar approach. 
34 Or for a linguist working on a normal corpus of utterances, for that matter. 
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be set solely on the basis of this kind of nonprimary evidence: some core manifestation will set the 
parameter, while the more complex and uncommon manifestations will be predictable from this setting. 

For this reason, we propose a further subsetting operation, illustrated in Fig. 1. For each 
parameter, we try to isolate those p-expressions that, because of their structural or pragmatic 
characteristics, could be classed as nonprimary, and separate them from those which, conversely, could 
be considered the core primary evidence for that parameter. This latter set is what we call the Restricted 
List for each parameter, namely a subset containing only its core p-expressions.  
 

 
Figure 1. Subsets of manifestations 

 
 This model, which we illustrate in section 4.4, has an important consequence for a learner and 
for the linguist: identifying just one manifestation in the Restricted List per parameter will set the 
parameter, while nonprimary manifestations35 will follow from that setting36. This makes an immediate 
prediction: if a parameter has only one p-expression, this p-expression cannot be of the nonprimary 
type. 
 At this point, however, our individuation of the relevant Restricted List for each parameter is 
still intuitive and is not the result of a precise metric. We are fully aware that devising measurable 
criteria for sorting out p-expressions that belong in the Restricted List from those that can be safely 
labelled ‘nonprimary’ is a fundamental part in working out a full-fledged learnability algorithm, and we 
set this goal as one of the most urgent ones for future research work. 

4.4 The setting task: an example 
In sum, our model of parameter setting is based on the following tenets:  
 
(8)  a. only positive evidence is used to set parameters; 

b. no parameter is set on the basis of nonprimary patterns/structures. 

 
35 As well as intuitions about the ungrammaticality of some constructions. 
36 Note that if one assumes that only the Restricted List provides evidence to the language learner for parameter setting, only 
the questions targeting those manifestations need be subject to the strictures posed in (4), i.e. need technically to search for 
p-expressions; the questions targeting ‘nonprimary’ manifestations are only used by the linguist, and therefore can (but do 
not have to) be of the type in (5) (i.e. admit negative evidence). 
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 Furthermore, it is compatible with an underspecified UG: S0 does not need to contain an 
extensional list of parameters. 
 Now for concreteness, consider the parameter FGP ±grammaticalized Person, presented in Fig. 
2, which encodes whether the language has a formal feature ‘Person’ to be valued in certain contexts. 
The parameter has various manifestations, discussed in Crisma and Longobardi (to appear); however, 
only three of them form the Restricted List: when the language learner encounters one of these three 
manifestations (which correspond to a YES answer to the questions), s/he adds the grammaticalized 
feature Person to her/his grammar37. 
 As discussed in section 3.1, parameters are abstract properties that may have various observable 
manifestations, and it is not always the case that all the manifestations are encountered in all languages; 
therefore it is possible that different languages set FGP on the basis of different p-expressions in the 
Restricted List, and this is what we observe in our dataset: most of the languages that are 
+grammaticalized Person set the parameter on the basis of the manifestation corresponding to 
FGP_Qa. However, two languages of the set, Norwegian and Danish, have no person agreement on the 
verb (a situation likely connected to an independent morphological parameter blocking exponence of φ-
features on tensed verbs), and add +grammaticalized Person on the basis of FGP_Qb. 
 The languages that did not answer YES to any of the questions in the Restricted List for FGP 
(Korean, Japanese, Mandarin, Cantonese in our dataset) are classed as −grammaticalized Person as the 
default option38. We predict that this state will be consistently reflected in all the other manifestations 
assigned to this parameter, in other words, that none of the other questions associated to FGP will 
receive a YES answer in these languages. This is indeed the case. 
 

 
37 In other terms, the FGP parameter is set to [+]. 
38 Again, this notational device is used only for comparative purposes with no reality in language learning: we assume that 
the Korean/Japanese/Mandarin/Cantonese child, not encountering the relevant p-expressions, simply does not add the 
feature Person to his/her grammar.  
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Figure 2. Manifestations for parameter FGP ±grammaticalized person 

5 Further issues 

5.1 Ambiguity in the PLD 
The various attempts at devising a learning algorithm based on the P&P model for syntax, briefly 
referred to in section 2.1, recognize ambiguous data as a fundamental problem that any model has to 
deal with39. Ambiguous data are a consequence of the fact that even the simplest strings of an E-
language are normally the expression of more than one parameter: the interaction among some of them 

 
39 See in particular FODOR and SAKAS (2017) and SAKAS, YANG and BERWICK (2017), and references cited. 
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may conspire to produce the same surface string in different languages, even if they have opposite 
values40. 
 As an illustration of this point, consider the following noun phrase from four different 
languages: 
 
(9)  a. lup-ul  ROMANIAN 
 b. vŭlk-ŭt BULGARIAN 
 c. úlfur-inn ICELANDIC 
 d. otso-a BASQUE 
  wolf-ART 
 “the wolf” 
 
 In all the four cases, the head noun is followed by a morpheme that could be labelled ‘an 
article’41. Notwithstanding this surface similarity, the four languages all differ in their nominal syntax, 
as is immediately apparent as soon as the same nominals are modified by an adjective: 
 
(10) a. lup-ul negru ROMANIAN 
  wolf-ART black  
 b. cherni-yat vŭlk BULGARIAN 
  black-ART wolf 
 c. svarti úlfur-inn ICELANDIC 
  black wolf-ART 
 d. otso beltz-a BASQUE 
  wolf black-ART 
  “the black wolf” 
 
 Thus, because of its ambiguity, the question ‘Does the sequence Noun-Article occur in 
language L?’ is not associated with any parameter in our collection, even if the sequence is obviously 
very robustly represented in the PLD. The sequence can in fact result from the cliticization of the 
article on the noun raised to the D position, as in Romanian and Bulgarian; from the cliticization of a 
definiteness affix on a noun lower in the structure, as in Icelandic; from the fact the whole DP is head-
final, as in Basque. Therefore, we do not consider the sequence Noun-Article a p-expression that the 
language learner can use to set any parameter. 
 Other very common structures, however, do provide unambiguous triggers, such as the noun 
phrases modified by an adjective in (10). Equally clear are the examples in (11), where the phrase-final 
position of asko ‘many’ unambiguously singles out Basque as having head-final DPs, as opposed to 
Romanian, Bulgarian and Icelandic42: 
 

 
40 The typical example discussed in the literature (e.g. GIBSON and WEXLER 1994 and FODOR 1998) is that of SVO 
sentences, that are generated by a basic VO grammar, like that of English, but also by an OV V2 grammar, as in German. 
41 This label can group the four cases only in a very loose sense. In particular, the Icelandic morpheme, though it marks 
definiteness, is different from the article of Romanian and Bulgarian because of its structural position. As for the Basque 
clitic, it does not mark definiteness but argumenthood (see CRISMA and LONGOBARDI, to appear). 
42 We assume that head-finality in Basque is generated via overt movement of the complement of D to its Spec (see CRISMA 
and LONGOBARDI to appear, in KAYNE’s 1994 framework). 
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(11) a. mulți lupi (negri) ROMANIAN 
 b. mnogo (cherni) vŭltsi BULGARIAN 
 c. margir (svartir) úlfar ICELANDIC 
 d. otso (beltz) asko BASQUE 
  “many (black) wolfes” 

 
The questions identifying the relevant p-expressions to set the parameters in our collection are 

of this type: they single out unambiguous evidence, but are still confined to relatively simple and 
common utterances, which could be good candidates for membership in the relevant Restricted Lists. 

5.2 Default states and the PLD 
The parameter-setting model described in section 4 assumes that a parameter is added to the mental 
grammar (+parameter P) only if positive evidence requires it in order to be parsed; if no such evidence 
is available in the PLD, then the structure does not become part of the mental grammar at all (the 
default state, represented by the symbol [−]43). Patterns such as the one in (11) may constitute a 
challenge for this model, for two reasons. 
 First, the model postulates that positive evidence plays no role in the case of one of the two 
values, the one called −parameter P: this state, from the point of view of the language learner, is not 
parameter setting, it is nothing at all. But in the case of (11), which manifest DP-headedness, it seems 
unreasonable to suppose that one property, say ‘DP is head-initial’ is set on the basis of the evidence 
((11)a-c) and added to the relevant I-languages, while the reverse, ‘DP is head-final’, is not, with the 
Basque learner ignoring (11)d. 
 Second, if one were adamant in maintaining that for all parametric choices one of the two 
options must be the default state [−] and the other one the [+], set on the basis of the PLD, it would be 
very hard to decide which one is which on a principled basis, it is almost like the flip of a coin44. 
 In sum, this parameter has two properties not contemplated by our model so far: 
 
(12)  a. unambiguous p-expressions for each of the two possible values are robustly attested45; 
 b. there is no obvious default value for the parameter by present criteria. 
 
 As a matter of fact, from the learner’s perspective, facts like those in (11) and (12) are still 
consistent with a setting model such as the one presented in (6): the learners encounters manifestations 
for ‘DP is head-initial’ or ‘DP is head-final’, the two possible values for a parameter ultimately 
responsible for DP headedness46, adds the relevant feature to the grammar accordingly; which is the 
default state for the parameter is not an issue for the language learner. However, these facts are a 
problem for the linguist aiming at a consistent description of syntactic variation in terms of [+]s and 
[−]s, which may be a necessity in case the system is implemented in a full-fledged computational 
algorithm or in a tool for language comparison47. We are aware of this inconsistency in the model’s 
architecture, and we suggest that a promising direction for investigating it may be taking into account 
that parameters that do not seem to have an obvious default value are headedness parameters: this 
category has been shown to be special in other respects, for it seems to be sensitive to prosodic cues 
and to be set very early in acquisition48. We leave this topic for future research. 

 
43 Intended purely as a comparative linguist’s notational device with no status for the language learner, see 4.2. 
44 See the Questions relative to Parameter NOD in the Supplementary Materials. 
45 Obviously, not for both values in the same language. 
46 NOD in our collection. 
47 As e.g. in CEOLIN et al. (to appear) 
48 See BIBERAUER (2019: 52-53) and references cited. 
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 Note that headedness parameters pose a problem for the model’s architecture because of the 
conjunction of (12)a and (12)b. A parameter with property (12)a alone is not a problem, for our model 
only requires that each parameter is associated with positive evidence that set +parameter P, but makes 
no prediction as to the kind of data associated with −parameter P, the notational metaphor used by 
linguist for structures/features that are not part of the I-language in question. Actually, parameters with 
property (12)a but not (12)b are rather common in our dataset, and for certain purposes this property is 
more a blessing than a problem. Consider in fact that finding positive evidence for −parameter P can 
be of great practical value to the linguist working with native informants, and, crucially, with closed 
corpora: in fact, encountering evidence for −parameter P means that the search of p-expressions for 
+parameter P can be terminated. The questions meant to identify p-expressions for −parameter P are 
therefore called Stop Questions49. However, there is no need to assume that Stop Questions have any 
part in the child’s acquisition process, because, different from what happens with headedness 
parameters, for these parameters it is rather straightforward to motivate the identification of [+] and [–] 
(=default) values, as we will show directly. 

For example, one of the core manifestations to set parameter FGN ±grammaticalized Number50 
to [+] is the presence of visible agreement in Number between a singular/non-singular nominal 
argument and the verb. However, in languages that are −grammaticalized Number there is positive 
evidence that ±grammaticalized Number cannot be set to [+]: in these languages the same noun phrases 
are systematically associated to both singular and plural interpretations. Similarly, the most salient 
manifestation of parameter FSN ±Number spread to N51 is the presence of systematic number 
exponence on the head noun and not just on determiners; languages which set the value [−] for this 
parameter use the same head nouns with both singular and plural determiners. In both cases, it is 
natural to assume that the [+] value is associated with the presence (vs. absence) of visible 
morphological marking and contrasts: upon encountering the relevant morphemes in the PLD, the 
learner adds +grammaticalized Number or +Number spread to N to his/her grammar52. The existence 
of positive evidence for [−], which amounts to morphological identity of singular and plural forms, can 
naturally be taken to play no role in language learning. 
 Finally, there are parameters which straightforwardly identify a default value, because they do 
not seem to have an easily conceivable Stop Question: that is, they only have p-expressions for one 
value, which then will be [+], with the other being the default value. Many parameters responsible for 
the presence/absence of overt movement (schema (3)b), along the model inaugurated by Huang (1981), 
seem to belong to this group53. Often, only one of the two states of the choice has unambiguous 
manifestations. The examination of empirical cases in our sample suggests that the default value is the 
one producing overt movement (e.g. N raising over adjectives: see Bernstein 1991, 1993, Crisma 1991, 
1996, Valois 1991 and the subsequent debate); the lack of corresponding movement in other languages 
(presumably the possibility of replacing them by a covert Long-Distance relationship) represents the 
marked value, requiring positive evidence in the data.  
Actually, the availability (or not) of Stop Questions is not a property of each single parameter, but 
rather of parameter types, largely corresponding to the schemata (1)-(3). For example, among those that 
we have not already exemplified above, the parameters corresponding to schema (1)a, do not seem to 

 
49 Where available, in the Supplementary Materials they are listed after the questions that set each parameter to [+]. 
50 Which was mentioned above as an example of schema (1)b: ‘is α grammaticalized?’ 
51 Which was mentioned above as an example of schema (3)a: ‘is α morphologically spread to positions where it is not 
interpreted?’ 
52 Note also that in the case of grammaticalization parameters (schema (1)b), it is simply unfeasible to attribute the 
grammaticalization of all possible formal features to the initial state S0, with positive evidence used by learners to eliminate 
all those features that are irrelevant in each particular language, see for example parameter FGT in the Supplementary 
Materials. 
53 With the notable exception of headedness parameters, discussed above. 
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have a conceivable Stop Question for principled reasons: being an available category can only be a 
positive specification, because something unavailable simply does not have a p-expression, essentially 
by definition; for instance, among the manifestations which set the value [+] of parameter FRC ±finite 
relative clauses is the possibility, in a language, for the predicate of relative clauses to bear morphology 
specific to verbs. Yet, the presence of such a structure is not incompatible with other types of 
realization of relative clauses (e.g. nominalization strategies). Hence, the presence in a language of 
relative clauses not realized as finite clauses, by itself does not provide evidence for −FRC. Another 
clear case is that of two features associated on the same functional item of the lexicon (schema (2)d): 
there is good evidence that they may also occur separately in the same language (e.g. Spanish mi ‘my’ 
combines the possessive features present in the same language on mio/mia and the definite ones of 
el/la).  

If all these preliminary considerations prove correct, they may lead to a principled 
understanding of the notion of default parametric values. 

5.3 Minimalist speculations 
A full minimalist reduction of the parameter apparatus to structures emerging only in the course of the 
learning path from S0 to SS requires two further steps, that we are pursuing in ongoing research.  

One is a deductive reduction of parameters and even schemata to simpler axioms, i.e. to 
representing just the restricted space of variation left free by simple principles on Merge and its 
mapping to the interface levels, provided by UG and perhaps third-factor conditions.  

The other crucial step consists of not leaving it to UG to stipulate the long and apparently 
idiosyncratic list of implications or hierarchies among such parameters, which are listed in Table A in 
the Supplementary Materials, because at S0 the parameter themselves would not yet be there: then, the  
implicational structure must also be derived from general principles of the initial state of the mind or 
the third factor.  
 As noted, these topics exceed the goals of this article, but the empirical success in formulating a 
realistic setting procedure, as achieved here, corroborates the assumed model of parameters which 
provides the testing ground for these remaining theoretical issues. 

6 Conclusions 
In this work, we outline a parametric model of syntactic diversity and learnability that provides a 
practical discovery procedure for grammars (parameter values). We prove its success across a large 
number of real-world languages. 
 Our parameter setting procedure relies on the use of positive evidence only, therefore it 
constitutes a plausible framework for child language acquisition studies; furthermore, it only uses a 
core subset of the positive evidence, the one which is presumably more common in the PLD (the 
Restricted List). 

Our proposal achieves these results on account of two assumptions. First we drastically reduce 
the number of parameters to be set in each individual language, since we argue that only one state of 
each parameter, coded as [+], needs to be set from the PLD. The other state, coded as [–], corresponds 
to the original state of the system before exposure to environmental evidence, i.e. it does not exist in 
the minds of speakers. Second, we further downsize the number of parameters to be set, showing that 
most parameters are simply irrelevant (non-existing choices, coded as [0]) in each given language, 
owing to the pervasive implicational structure of possible syntactic variability. 
 Finally, we draw attention to the fact our model does not require the postulation of a predefined 
extensional list of open choices at the initial state of the mind. As such, it is compatible with a radically 
underspecified theory of the language faculty. 

 
Paola Crisma 
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