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A B S T R A C T

Liquid biopsy emerges as a noninvasive, easily repeatable, and potentially
low-cost approach alternative to standard tissue biopsy. In most cases, it can
be used to investigate the cause of symptoms or to help diagnose a number
of different health conditions. Although originally used to designate analysis
of non-solid tissues to screen for cancer cells, liquid biopsy also refers to the
investigation of other general body fluids including its constituents characteri-
zation and not necessarily related to cancer.

In this thesis, three new applications for the usage of label-free markers in the
analysis of body fluid cellular constituents will be presented. Digital Holographic
Microscopy (DHM) and optical tweezers are applied to the characterization
of ex-vivo generated and native red blood cells. In a second application, neu-
trophils precursors are characterized and classified according to its cellular and
nuclear morphology during granulocytic differentiation. In a third proposed
application, morphological markers retrieved by digital holographic microscopy
are used to perform fast screening urinalysis, including leukocyturia and bac-
teriuria. Lastly, although not label-free, fluorescence superresolution microscopy
is used to bring insights into why nuclear morphology can be used as a trustful
label-free marker and shows the structural arrangement of lamin in the nucleus
of neutrophil precursors with unprecedented resolution.

The use of optical tweezers and digital holographic microscopy provided related
results in terms of cell deformation and membrane fluctuations for ex-vivo
generated and native red blood cells, allowing a reliable discrimination between
them. In the second application, digital holographic microscopic images pro-
vided additional information with respect to the standard fluorescence imaging
of stained nucleus, allowing the discrimination between different stages of neu-
trophil differentiation with a label-free approach. In addition, the use of DHM
to perform fast screening urine analysis allowed to identify urine components
despite its low contrast in a flowing and turbid environment. Lastly, for the
first time in literature, the supramolecular arrangement of the lamin meshwork
in the nucleus of neutrophil precursors are presented with a 70nm resolution.
Fast screening label-free liquid biopsies integrates the group of emerging ap-
proaches that will revolutionize the future of early disease diagnosis and
therapeutic choice with disruptive impact on the society. All the investiga-
tions described in this Thesis were aimed to contribute to this promising and
intriguing new scenario.
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Part I

I N T R O D U C T I O N





1
L A B E L - F R E E M A R K E R S F O R L I Q U I D B I O P S Y

1.1 label-free markers

Label-free markers refers to the group of biomarkers that, by definition, are
able to indicate cellular, biochemical or molecular alteration in cells, tissues or
fluids without the need of labels [1]. Later, the definition has been broadened
to include biological characteristics that can be objectively measured and
evaluated as an indicator of normal biological processes, pathogenic processes,
or pharmacological responses to a therapeutic intervention [2].

These markers are usually extracted and evaluated at single cell (low through-
put) [3, 4] or for high throughput, fast screening [5, 6]. Further, they can be
classified as: screening biomarkers, which are used in risk prediction; diagnostics
biomarkers, used to check if a disease is present; and prognostic biomarker, for
monitoring disease progression [7].

Label-free markers utilize intrinsic physical properties of the sample, which
includes the characterization of some properties: mechanical (flexibility, de-
formability, viscosity), electrical (charge, electrical impedance, dielectric per-
mittivity), optical (refractive index), or phenotypical (morphology, weight) [8].
Label-free markers arises as a non invasive technology that bypass the intrinsic
costs and time demands of labeling procedures.

1.1.1 Mechanical Markers

Cellular intrinsic mechanical properties, such as flexibility, deformability and
viscosity have been shown to be promising biomarkers. For instance, the de-
formability of cells (i. e., compliance under an applied load) [9] is an indicative
of underlying cytoskeletal or nuclear changes associated with various disease
processes and changes in cell state [4].

Other mechanical properties extensively used as markers are: stress, defined as
force per area; viscosity, which measures the degree to which a liquid resists
flowing under an external stress; and stiffness, the extent to which a material
resist deformation under an applied force [10]. For instance, stiffness have been
used to characterize spherocytosis, a cytoskeletal disorder from red blood cells
[11, 12]. Invasive cancer cells have shown increased cell deformability compared
to benign or normal cells of the same origin [13–15] and changes in stiffness of
leukocytes in response to activation with antigens or other signals [16].
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4 label-free markers for liquid biopsy

Biomechanical markers can be either measured directly, as the examples above
mentioned, or can be estimated from primary measurements. For instance,
from cell membrane fluctuations (CMF) it is possible to estimate the bending
modulus [17, 18]. In this way, additional mechanical markers can be extracted
also with non-contact microscopic techniques, such as Oscillatory Optical
Tweezers or Quantitative Phase Imaging (QPI) [17].

1.1.2 Phenotypical Markers

The importance of cell morphology can be best exemplified by the distinct
morphologies associated with different cell types. The adage ‘form follows
function’ applies to cells as RBCs, which its biconcave shape allows oxygen
exchange at a constant rate over the largest possible area [19], granulocytic
neutrophil differentiation, which nuclear morphology is associated to cell matu-
ration, migration and the release of extracellular traps [20, 21] and sheet-like,
polarized epithelial cells, that provide barrier functions through out the body
[22].

Due to well-established relationship between morphology and cellular function,
morphological biomarkers have become widely utilized to characterize cellular
functional heterogeneity [23]. Common morphological features, that can be
used as biomarkers are: cell area, perimeter, circularity and elongation, in two
dimensional, and surface area, optical volume, sphericity and height (thick-
ness) in three dimensions. Other phenotypical markers are mean corpuscular
haemoglobin (for RBCs) and cell dry mass [17, 21, 24–27].

Although two-dimensional label-free morphological markers can be derived from
standard microscopic techniques as bright field microscopy or phase contrast
approaches, QPI additionally provides information about sample height and
changes in its refractive index [17, 25–27]. In this thesis, Digital Holographic
Microscopy is used as main technique to extract cellular morphological features.

1.2 liquid biopsy

The term liquid biopsy or equivalently, fluid biopsy is originally used to des-
ignate the sampling and analysis of non-solid biological tissues, as blood, to
screen for cancer cells or tumor nucleic acids [28–30]. In most cases, biopsies
can be used to investigate the cause of symptoms or to help diagnose a number
of different health conditions. Where a pathological condition has already been
diagnosed, a biopsy can be used to measure how severe or at what stage it is
[31]. Liquid biopsy can designate also the investigation of other general body
fluids like urine, synovial fluid, amniotic fluid, cerebrospinal fluids and serous
fluid, including its constituents characterization and not necessarily related to
cancer [32].



1.2 liquid biopsy 5

The concept of liquid biopsy is referred in this thesis as the analysis of the
cellular components of body fluids. More specifically, label-free markers are
suggested for the characterization of RBCs and neutrophil precursors during
granulocytic differentiation in specific contexts other than blood analysis.
However, the derived parameters can be extended to blood biopsy. Moreover,
morphological markers are suggested to identify and count urine constituents.





2
M U LT I M O D A L M I C R O S C O P Y

Multimodal microscopy consists on the use of more than one microscopic
technique, either employing them simultaneously in the same setup [33], or
separately, but investigating the same object of study [34, 35]. The combination
of different microscopic readouts from the same specimen, opens new avenues
to understand structure-function relations in biomedical research. Commercial
microscopes, for instance, are usually equipped with epifluorescence or bright/-
dark field microscopy, as a reference to some highly specialized modalities.

On the other hand, it is also desirable to combine two or more those highly
specialized modalities working together to provide equally valuable perspectives
from a single phenomenon. For example, Raman spectroscopy and Quantitative
Phase Imaging (QPI) are complementary with each other as both morphologi-
cal and chemical information can be obtained from the co-registered sample
without fluorescent labelling [36–38].

Several studies also apply combined label-free and fluorescence imaging, be-
cause they can provide both structural and functional images from different
working mechanisms. For instance, the implementation of QPI together with
epifluorescence has been demonstrated in [39–41] and used to investigate live
cell membranes in [42]. In another example, total internal reflection fluorescence
(TIRF) was implemented in an Optical Tweezers (OT) instrument to perform
single molecule experiments [43]. Label-free imaging provides structural and
morphological indicators, while fluorescence imaging allows the visualization of
specific molecules as labeled proteins.

In this chapter, I will introduce the two main microscopic techniques used in this
Thesis to investigate label-free markers for liquid biopsy at single cell level and
fast screening: Digital Holographic Microscopy (DHM) and Optical Tweezers
(OT). Furthermore, Stimulated Emission Depletion (STED) microscopy was
used to deeper investigate a morphological marker, so it will be also introduced.

2.1 digital holographic microscopy

The concept of Digital Holography Microscopy is understood here in the sense
of digital recording of the holograms and the numerical reconstruction of the
wave fields in a computer. There are many ways in which digital holography
can be realized, including off-axis, in-line, coherent, and incoherent holography.
Comprehensive reviews on the topic can be found elsewhere: [44–50].

7



8 multimodal microscopy

In the next sections I will recapitulate the hologram recording and numerical
reconstruction process of coherent digital holographic microscopy in off-axis
configuration. Then, its application to the study biological phase samples will
be introduced.

2.1.1 Historical context

Holography is already over half a century old, if we mark its birth from the first
developed theory by Dennis Gabor (1948), while he was working to improve the
resolving power of electron microscopes [51]. Gabor’s theory was then validated
by a number os scientists worldwide: G.L. Rogers, A.B. Baez, H. El-Sum, P.
Kirkpatrick and M.E. Haine. Regardless its initial response from the scientific
community, the interest in optical holography declined after a few years due to
poor image quality caused by light sources with very limited coherence and
poor quality recording plates.

In these early years, the mercury arc lamp was the most coherent light source
available, and due to its low coherence, (in the micrometer range) it was only
possible to produce holograms with this depth, thus restricting research. A
further issue was the overlap of the desired image with the twin-image and
the undirected light resulting in the DC-term in the reconstruction (as seen in
Figure 2.1). These hurdles were overcome in the sixties with the invention of
the laser by Maiman (1960) [52], whose coherent light was ideal for making
holograms, and, with the separation of the reconstructed image terms by an
off-axis setup developed by Leith and Upatnieks (1962) [53].

Figure 2.1: Dennis Gabor showing as an off-axis hologram of a transparency is recorded
(left) and first hologram and first holographic reconstruction, 1948 (right).
Images from [54].

Although many progress has been made, yet the object wave could be re-
constructed optically but not be measured directly. In 1967, Goodman and
Lawrence demonstrated the feasibility of numerical reconstruction of an image
from a Fourier hologram detected by a vidicon camera [55]. Twenty-seven
years later, Schnars and Jueptner were the first to use a CCD camera directly
connected to a computer as the input, and compute the optical phase image in
a Fresnel holography setup [56]. Only with the technological progress in the
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computer field, as well as the advent of digital recording devices such as CCD-
and CMOS-camera, Digital holography could replace physical and chemical
recording processes with electronic ones, and the optical reconstruction process
with numerical computation [45].

2.1.2 Principles of Digital Holographic Microscopy

Digital Holography can described as a two-part process: the first part consists
in recording both the amplitude and phase of an electromagnetic wave scattered
off (in reflection mode), or diffracted by (in transmission mode), an object.
In practice, this can be achieved by illuminating an object with a coherent
light source, interfering the resulting scattered light (the ‘object beam’) with a
mutually coherent ‘reference beam’, and recording the resulting interference
pattern on a digital media. This process is called hologram recording [45, 57].

The second part of the digital holography process is to ‘reconstruct’ the
recorded hologram into a complex image. The reconstruction procedure takes
place in a numerical environment rather than optically. This procedure is
also known as hologram numerical reconstruction [45, 57]. As the recorded
interference pattern has encoded both amplitude and phase information of
the object, the reconstruction process recovers its three-dimensional nature [45].

In Digital Holography Microscopy (DHM), the image of the object is magnified
before the hologram recording. There are two main recording geometries used
in holography: on-axis (also called inline) or off-axis, according to how the
reference wave is positioned with respect to the object wave [45]. In on-axis
arrangement, the reference coaxially illuminates the hologram with the object
wave. Alternatively, in off-axis configuration, the object and reference beams
are combined with an offset angle, called recording angle [58].

2.1.2.1 Hologram Recording in Off-axis configuration

Considering that the light emanating from the object and the reference obey
the scalar theory of light, so the object and reference waves can be defined,
respectively, as:

Õ(rrr, z) = |O(rrr, z)| expjφ(rrr,z)

R̃(rrr, z) = |R(rrr, z)| expjψ(rrr,z)
(2.1)

where φ and ψ are the respective phase factors and rrr = (x, y) and the waves
are propagating in the z−direction.

The interference1 between the object wave Õ(rrr, z) and the reference wave
R̃(rrr, z) produces a distribution of intensity, which is written as an addition of
four terms [59]:

1 In order for interference to be observed, the path-length difference between the beams should
be within the coherence length of the light source.
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IH(rrrH , zH) = |Õ(rrr, z) + R̃(rrr, z)|2

= |Õ(rrrH , zH)|2 + |R̃(rrrH , zH)|2

+ Õ(rrrH , zH)R̃∗(rrrH , zH) + R̃(rrrH , zH)Õ∗(rrrH , zH)

(2.2)

where IH(rrrH , zH) is the intensity of the hologram and the subscription H

indicates the hologram plane. The term |Õ(rrrH , zH)|2 + |R̃(rrrH , zH)|2 is often
referred as DC term and do not bring any information regarding the object’s
wavefront phase change. Õ(rrrH , zH)R̃∗(rrrH , zH) and R̃(rrrH , zH)Õ∗(rrrH , zH) rep-
resent the interference terms with R̃∗ and Õ∗ denoting the complex conjugates
of the reference and object waves, respectively.

In off-axis configuration, the reference beam is set at an angle to the object
beam. For microscopy applications, off-axis holography needs splitting the
illumination beam in object and reference, and then recombining the reference
wave with an image of the object captured. A common used approach to
implement off-axis DHM is to use Mach-Zender interferometer geometry [21,
26, 41, 46, 48–50, 60–68].

Assuming the simplest and ideal case, where the reference beam is a plane wave
with a phase factor equal to the angle it makes relative to the object beam,
i. e., the recording angle (ϕ). Then, the reference wave can be described as:

R̃(rrrH , zH) = |R(rrrH , zH)|e−jk(x sinϕ+y cosϕ). (2.3)

From Equation 2.2, the interference pattern on the recording plane will be:

IH(rrrH , zH) = |O(rrrH , zH)|2 + |R(rrrH , zH)|2+

Õ(rrrH , zH)|R(rrrH , zH)|e+jk(x sinϕ+y cosϕ)+

|R(rrrH , zH)|Õ∗(rrrH , zH)e−jk(x sinϕ+y cosϕ).

(2.4)

The consequence of the angled reference beam was a linear phase shift along
the (x,y)-axis of the recording plane. A schematic of the 2D Fourier transform
of the intensity of a recorded hologram (Equation 2.4) is shown in Figure 2.2.
The effect of the linear phase shift caused by ϕ in the space domain, becomes
a linear translation in the frequency domain and the two last terms in Equa-
tion 2.4 are centred in ±(k sinϕ, k cosϕ).

The recording angle ϕ determines the spatial frequency of the interference
fringes and consequently, the spatial separation (in the frequency domain) of
the individual terms in Equation 2.4, shown in Figure 2.2. Thus, the choice of
ϕ is constrained two conditions, in order to have a proper off-axis hologram
recording [69–71]:

1. It must be sufficiently large so the spatial frequency spectra of the phase-
shifted twin images do not overlap each other nor overlap the spectra of
the DC term in Equation 2.4 (shown in Figure 2.2).
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2. It must not exceed a maximum value, for which the carrier frequency of
the interferogram is equal to the Nyquist frequency of the detector.

The conditions imposed to ϕ are directly related to the numerical aperture
(NA) and magnification (M) of the microscope system, and to the wavelength
(λ) of the illuminating source, since they determined the spatial bandwidth
∆ϕ of each Equation 2.4’s terms. Further, for a digital recording media, with
squared recording zone, uniform sampling and identical interpixel distance
along both axes equal to ∆p, the conditions stated above are mathematically
described as [69, 71]:

sin−1
( 3

2
√

2π
NA

M

)
≤ ϕ ≤ λ

2∆p
(2.5)

2.1.2.2 Numerical Hologram Reconstruction

The optical hologram reconstruction is accomplished by illuminating the
recorded hologram with the reference wave. In this way, Equation 2.4 be-
comes:

IH(rrrH , zH)R̃(rrrH , zH) = |R(rrrH , zH)|2R̃∗(rrrH , zH)
+ |O(rrrH , zH)|2R̃∗(rrrH , zH)
+ |R(rrrH , zH)|2Õ∗(rrrH , zH)
+ R̃∗2(rrrH , zH)Õ(rrrH , zH)

(2.6)

In DHM, the reconstruction procedure takes place in a digital environment and
the process described in Equation 2.6 is performed numerically. In this case,
multiplication by the reference beam it is not necessary, rather, the numerical
reconstruction methods focus on isolating the object term Õ(rrrH , zH) from the
recorded interference (Equation 2.4) and propagating it back to the object plane.

Isolating the Object Term

In digital holographic reconstruction, a main step is to isolate numerically
the real object term from both the reference beam and the virtual object
term in the recorded hologram intensity. In off-axis configuration, the effect of
linear phase shift caused by the recording angle ϕ becomes evident when we
consider the spatial frequency of the hologram. Applying a Fourier Transform
in Equation 2.4, we have:

IH(kx, ky) = F{IH(x, y)}
= |R|2δ(kx)δ(ky) + Õ(kx, ky)Õ∗(kx, ky)
+ |R|Õ∗(kx − k sinϕ, ky − k cosϕ))
+ |R|Õ∗(kx + k sinϕ, ky + k cosϕ)

(2.7)

where F denotes the Fourier transform operator and Õ is the Fourier trans-
formed object function. (kx, ky) are the coordinates in the Fourier space and z
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is assumed to be constant in the hologram plane z = zH . The Fourier transform
of the R̃(rrrH , zH) term is a delta function δ(kx, ky)[59] centred on (0, 0) in the
spatial frequency plane.

Figure 2.2: The Fourier domain of an off-axis hologram, with a recording angle = ϕ.
(kx, ky) are the coordinates in the Fourier space. The DC term in centered
in (0, 0) and represented in green. The phase-shiffted object beams are
represented in blue. ∆k is two times the highest spatial frequency term in
the object wave.

In Equation 2.4, the hologram is composed by four terms. The first two terms
do not carry any information about the phase of the object and the angle of
the reference wave. They produce, when Fourier transformed (Equation 2.7),
the zero-order of diffraction (usually known as the DC term, represented at
the center of the Fourier transform). The third and fourth terms are identified
as the −1 and +1 diffraction orders in the Fourier domain and encode the
whole sample information, both in amplitude and phase. Due to the off-axis
configuration, the −1 and +1 diffraction orders are arranged symmetrically
around the DC term in the Fourier. In Figure 2.2 and Figure 2.4 we have
illustrated, respectively, a schematic and an image of the Fourier domain of an
off-axis hologram.

To isolate the object term Õ(rrrH , zH) from the recorded interference, we can
simply apply a spatial filter in the Fourier domain containing the +1 diffraction
order. The filter is represented as a red dashed line in Figure 2.2 and Figure 2.4.
The size of the filter should be large enough to take the maximum frequencies
from the object, but not so big to avoid introducing noise proceeding from the
DC diffraction order [71]. In a diffraction limited system, the size of the filter
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will be equal to two times the magnitude of the highest spatial frequency term
in the object wave.

Hologram Backpropagation

To reconstruct a hologram consists in calculating its diffraction back to the
original object plane towards the original illumination source. This is called back
propagation and can be model as an electromagnetic wave diffracted from an
aperture, but in this case the aperture is the hologram with a non-zero intensity
distribution that modifies the diffracting beam [72]. The numerical approaches
developed to describe the Diffraction Theory can be used to propagate back
the hologram, given the conditions imposed by the propagating distance and
wavefront modelling [57, 59].

One simple alternative, called Convolution Approach, gives a way to find the
three-dimensional complex field generated by an object that has been imaged
holographically Õ(x, y, z) by simply convolving the recorded object field in the
hologram Õ(xH , yH , d) with the Rayleigh-Sommerfeld propagator [72]:

Õ(x, y, z) = ÕH(xH , yH , d) ∗ H̃(xH − x0, yH − y0) (2.8)

where d is the propagating distance and (x0, y0) are the coordinates of the
origin of the wavefield after propagation (as illustrated in Figure 2.3).

Figure 2.3: The geometry of the holographic reconstruction distance. d is the propagat-
ing distance and (x0, y0) are the coordinates of the origin of the wavefield
after propagation.

From the Convolution theorem [57, 59], Equation 2.9 can be written as:

Õ(x, y, z) = F−1
{
F{ÕH}F{H̃}

}
(2.9)

Finally, once the complex amplitude from Õ(x, y, z) is retrieved, we can com-
pute the phase variation undergone by the the object wavefront due to the
presence of a sample in the optical path. The phase of a complex function is



14 multimodal microscopy

uniquely defined only in the principal value range (e. g.−π to +π). The recover
of original phases from the principal values is a classic signal processing problem,
known as phase unwrapping. The wrapped phase images present discontinuities
when the phase of the object has phases higher than mod(2π) and require to
be unwrapped to form a continuous phase map. The third image in hologram
reconstruction workflow from Figure 2.4 illustrates the case of a wrapped phase.

Figure 2.4: Hologram Reconstruction workflow: recorded hologram intensity of a neu-
roblastoma cell, followed by the FFT of the hologram with the zero-order
in the center and its peak blocked by a square mask equal to zero. The two
circular and symmetric patterns are the -1 and +1 diffraction orders. The
+1 order is spatially filtered in the frequency domain and an inverse Fourier
transform is applied. The retrieved phase before and after unwrapping.

There are many algorithms available for phase unwrapping, since this process-
ing problem is present in a variety of applications, such as terrain elevation
estimation, in synthetic aperture radar, field mapping in magnetic resonance
imaging and wavefront distortion measurement [73], for instance. An extensive
review on the topic can be found in the book [74]. In this Thesis, we have
approached the phase wrapping problem using a customized version of Gold-
stein’s branch-cut method [75], which was speeded optimized with flood fill
algorithm by [76]. The original source code was written by Carey Smith and
can be found in [77].
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2.1.3 Phase imaging of Biological Samples

A considerable number of biological samples either do not absorb light, i. e.,
do not modify the amplitude of light or generate only modest changes in it
. This makes them hard to image with bright field microscopy. On the other
hand, those transparent specimens (also called phase objects) generally alter, or
shift, the phase of light more significantly. Being a quantitative phase imaging
(QPI) technique, DHM is suitable to investigate phase objects without the
need of labeling, because it can quantify these phase shifts. DHM has recently
been used in different setups to study morphology, structure and dynamics of
unstained living cells [46, 48, 67]. The phase shift, δ introduced by a phase
object is proportional to the the optical path difference (OPD), which depends
on the object’s thickness t and the difference between the refractive indexes
(RI) of the cell, nc and the medium, nm:

OPD = t · ∆n. (2.10)

The phase shift is defined as:

δ =
2π
λ
OPD. (2.11)

Many cell morphological features can be directly extracted from the OPD,
e. g.OPD mean/median, phase volume, phase surface area, dry mass, phase
sphericity, phase statistical parameters, energy. Moreover, knowing the cell
refractive index (RI), various biophysical parameters, such as dry and wet mass,
protein concentration, elasticity and conductivity can be derived. Both directly
and derived OPD parameters are possible candidates to be used as markers for
cell biopsy.

2.2 optical tweezers

2.2.1 Historical Context

The existence of radiation pressure was first experimentally demonstrated by P.
N. Lebedev in Russia (1900), and Ernest F. Nichols and G. F. Hull in the U.S.
(1901). The first to propose that atoms could be trapped in a light beam was
Vladilen S. Letokhov (1968), but in 1970, Arthur Ashkin proved experimentally
that micron-sized particles could be accelerated and trapped in stable optical
potential wells using only the force of radiation pressure from a continuous
laser [78]. He trapped micron-size latex spheres suspended in water in between
two focused, counter propagating beams of light. In 1986 Ashkin, Bjorkholm,
B. Dziedzic and Steven Chu showed that particles that range in size between
0.02 and 10 microns can be trapped in a single focused laser beam [79], this
was the advent of Optical Tweezers. After showing that optical tweezers could
handle live bacteria and other organisms without apparent damage [80], Ashkin
has drawn the attention of many biologists and biophysicist to this technique.
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Since then, the applications of Optical tweezers has grown exponentially.

The historical context of Optical Tweezers written by its inventors can be read
in [81] and [82]. Further references encompassing the technological aspects and
applications include, but are not limited to [83], [84],[85], [86] and [87].

2.2.2 Basic Principles of Optical Trapping

In addition to carrying energy, light transports momentum and is capable of
exerting mechanical forces on objects. When photons enter an object that has a
different refractive index than its surrounding medium, part of the momentum
of the photons can be transferred to this object. This transfer of momentum is
the physical principle that underlies optical trapping [88]. If an object bends
the light, changing its momentum, conservation of momentum requires that
the object must undergo an equal opposite momentum change. This gives rise
to a force acting on the object [89].

In a typical OT setup, the incoming light comes from a laser that has a Gaus-
sian intensity profile. When this light interacts with a bead, the light rays are
bent according to the laws of reflection and refraction. The sum of the forces
from all rays can be separated into two components: the scattering force (due
to radiation pressure), pointing in the direction of the incident light, and the
gradient force, arising from the Gaussian intensity profile. This last one is a
restoring force that pulls the bead into the centre. Figure 2.5a illustrates how
a micro-sized particle is attracted to the gaussian laser beam.

Two different regimes of theoretical approach can be distinguished. They are
determined by the ratio of the incident light’s wavelength λ to the diameter D
of the irradiated particle:

Rayleigh Regime

If the particle is very small compared to the wavelength (D << λ), the dis-
tinction between the components of reflection, refraction and diffraction can
be ignored. Since the perturbation of the incident wavefront is minimal, the
particle can be viewed as an induced dipole behaving according to simple
electromagnetic laws [91]. In this case, the scattering force, which arises from
the absorbed or reflected light, points towards the propagation of the laser
beam (omited in Figure 2.5 scheme). The gradient force is caused by the laser
beam, which polarizes the object. This force points in the direction of the
intensity gradient (illustrated by the big arrow in Figure 2.5a and white arrows
in Figure 2.5b).
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(a) Optical forces around the focus spot. (b) Forces on an optically
trapped particle in the
ray-optics regime.

Figure 2.5: Intensity gradients in the converging beam draw small objects toward the
focus, whereas the radiation pressure of the beam tends to blow them
down the optical axis. (b) Lateral gradient force of a Gaussian laser beam
profile (top) and axial gradient force toward the focus of the trapping light
(bottom). The white arrows indicate the net restoring force. Adapted from
[90].

The scattering force is the resulting force from several events in which the
incident radiation is absorbed and isotropically reemitted by atoms or molecules.
This force is given by [91]:

Fscat = nm
σ〈S〉
c

, (2.12)

where nm if the refractive index of the surrounding medium, 〈S〉 is the time
averaged Poynting vector, c is the speed of light and σ is the particle’s cross
section, which in case of a spherical particle is defined by:

σ =
8
3π(kr)

4r2
(
n2 − 1
n2 + 2

)2

, (2.13)

with the particle radius r, the refractive index n of the particle and the wavevec-
tor k of the impinging light. The scattering force alone, would cause the object
to be propelled out of the focus. The object is stably trapped only if the scatter-
ing force is compensated by the gradient force along the opposite direction. To
achieve this, a significant fraction of the incident light should come in at large
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angles, calling for a tightly focused trapping light source typically obtained
by using a microscope objective with high numerical aperture (NA) [88]. In
this regime, the particle is approximated to a dielectric sphere and the key
parameters influencing the force of the trap are the light intensity, the refractive
indexes of both particle and medium, the cross-section of the sphere and its
radius [91].

Mie Regime

Also called Ray Regime, it assumes that size of the object is much larger
than the wavelength of the light (D >> λ) and a single beam can be tracked
throughout the particle. The incident laser beam can be decomposed into
individual rays with appropriate intensity, momentum, and direction. These
rays propagate in a straight line in uniform, non dispersive media and can be
described by geometrical optics.

After a light ray traveled through the particle, its momentum has changed
in direction and magnitude. The momentum difference is picked up by the
particle. The force due to the directional change of a ray’s momentum has
components in the forward direction as well as to the side. However, there are
many rays incident on the particle. The net force has only a forward component
due to the rotational symmetry of the problem. This symmetry is broken if
the particle is not centered exactly on the optical axis of the Gaussian beam.
In this case the particle feels a restoring force.

Figure 2.5b qualitatively depicts the predominant trapping forces in this regime.
Consider that the rays p1 and p2 in the top insert of Figure 2.5b have different
intensities, so the momentum changes of these rays (dp1 and dp2, respectively)
differ in magnitude, causing a net reaction force on the refracting medium in
the direction of highest intensity. The x-projection of this force, dpx, tends
to counteract a displacement from the laser beam axis, pulling the particle
towards the center of the beam. The axial gradient force is similarly caused by
a momentum transfer upon refraction, resulting in a restoring force toward the
focus, as in the bottom insert of Figure 2.5b.

Intermediated Regime

When the particle dimensions are comparable with the laser wavelength, the
intermediate regime, a complete wave-optical modelling of the particle-light
interaction is necessary for calculating the optical forces. For spherical particles,
the Lorenz-Mie theory can be used to generate accurate numerical results for
essentially any size and refractive index [92–94]. However, this model does
not fit for non-spherical particles e. g.elongated particles, optically anisotropic
particles, and inhomogeneous particles [94]. Moreover, in optical trapping ex-
periments complex objects from tens of nanometers to tens of micrometers
are manipulated, and cells, biological structures, metallic, dielectric, or hybrid
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structures are often far from the two extreme regimes. In such cases, the dipole
approximation can be used [95].

An optical trap forms a three-dimensional potential well for the trapped particle.
This means that the total force acting on the particle is the sum of all the
contributions from each ray forming the beam. The particle experiences an
attractive force toward the potential minimum, which is located at a stable
position where the trapped particle experiences no net force. Close to the
potential minimum, the trap can be approximated to be harmonic, e. g., the
attractive force F is directly proportional to the displacement x of the particle
according to Hooke’s law:

F = −ksx (2.14)

where ks is the spring constant or trap stiffness in the x direction and the
origin of the axis is taken at the trap equilibrium position. A calculation or
measurement of the spring constants in the three orthogonal directions gives
a calibration of the optical trap [88]. Using a laser of 1W , the typical trap
stiffness that can be obtained in a single-beam optical trap is in the order of
100 pN/µm.

2.2.3 Optical Tweezers for Nanomechanical Characterization of Biological
Samples

OTs have now been widely employed in biology as a tool to actively probe,
manipulate, and position biological systems or to measure mechanical prop-
erties from the nanoscale to microscale [96]. A particular advantage of the
use of OTs in biology is that it is a noncontact method, where forces on the
order of piconewtons can be applied very precisely in vivo and without any
mechanical contact [97]. In addition, the information contained in the light
used for optical manipulation can be used to quantify physical parameters
such as forces, viscosity, and elasticity with exceptionally small forces and
broad timescales (0.1ms− 3, 000s) [98]. Subsequent responses of any biological
system to optical forces can be measured with high precision - forces down to
femtonewtons and displacements down to a single angstrom [98].

The characteristics of the mechanical deformation of living cells are known to
strongly influence their functions, and their inability to deform sufficiently can
contribute to a number of diseases [99]. Red blood cells (RBCs) are a good
example of cells whose shape flexibility is essential to the organism and its
function: their average diameter is about 8µm, but they deform to fit through
capillaries as narrow as 3µm in diameter [17]. OT has been widely used to
perform mechanical characterization of RBCs [14, 100, 101] and to investigate
the hydrodynamics effects on the biomechanical properties of its membrane
under physiological flow and temperature changes [102, 103]. The current state
of blood cell research by optical tweezers has been thoroughly covered in this
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recent review [104].

In the results section of this thesis, a novel optical tweezer OT approach is
applied, complementarily to DHM, to measure the deformation and elasticity
of single RBCs trapped away from the coverslip. The cells membrane properties
dependence on its lipid content were investigated in two different culture
conditions.

2.3 stimulated emission depletion microscopy (sted)

2.3.1 Super-resolution Microscopy and the Diffraction Limit

The ability to investigate samples, using an imaging system with high resolving
power able to read out information about the structure and dynamics of the
sample, has always been desired in the field of natural sciences. Thus, since
Ernst Abbe discovered in 1873 that the resolution of an optical system is
limited by diffraction, there have been a lot of attempts to go beyond this
resolution limit. Abbe stated that the resolution of an optical microscope cannot
be arbitrarily improved but is subject to a fundamental limit, the so-called
diffraction limit [105]:

r =
λ

2n sinα ≈
λ

2NA (2.15)

where r is the resolution (the minimum distance between two point objects
which can be resolved by the microscope), λ is the wavelength of the illumi-
nating light, n is the refractive index of the medium between the specimen
and the objective lens, sinα is the semi-angle aperture of the objective lens,
and NA its numerical aperture. Along the optic axis, the maximum achievable
resolution is even poorer, being it related to the square of sinα.

The resolution limit in Equation 2.15 rules for incoherent illumination. In
coherent-based imaging systems, the diffraction limit if often specified as [106]:

kλ

NA
(2.16)

where k is equal to 0.82 for coherent imaging systems with circular aperture.
In practice, the resolution of an imaging system is not only limited to the
diffraction resolution, which is related to the optical system. When the light is
captured by a digital detector, (typically a CCD or CMOS camera), the spatial
information regarding the optical signal is also distorted since the camera’s
pixels have a finite nonzero size. After that, the optical signal is converted in
discrete electronic signal, and the quality of the detector including sensitivity,
dynamic range, and different types of noise will also affect the final resolution
[107]. Thus, the efforts to have a super-resolved microscope should address all
these issues.
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In some labeling microscopic techniques, such as fluoresce microscopy, the
system resolution depends further on the labeling procedures and proper the
working of the labels itself. However, what can be seen as an additional con-
straint to obtain superresolution microscopy, has actually been used to “break”
the diffraction limit [108].

Although there are many label-free optical superresolution techniques [109],
including digital holographic microscopy [66], in some cases, to image specific
structures within intact cells, such as the proteins, labeling is unavoidable. In
the following section, I will briefly introduce STimulated Emission Depletion
(STED) microscopy, a fluorescence microscopic technique, which overcomes the
diffraction limit. This technique was used in this work to investigate the struc-
tural arrangement of nuclear Lamin and its influence in the nuclear morphology
of neutrophils precursors. The results will be presented in Chapter 5.

2.3.2 Principle of STED

STimulated Emission Depletion (STED) microscopy was first proposed in 1994
by Stefan Hell and Jan Wichmann [108]. Five years later, the concept was
experimentally demonstrated by Thomas Klar and Stefan Hell in 1999 [110].
Although being a relatively new technique, realised less than 20 years ago, yet,
more than 600 publications deal with STED [111], showing its potential to
become a standard method for studying subcellular structures on the nanoscale.

In conventional optical microscopy, features bellow the diffraction limit can not
be resolved. This holds true also for classical diffraction-limited fluorescence
microcopy, where the emitters spaced by less than the diffraction limit cannot
be individually distinguished. STED microscopy overcomes this diffraction
limit by reversibly silencing (depleting) fluorophores at predefined positions of
the diffraction-limited excitation regions. Only the non silenced fluorophores
in the complementary regions emit light, allowing features closer than the
diffraction limit to be separated [112].

The fluorophores are excited by a standard excitation laser (depicted in the three
drawings in Figure 2.6). The STED beam implements a focal switch between S1
(A) and S0 (B) states induced via stimulated emission. During stimulated emis-
sion, an incoming photon, matching the emitters emission spectrum, forces an
electronically excited energy state, S1, to de-excite (within subpicoseconds) via
the emission of a second photon having the same phase, frequency, polarization
and direction as the stimulating photon [111]. In contrast, spontaneous emission
occurs stochastically during the lifetime of the excited state S1. The process of
stimulated emission effectively depletes the fluorophores in the doughnut region,
leaving only the flourophores close to the ’zero’-intensity point able to fluoresce.

In a standard 2D STED implementation, the excitation beam is Gaussian
shaped and overlaid with the red-shifted, STED beam, which confines the
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effective excitation. The STED beam is responsible to de-excite fluorophores via
stimulated emission and it has a doughnut-shaped focal intensity distribution
with ’zero’-intensity point in the center as shown in Figure 2.6.

Figure 2.6: All the emitters within the diffraction zone are excited by the excitation
beam (in green). The STED beam is responsible to create a focal switch,
where the molecules within its region are depleted by stimulation emission.
The co-aligned beams scan the sample to form a super-resolved image.
Adapted from [111].

Although the STED beam is still diffraction limited, the ’zero’-intensity point in
the center has a subdiffraction size and decreases with increasing STED beam
intensity. The co-aligned beams (excitation and STED) scans together across
a specimen, resulting in an image where the (subdiffraction) spatial resolu-
tion is given by the size of the effective fluorescent region around the ’zero’ [112].

The increase in the spatial resolution is dependent on the STED excitation
intensity and can be described mathematically as:

∆r ≈ λ

2NA
1√

Imax
STED/Isat + 1

(2.17)

The resolution of STED is an extension of Abbe’s equation for diffraction
limited systems. It scales inversely with the square-root of the ratio between the
maximum intensity at the doughnut crest Imax

STED and the fuorophore character-
istic threshold intensity Isat. Theoretically, the resolution of STED microscopy
can reach the molecule’s size (the ultimate limit of a fluorescent microscope).
However, in practice, it is limited by the signal-to-noise ratio (SNR)[113]. To
obtain an effective resolution enhancement, it is important to both generate
subdiffraction fluorescent regions across the whole specimen (according to the
Nyquist sampling condition) and to register, from all these regions, enough
fluorescent photons to obtain good SNR.

STED imaging allows the visualization of cellular structures with an effective
image resolution of down to 20nm [114], and has opened up avenues for new bi-
ological discoveries [115]. To further understand the mechanisms behind nuclear
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morphological changes, STED will be applied in this Thesis to visualize the
supramolecular structures of lamins in the nuclear membrane of promyelocytes
(neutrophil precursors). Although this Thesis is mainly focused on label-free
techniques, the use of labels is required to target lamins proteins.





G O A L O F T H E T H E S I S

The goal of this Thesis is to propose new applications of label-free markers at
nanoscale for liquid biopsy using multimodal optical microscopy techniques.

The term liquid biopsy will be used with its extended meaning referring to the
analysis of cells which can be found in some body fluids, as red blood cells and
neutrophils in blood; neutrophil precursors in fluid bone marrow; leukocytes
and bacteria in urine. On the other hand, multimodal microscopy refers to the
use of more than one microscopic technique in the investigation of the same
object of study.

Since Digital Holographic Microscopy (DHM) is intrinsically label-free and
suitable for both high throughput and fast screening, it is the most used
technique in this thesis, followed by Optical Tweezers (OTs). Other comple-
mentary techniques, as Differential interference contrast microscopy (DIC) and
standard Fluorescence Microscopy (FL) were also employed for comparison pur-
poses. Further, Stimulated Emission Depletion (STED) Microscopy was applied
to investigate the structural basis of the nuclear shape as morphological marker.

The next part of the Thesis is organized as follows: in the results part, I will
present three main applications where DHM and OT were used to extract
label-free markers to address issues in the biomedical field in both research (for
single cell characterization of Red Blood Cells and Neutrophil precursors) and
clinical (fast screening for urinalysis) contexts. In the last chapter of results
part, STED microscopy is used to investigate deeper the nuclear morphology
by characterizing a structural protein in the nuclear membrane of neutrophils
precursors during differentiation.

Finally, in the conclusion, I will summarize how the potential label-free markers
suggested for each mentioned application can be explored for liquid biopsy. In
addition, I will precis why nuclear morphology is a suitable label-free marker,
based on the organization of lamins proteins in the nuclear membrane at a
supramolecular level.
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Part II

R E S U LT S A N D C O N C L U S I O N

The morphological and mechanical properties of living cells reflect
complex functionally-associated processes. Monitoring these modifi-
cations with a label-free approach can provide a direct information
on the cellular functional state which further could be used for
screening and diagnosis purposes.
In this part, I report two different applications of label-free micro-
scopic techniques to derive morphological and mechanical parame-
ters from living cells for both single cell and wide field conditions.
These parameters have been used as markers to compare between
ex-vivo and cultured red blood cells in Chapter 3 and to character-
ize neutrophil differentiation Chapter 4 .
In Chapter 5, super-resolution STED microscopy was applied to
follow structural arrangement of lamins in the nuclear membrane
of neutrophil precursors under differentiation. Then, in Chapter 6,
the usage of DHM to perform fast screening urine biopsy, using
cell morphology as a marker, is described. Lastly, in Chapter 7, I’ll
summarize the main outcomes of the thesis and propose further
applications for the presented label free-markers in the field of
liquid biopsy.





3
B I O M E C H A N I C A L M A R K E R S F O R R E D B L O O D
C E L L S C H A R A C T E R I Z AT I O N

3.1 introduction/ motivation

The mechanical properties of erythrocytes are critical for maintaining cell func-
tions and their changes are strictly associated with its maturation process from
reticulocytes [116]. There is a worldwide effort to generate ex vivo cultured
red blood cells (cRBCs) from different sources [117–119] for broad clinical
application by using a near universal RBC phenotype. However, in ex vivo,
the triggers to terminal maturation from enucleated lobular reticulocytes to
biconcave erythrocytes remain elusive to date [120].

Mature RBCs demonstrate a remarkable deformability when subjected to
mechanical stresses [121]. This allows them to pass through capillaries with
diameter smaller than the RBC diameter at rest and restore to original shape
when they leave. The deformability of RBCs plays an important role in their
main function (transport or respiratory gases in the human body), therefore, it
represents a natural choice to compare ex vivo cultured red blood cells versus
native RBCs.

During the past years, various experimental techniques have been developed to
measure cell deformability and related biomechanical parameters for individual
RBCs. They include, but are not limited to: micropipette aspiration, atomic
force microscopy, optical tweezers (OT), magnetic tweezers, digital holographic
microscopy (DHM), dynamic light scattering, ektacytometry, microfluidics,
thoroughly discussed in several reviews [122]. DHM and OT were used to
characterize ex-vivo generated and native RBCs observing the membrane de-
formability, associated to fluctuations, and cell morphology. DHM was employed
to extract cell morphology and cell membrane fluctuations of RBCs settled on
a planar surface. Complementarily, single beam OTs was used to observe the
cell membrane fluctuations for suspended cells and cell deformability when it
is subjected to forces similar to the ones undergone in blood vessels, i. e., from
less than 1 pN to 90 pN [84, 123].

3.2 materials and methods

3.2.1 Cell Preparation

The cells were prepared by the group of Claudia Bernecker from the Clinical
Department of Blood Group Serology and Transfusion Medicine from the
Medical University of Graz. All the preparation procedure is detailed in [17]
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and have been transcribed here:

Human native erythrocytes (nRBCs) were obtained from fresh RBC units within
24 h. CD34+ cells were isolated from peripheral blood (purity 97.8± 0.5%)
with the CD34 Microbead Ultrapure Kit (Miltenyi Biotec, Bergisch-Gladbach,
Germany). Prior to sampling, written informed consent was obtained from
volunteer donors. The study was approved by the local ethics committee of the
Medical University of Graz, Austria in line with the Declaration of Helsinki
(EK 27 165ex 14/15). Erythroid differentiation from CD34+ hematopoietic
stem/progenitor cells (HSPCs) was conducted according to the established
three-phase culture model [124]. Iscove’s basal medium (Biochrome, Berlin,
Germany) was supplemented with 5% human plasma (Octapharma, Vienna,
Austria) (cRBCPlasma), or 2.5% human platelet lysate (cRBCHPL) (in-house
production) from day 8 onwards. All media were supplemented with 10g/mL
insulin (Sigma Aldrich, St. Louis, MO, USA) and 330g/mL human holo-
transferrin (BBI solutions, Crumlin, UK). Cell differentiation was induced
with 100ng/mL stem cell factor (SCF), 5ng/mL interleukin-3 (IL-3) (both
PeproTech, Rocky Hill, NJ, USA) and 3U/mL erythropoietin (EPO) (Erypo,
Janssen Biologics B.V., Leiden, The Netherlands) and 10−6M hydrocortisone
(SigmaAldrich, St. Louis, MO, USA). Erythroid differentiation was monitored
microscopically with May-Giemsa-Gruenwald (Hemafix, Biomed, Oberschleis-
sheim,Germany) and neutral benzidine co-staining (o-dianisidine, SigmaAldrich,
St. Louis, MO, USA). Additionally, the maturation stages were confirmed by
flow cytometry CD36, GPA (Beckman Coulter, Brea, California, USA); CD45,
CD71 (Becton Dickinson, Franklin Lakes, NJ, USA)) on a CytoFLEX flow
cytometer (Beckman Coulter, Brea, CA, USA). Dead cells were excluded by
co-staining with 4,6-diamidino-2-phenylindole (DAPI; ThermoFisher, Waltham,
MA, USA). After 18 days of differentiation, cells were filtered through a syringe
filter (Acrodisc WBC syringe filter, Pall, Port Washington, NY, USA) to obtain
the pure enucleated cRBC fraction free of precursors and expelled nuclei. Enu-
cleated cRBCs were further characterized microscopically by new methylene
blue staining for ribosomal residues (reticulocyte stain, Sigma-Aldrich, St.
Louis, MO, USA) and flow cytometry for CD71 expression and on the basis
of thiazole orange stain (ReticCount, Beckton Dickinson, Franklin Lakes, NJ,
USA). Before the measurements, the cells were diluted in Phosphate-buffered
saline buffer (pH 7.4) and then measured at room temperature.

3.2.2 Cell Deformation and Cell Membrane Fluctuations in an Oscillatory
Optical Trap

Cell deformation and cell membrane fluctuations of single erythrocytes con-
fined in an optical trap were investigated using custom-built oscillatory optical
tweezers (OOTs). The setup is schematically represented in figure 3.1. It is
based on the modular Thorlabs OT kit (OTKB, Thorlabs Inc., Newton, NJ,
USA) with some modifications to allow probing cell biomechanics with silica
microbeads [125, 126]. To investigate cell deformation under optical forces,
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here, we trapped and manipulated the cell directly. The trapping laser (YLM-5,
IPG Photonics GmbH, Oxford, Massachusetts, USA) is a continuous wave
(CW) infrared (IR) fiber laser at 1064nm and the optical trap can be moved
axially in a range of ±8µm from the laser focus, by using a focus tunable lens
(FTL) (EL-10-30-NIR-LD, Optotune AG, Dietikon, Switzerland).The power
of the IR laser at the sample was kept between 10mW and 30mW , allowing
trapping without damaging. A high numerical aperture microscope lens (ML)
is used for trapping and imaging (Nikon, NA 1.25, 100X, oil immersion, Nikon,
Tokio, Japan) and a tube lens (f = 200mm) for projecting the image on
the Complementary Metal-Oxide-Semiconductor (CMOS) camera (DCU224M,
Thorlabs Inc.). After cell identification, the trapping laser was switched on and
the cell was picked up into the optical trap, positioned at a height H ≈ 20µm
from the coverslip. The cell was kept in the fixed optical trap for 10 s, then
the trap was moved along the optical axis in an oscillatory movement with
frequency f = 0.75Hz and amplitude A = 5µm (for 10, s), followed by a
second oscillatory movement with higher amplitude A = 7µm(for 10 s). Finally,
by switching the laser off, the cell was released from the trap. Notice that using
the FTL, the trapped cell can be shifted up and down without the need to
change the position of the microscope objective. Cell trapping, folding and
shape recovery were monitored with time-lapse microscopy, recording at 11
frames per second.

Cell membrane fluctuations are investigated using the interference pattern
formed by the laser light scattered forward by the cell, collected by a micro-
scope lens (Nikon, NA 0.3, 10X, not shown in Figure 1) and projected on a
quadrant photo detector QPD (PDQ80A, Thorlabs Inc.) by a positive lens
(f = 40mm, Thorlabs Inc., not shown). The QPD allows for recording the
intensity fluctuations of the light with a 5 kHz frequency bandwidth. The
variance (σ2) and the power spectrum density (PSD) are calculated for the
intensity fluctuation signal S(t) acquired by the QPD and given in mV :

σ2 =< S2(t) > (3.1)

PSD(f) = FTRS(τ ) (3.2)

where RS(τ ) =< S(t) · S(t− τ ) > is the autocorrelation function, FT is the
Fourier transform and f is the frequency variable. The variance σ2 is the value
of the autocorrelation function at delay τ = 0 and shows how much the signal
values are spread from the mean value, while the PSD is a measure of the
signal’s power content versus frequency. The signal S(t), the variance σ2 and
the power spectrum density PSD are processed using custom Matlab code
(Matlab R2017b, MathWorks, Natick, MA, USA).

3.2.3 Quantitative Phase Imaging with Digital Holographic Microscopy

The cell height is obtained by numerical reconstruction of a recorded hologram
using DHM. The setup is represented schematically in Figure 3.2. It is based
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Figure 3.1: The RBC is picked up from the coverslip into the optical trap by the
trapping IR laser (red arrows). Cell imaging (down left inset) by the
microscope lens (ML) on the sensor of a CMOS camera by up-down
illumination (green arrows) while the intensity fluctuations of the light
scattered by the cell are recorded on the QPD (top left inset). Using
the Focus Tunable Lens (FTL), the position of the optical trap is moved
vertically in an oscillatory motion (lens with dotted line illustrates the
change of the FTL curvature.

on a Mach-Zender interferometer adapted to a custom inverted microscope [68,
127]. The laser beam (520nm, max 20mW ) from a diode laser (LP520-SF15,
Thorlabs Inc.) is split into two beams: one passes through the RBC and one is
used as a reference. The beam passing through the sample is again collimated
and the two beams are then recombined to form an interference pattern on
the sensor of the CMOS camera (CS235MU, Thorlabs Inc). The power of the
laser beam at the sample was less than 1mW . The 3D profile of the RBC is
obtained by numerically processing the digital hologram with custom Matlab
algorithms (MathWorks.com). The CMOS sensor works at a 110 fps frame rate
(exposure time: 9ms), recording holographic movies from which cell membrane
fluctuations are measured.

The height h at the point (x,y) of the RBC is calculated using the formula
[127]:

h(x, y) = λ ·OPD(x, y)
2π · (nc − nm)

(3.3)

where λ is the wavelength of the light (λ = 520nm), OPD(x, y) is the optical
path difference obtained from hologram reconstruction, nc is the refractive index
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Figure 3.2: Schematic of the DHM setup. Green arrows: laser beam; ML: Microscope
Lens, TL: tube lens, CMOS: camera sensor. Digital Hologram on CMOS
and 3D Reconstruction (bottom). Height profile of the cell (top right)
along the red line shown in reconstruction (top left).

of RBC (nc = 1.4184), nm is the refractive index of the medium (nm = 1.33).
The refractive index nc is considered the same for all the RBC types analyzed
hereafter [127].

An example of a digital hologram and its reconstruction is shown in figure
figure 3.2b for a native RBC (nRBC). The diameter of the cell about 7− 9µm,
in agreement with the size measured with normal bright field microscopy. The
additional information by DHM is the cell height, obtained with equation 3.3.
A height profile is taken along the red line and represented in figure figure 3.2b,
showing the characteristic profile for RBC height, with a dimple in the center.
The max cell height is 2.3µm, while the height at the dimple is 1.4µm, giving
a sphericity coefficient of CS = 1.4/2.3 = 0.61.

3.2.4 Cell Morphological Parameters and Cell Membrane Fluctuation

Using DHM, we measured morphological parameters and cell membrane fluc-
tuations. The holographic reconstruction of the DHM of the cell from a single
frame is enough to derive the morphological parameters:

cell projected area (ca):

CA = Np · pa (3.4)

where Np is the number of pixels inside the cell area and pa is the pixel
area (for an effective pixel size of p = 4.8µm/33 ≈ 0.15µm, the square
pixel is pa = 0.0225µm2).
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cell volume (cv):

CV = pa
∑
i

hi (3.5)

CV is calculated by summing the volume corresponding to all the pixels
within the cell area.

cell equivalent height (hm):

hm =
CV

CA
(3.6)

is the mean height of the cell assuming the cell was a cylinder with CA,
the cell projected area.

cell sphericity, (cs):

CS =
hD

hR
(3.7)

where hR is the cell height at the ring and hD is the height at the dimple
(see the green and blue arrows in figure 3.2). The cell sphericity is a shape
parameter which helps to evaluate if the cell is biconcave or spherocyte-
like. The ring region is the region where the cell height is maximum.
The diameter of the ring is about half the diameter of the cell. In prac-
tice, we sample the ring for cell height for n = 8 points and the dimple
for n = 3 points and we calculate hR and hD as the mean of these values.

mean corpuscular hemoglobin (mch):

MCH =
10 ·mPhase · λ ·CA

2π · αHb
(3.8)

where mPhase is the mean phase value over the cell projected area CA
and αHb = 1.96µm3/pg is a constant known as a specific refraction
increment related mainly to the protein concentration [127].

cell membrane fluctuation (cmf): To determine CMF, we calcu-
lated, for each pixel within the cell, the fluctuation of the cell height in
time (t > 1 s at 110 fps) and the corresponding standard deviation for
each pixel of the cell, STDpixi [127]. The CMF value is calculated as the
mean of STDpix [127].

CMF =
1
Np

∑
i

STDpixi (3.9)

3.3 results and discussion

Cell membrane fluctuations and deformability, together with morphological
parameters were used as biomechanical and morphological markers to compare
ex-vivo differentiated cRBCPlasma and cRBCHPL with native RBCs. Two
label-free microscopy techniques: OT and DHM, were used to characterize
the cells as described in Section 3.2. Cultured RBCPlasma and RBCHPL were
differentiated ex vivo as detailed in [17].
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3.3.1 Cell Membrane Fluctuations of Native vs. Ex Vivo-Generated RBCs
Measured by DHM

The cell membrane fluctuations were measured as mentioned in 3.2.4. To
confirm that the membrane fluctuations were not due to background noise,
the standard deviation of the optical path difference (OPD) of regions within
and out the cell were measured. Three randomly chosen pixels were used to
evaluate the OPD: one on cell simple, one on the cell ring and on background, as
shown in figure 3.3. The standard deviations of the region within the cell (ring
0.053 rad and dimple 0.051 rad) were two times higher than the background
(0.028 rad), indicating that the membrane fluctuation signals were reliably.

Figure 3.3: RBC OPD map with three points chosen randomly: ring, dimple, back-
ground (left). OPD fluctuations recorded for t > 1s and standard deviation
calculated for each chosen point (right).

To confirm the validity on the OPD fluctuation measurements, the height
fluctuations at each pixel of the cell were calculated using Equation 3.6. The
standard deviation of the height fluctuations was then calculated for each
pixel, resulting on a fluctuation map over the cell, shown in Figure 3.4 for
the case of a native RBC. The standard deviation of each pixel varies over
different regions of the cell, with values ranging from 10 to 28nm. To repre-
sente the CMFs for the whole cell in a single value, the mean value of the
standard deviation for all the pixels within the cell (Equation 3.9) was calcu-
lated. A high CMF value is associated with high membrane flickering/flexibility.

The results obtained for the three types of cells are presented in Table 3.1. The
CMF amplitude of the nRBCs is the highest, followed by cRBCPlasma and
then by cRBCHPL. Analyzing how the CMF correlates with morphological
factors as done in [127], we find that the CMF exhibits a negative correlation
with the sphericity coefficient CS projected area CA and CV for nRBCs and
cRBCHPL, revealing results which are in line with the CMF analysis of stored
RBCs [127]. The CMF amplitude of the cRBCPlasma does not follow this trend.
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Figure 3.4: Standard deviation distribution over the cell area.

Table 3.1: The height normalization coefficient, c is calculated using the mean height,
hm, given in Table 3.2. Corrected CMF is obtained from measured CMF
divided by the normalization coefficient c.

CMF Measured Cell Background Height
Normalization

Cell Corrected

mean std mean std c mean
cells n nm nm nm nm - nm
nRBC 25 54,4 10,8 24,7 6,2 1,00 54,47
cRBCPlasma 24 53,8 21,4 25,3 9,1 1,78 30,27
cRBCHPL 29 37,9 14,3 19,4 7,9 0,89 42,61

The measurements results using OOTs indicated that nRBCs are the most
flexible and cRBCPlasma the least, with cRBCHPL in between. This difference
regarding the DHM measurement might be related to subtle dissimilarities
of the cytoplasm composition for different types of cells, and the fact that in
DHM the cell height is derived from the phase retardation of the light passing
through the cell [17]. If the measured CMF is normalized by the cell height
c = hmRBC−Type/hmnRBC , the CMF values can be rearranged in a sequence
following the expected trend.

3.3.2 Morphological Parameters of Native vs. Ex Vivo-Generated RBCs Mea-
sured by DHM

The morphological characterizaton of the three cell types: nRBCs, cRBCPlasma
and cRBCHPL was done as described in Section 3.2 and the results are present
in Table 3.2.
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Table 3.2: Cell morphology parameters. CA: Cell Area; CV: Cell Volume; CS: Cell
Sphericity coefficient; MCH: Mean Corpuscular Hemoglobin; hm: equivalent
cell height.

Morphology CA CV CS MCH hm

mean ± std mean ± std mean ± std mean ± std mean

Cells n µm2 µm3(or fL) - Picogram [pg] µm

nRBC 25 55,42 ± 9,2 95,2 ± 16,6 0,57 ± 0,1 25,24 ± 5 1,72 ± 0.4
cRBCPlasma 24 41,05 ± 14,4 125,5 ± 43,3 1,04 ± 0,1 31,17 ± 11,7 3,06±0.6
cRBCHPL 29 70 ± 21,7 107,1 ± 37,8 0,671 ± 0,4 28,1 ± 10,9 1,53± 0.3

The smallest projected area corresponded to the cRBCPlasma (CA = 41.05µm2),
which had also the highest sphericity coefficient CS = 1.04 and second highest
volume CV = 125.5µm3 (or fL). Although the projected area CA is small, the
volume CV for cRBCPlasma is big because of the cell shape. In fact, the shape
of these cells is predominantly spherical-convex, different from the biconcave
shape of the nRBC. Thus, the mean height for cRBCPlasma is also maximum
among all the cell types (hm = 3.06µm), confirming this observation. The
sphericity of cRBCPlasma cells was confirmed also by the optical tweezers OT
experiments, where the cRBCPlasma cell was trapped without being deformed
and maintaining its spherical symmetry (while nRBC are clearly deformed by
the OT forces, denoting that they are more deformable, see Section 3.3.3).

The biggest projected area CA was found for the cRBCHPL (CA = 70µm2)
though it is not associated with the biggest volume (CV = 107.1 < 133.6µm3).
This is due to the biconcave shape of the cell, as reflected also by the sphericity
coefficient (CS = 0.67). From a morphological point of view for parameters:
CV , CS, MCH and hm have similar values for nRBC and cRBCHPL. The
difference in CA tells us that a cRBCHPL are slightly flattened than nRBC.
The mean corpuscular hemoglobin (MCH) values of cRBCHPL and nRBC are
similar and confirmed the MCH values reported for nRBC elsewhere [127].

3.3.3 Cell Membrane Fluctuations of Native vs. Ex Vivo-Generated RBCs in
OOTs

Cell membrane fluctuations (CMF) were investigated measuring the intensity
fluctuations of the intensity of laser light scattered by the RBC in the trap, as
described in Section 3.2. The intensity fluctuations, S(t) are due to two factors:
1) the displacement of the cell in the trap and 2) cell membrane flickering.
Although these two components cannot be decoupled, the signal analysis might
be useful if the goal is to compare the fluctuations for cells of similar size, for
which the contribution of the first component is assumed to be comparable,
while the contribution of the cell membrane fluctuations is predominant for
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Table 3.3: Variance for cells in fixed and oscillating traps.

Variance

Mean / Std [mV 2]

nRBC

(n= 32)

cRBCPlasma

(n= 24)

cRBCHPL

(n= 30)

Fix trap 460 / 160 300 / 100 470 /140
Osc. A = 5µm 10800 / 5500 5600 / 1500 9200 / 5100
Osc. A = 7µm 22600 / 10800 11300 / 3100 19900 / 11600

the difference between different types of cells.

We acquired the signal S(t) for the three cell types during the trapping experi-
ments described above. The QPD signal S(t) was sampled at 5 kHz. This is a
large frequency bandwidth, thoroughly covering the frequency band of the cell
fluctuations [21,24]. The variance (σ2) of the signal S(t) was first calculated
for each RBC in fix static and oscillating trap and then the mean value and
standard deviation of the variances for the same type of cells were determined.
From the results obtained for the three types of RBCs, shown in Table 1,
we found that the mean variances for cRBCHPL (n= 30 cells) and nRBC

(n=32 cells) are close and that both are higher than the mean variance for the
cRBCPlasma (n=24 cells). Since a higher value of the variance is associated
with higher CMF, this result shows that the CMF of nRBC is similar to that of
cRBCHPL and higher than that of cRBCPlasma. Since not all the distributions
are normally distributed, we also performed a Mann-Whitney U test. The vari-
ance distributions for each type of cells are represented graphically in Figure 4
together with the p values. The p values show a net difference between nRBC
and cRBCPlasma, cRBCHPL and cRBCPlasma, and a clear likeness between
nRBC and cRBCHPL This observation holds both for static and oscillating
trap. Interestingly, the p-value between nRBC and cRBCHPL decreases for
oscillating trap, indicating a different behavior of the cells in movement. The
variance for nRBC is higher, suggesting that the cell membrane of nRBC
fluctuates more than cRBCHPL when the cell moves in fluid.

3.3.4 OOTs Allow the Investigation of Cell Deformation under Forces of
Similar Strength as Those on Cells in the Blood Stream

A step forward towards the understanding if ex-vivo cRBCs would be suitable
to replace nRBCs is to compare how such cells behave under forces similar as
those in the blood stream. In OOTs, the radiation pressure of light interacts
with the cell, inducing cell trapping and deformation without a mechanical con-
tact. Optical trapping allows for studying the cell suspended in solution, away
from the wall surfaces of the experimental chamber. The radiation pressure of
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Figure 3.5: Variance results for nRBCs, cRBCPlasma and cRBCHPL for fixed and
oscillating traps: A = 5µm and A = 7µm,respectively. The distributions
of the variance values for each cell type are represented graphically using
the boxplot method. The p values are calculated with a Mann-Whitney U
test.

light has a clepsydra-like shape, following the intensity’s spatial distribution,
with the highest pressure at the clepsydra neck (focus of the laser beam) [128]:

RP = nm × P/A/c (3.10)

where nm is the refractive index of the medium, A is the laser spot area and
c if the speed of light in vacuum. Thus, if we consider a laser beam of power
P = 20mW focused through a high-numerical aperture lens (NA = 1.25) onto
a focal spot of diameter d ≈ 0.6µm, in a liquid chamber (nm ≈ 1.33), the
radiation pressure in the focus is RPmax ≈ 300Pa.

Step forward towards laboratorial investigation of the cells in the blood to
perform detailed liquid biopsy (at single cell level, not high throughput) . Due
to the light beam focusing through the high-NA lens, the radiation pressure
rapidly drops along the optical axis, before and after the focus. For the above
numerical values, which correspond to the OOT experimental setup, they result
in an attenuation factor of ≈ 19× L2 for the radiation pressure, where L is
the distance from the focus, expressed in microns. Considering the average
diameter of an RBC is about 8µm, the magnitude of the radiation pressure



40 biomechanical markers for rbcs

at the extremities of cell in the optical trap (L = ±4µm) drops about 300
times to RPL = 1Pa. The spatial distribution of the radiation pressure is
symmetric and well controlled by the optical configuration. Therefore, the
interaction between light and cell manifests in forces, which for a given value
of the radiation pressure, depend only on the local material and morphological
properties of the cell. A rough idea of the strength of forces locally acting on
the cell is given by:

F = Q×RP ×Ac (3.11)

where Ac if the light-cell contact area and Q is a dimensionless coefficient,
which considers the material and morphological properties of the cell [128, 129].
The value of Q ranges from 0.03 to about 0.3 for cells (Qmax = 2 for perfectly
reflecting objects), meaning that for a contact area Ac = 1µm2 the forces
acting on the cell range from less than 1 pN to 90 pN . The spatial distribution
of these forces over the cell is neither homogeneous nor isotropic and hence
they can induce cell folding and buckling.

3.3.5 Mophological and Biomechanical markers for a faithful identification
of native RBCs vs. cultured RBCs

Due to its ability to reconstruct the 3D profile of the cell, DHM provides useful
information on the cell morphology, complementary to the OOT approach. The
cell volume, CV and the sphericity coefficient, CS are two important parameters
to assess the morphologic similarity between native and generated erythrocytes.

Calculating the dry mass of the cell DHM allows to evaluate the mean corpus-
cular hemoglobin (MCH) which is another important parameter for erythrocyte
characterization. The DHM method is quite simple and fast: tens of cells situ-
ated in a field of view of about 0.2× 0.2mm can be measured simultaneously
in several seconds.

Cell membrane fluctuations (CMFs) can be measured at different points of the
cell and averaged to get the CMF value for the entire cell. The result is expressed
in terms of the standard deviation of the height fluctuations over all the cell
pixels. The values obtained for nRBCs are in line with the results reported
in the literature for nRBCs [130] and allows the comparison of nRBCs to
generated cRBCs. For nRBCs and cRBCHPL, the results obtained by DHM
(Table 3.2) follow the same trend as the results obtained by OOTs (Table 3.3).
The complementarity of DHM to OOTs can be used for a multi-parameter
analysis of cells in different conditions. DHM can be applied only to cells laid on
a surface while OOTs allow us to study the behaviour of the cells under forces
comparable to those present in the blood stream. Both techniques provide
useful information regarding the bending modulus and can be successfully used
to characterize and compare different types of red blood cells.
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M O R P H O L O G I C A L M A R K E R S F O R N E U T R O P H I L
D I F F E R E N T I AT I O N

In this chapter, I will present the results of investigation on the DHM usefulness
to characterize neutrophil precursors at distinct differentiation stages using
label-free morphological markers. Moreover, an automatic segmentation method
is proposed to estimate the nuclear region, which has the potential to be
extended for nuclear and cell characterization in other contexts.

4.1 introduction/ motivation

Nuclear morphology is closely related to cellular functioning, and during human
neutrophil differentiation, the nucleus undergoes significant changes which are
further correlated with its biophysical characteristics. Morphological abnormali-
ties in human neutrophils have been reported in severe infections [131–134] and
have recently being observed in patients with SARS-CoV-2 infection [135–138].
Since the use of ex-vivo primary mature blood neutrophils in large scale is very
limited, mature neutrophil-like granulocytes are differentiated from human
myeloid leukemia cell lines.

Human neutrophils are polymorphonuclear and phagocytic leukocytes that
comprises our innate immune system. They are generated from granulocyte-
monocyte progenitors (GMPs) in the bone marrow, where they undergo several
stages of maturation [139]. Primary blood neutrophils have a short lifetime,
and lack proliferation and transfection capacity, thus limiting their ex-vivo
experimental use in the laboratory [140]. Therefore, protocols using human
myeloid leukemia cell lines, such as HL-60 and PLB-985 (which provides higher
differentiation efficiency), have been developed for neutrophil differentiation
in-vitro [141, 142]. In the presence of appropriate inducing agents, these cell
lines can undergo granulocyte differentiation into mature neutrophil-like gran-
ulocytes [139, 140, 143]. The assessment of the differentiation process is based
on cellular morphological parameters, molecular and functional properties of
differentiated cells, defining a neutrophil-like phenotype which resembles to the
mature blood neutrophils mostly [143, 144].

Human promyelocytic leukemia cell lines, can be differentiated into granulo-
cyte -like cells using a wide variety of agents, such as all-trans retinoic acid,
butyrate, hypoxanthine, dimethyl sulfoxide (DMSO) or dimethylformamide
(DMF). During differentiation process, which lasts about 4-6 days, they follow
the subsequent stages: myeloblasts, promyelocytes, myelocytes, metamyelocytes,
band neutrophils and finally polymorpho nuclear (segmented) neutrophils [139,
140, 145]. Monitoring the changes in nuclear morphology represents one of the

41



42 morphological markers for neutrophil differentiation

most reliable technique to assess different stages and the success of the differ-
entiation process [144, 146, 147]. Thus, cells in segmented neutrophils stage,
presenting polymorph nucleus formed usually by two to five nuclear segments,
are considered as mature neutrophile-like. In the first stages (promyelocyte
and myelocyte) cells have compact ellipsoidal nuclei occupying almost all the
cell body. Nuclei of the metamyelocytes begin to be distorted and present
indentations. Band neutrophils have more distorted nuclei often with a “horse-
shoe" shape, while in the final stage, segmented neutrophils present multi-lobed
nuclei connected between them [144, 146, 147]. A schematic representation of
each maturation stage beginning from a promyelocyte is shown in Figure 4.1.

Figure 4.1: Neutrophil differentiation drawing scheme. From left to right: Promyelo-
cytes have round nucleus, occupying more than 50% of the cell. Myelocytes
are slightly smaller with smaller round nucleus if compared with Promye-
locytes. Meta-myelocytes have ellipsoidal nuclear shape with indentation.
Band neutrophils presents a nuclar shape similar to a “horseshoe". In the
last differentiation stage, the nucleus develop lobes and the cell is classified
as segmented or polymorphonuclear neutrophils.

The current practice to examine the nucleus morphology during neutrophil
differentiation involves nuclear staining and epifluorescence microscopy [145,
148–150]. Since these techniques require sample preparation and provide rela-
tively poor information, they are mostly used to evaluate the final stage of the
differentiation process. Moreover, the labelling methods have a potential risk
of altering cellular functions and phototoxicity from repeated excitation of the
dye in the imaging process limits the duration of the time-lapse imaging [150].

Oppositely, label-free techniques, such as Quantitative Phase Imaging (QPI)
are completely non-invasive because they do not require any sample preparation.
Further, if applied in suitable conditions, with temperature and O2 control, as
in an incubation chamber, the technique itself do not have limitations regarding
the experiment time. DHM, as a common implementation of QPI, has been
recently implemented in different setups to study morphology, structure and
dynamics of unstained living cells [46, 48, 67].

Morphological and biomechanical features such as cell and nuclear shape, and
membrane fluctuations are promising label-free biomarkers candidates for both
fast screening and detailed liquid biopsy. Many of them have been successfully
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combined with machine learning algorithms in cytometric classification of cancer
cells and blood cells [151], phenotyping of cell lines [152], classification of leuko-
cytes flowing in microfluidics [153] or automatic detection of P. falciparum [154].

Using QPI with a common arrangement for DHM, this chapter reports the
study (published in [21]) on the usefulness of a set of cell parameters extracted
directly from OPD to supervise the neutrophil differentiation from PLB-985
cell line.

4.2 material and methods

This section corresponds to the section "Methods" in [21].

4.2.1 Cell preparation

Neutrophil differentiation from its promyelocytic progenitors was performed
following the dimethyl sulfoxide (DMSO) protocol described in [142]. Briefly,
PLB-985 cells (DSMZ, Braunschweig, Germany) were cultured in RPMI 1640
media supplemented with 10% fetal bovine serum (FBS), 1% L-Glutamin,
as well as streptomycin (100 mg/mL) and penicillin (100 U/mL) (P/S)] at
37oC in a humidified atmosphere with 5%CO2. Cell cultures were passed three
times per week, maintaining cell densities between 105 and 2×106 cells per
mL. The cells were differentiated into a neutrophil-like state by culturing at
an initial density of 2×105 using RPMI 1640 media supplemented with 10%
FBS concentration and 1.3% DMSO for 6 days.

Cell differentiation was monitored each 24 hours beginning from day 0, for
6 days. For each measurement, 1mL of cell suspension was taken from the
culture flask. The suspension was then centrifuged and the supernatant was
removed to exclude debris and impurities. Then, the sample was resuspended
and incubated for 5 minutes at 37oC. To measure the cells, 50µL of cell sus-
pension was placed in a 18mm diameter glass slide. About 2-3 minutes were
required for cells to sediment before beginning to image it. For DHM imaging
the sample was resuspended in RPMI 1640 media while for fluorescence imaging
the sample was resuspended in a Hoechst 33342 solution of 1:1000 in RPMI
1640 media as in [149].

4.2.2 Digital Holographic Microscopy Measurements

We used a simplified version of a previously developed DHM off-axis config-
uration, based on a Mach-Zehnder interferometer [65, 68]. The laser beam
(λ = 520nm, Thorlabs LP520-SF15) was split into object and reference beams
by a fiber optic coupler (Thorlabs TW560R3F1) and recombined by a cube
beam splitter (Thorlabs, BS079) to generate the hologram, recorded on a sC-
MOS camera (Thorlabs CS2100M-USB Quantalux). The power P of the laser
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was set to P < 1mW , and the exposure time 1 < t < 5ms. The magnification
of the microscope was 33X, with a lateral spatial resolution d ∼ 600nm. An
aspheric lens (Thorlabs C230TMD-A) with the numerical aperture NA=0.55
was used as objective lens. The size of the sCMOS sensor was 4.8µm× 4.8µm.
The inter-fringe i, of the interference pattern was adjusted to 5 pixels on the
sensor, corresponding to 750nm at the sample plane.
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Figure 4.2: (A) recorded hologram, (B) reconstructed Optical Phase, (C) segmenta-
tion,(D) full field image taken at day 5 showing different types of cells; left:
after cell selection, the colors indicate cell height; right: cell and nucleus
regions are shown after cell and nucleus selection. Scale bars: 5µm.

The numerical reconstruction of the optical phase was performed using a
method based on the spatial filtering at the Fourier plane from the recorded
hologram [66]. Thus, the complex amplitude distribution of the transmitted
frequency band-pass was recovered by applying a Fourier transform over the
recorded hologram and considering a circular spatial filtering mask, located
at one of the diffraction orders. After the filtering and centering process at
the Fourier domain, the complex amplitude was Fourier transformed again to
propagate it to the sample plane and retrieve the wrapped optical phase. The
final step is phase unwrapping to get the reconstructed optical phase function.
Since these issues are of particular significance in the reconstruction process, we
defined the parameters for spatial filtering, propagation and phase unwrapping
by calibration with silica microbeads of different diameters (3− 30µm) [68].
Microbeads are the perfect sample for calibration purposes since they are
microspheres of a single material (silica, polystyerene, etc.) with known value
of the refractive index.
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4.2.3 Segmentation of the OPD function for cell and nuclear region designa-
tion

To automatically identify the cells present in the full field of view, Otsu’s global
threshold [155] is applied to the Optical Phase Difference (OPD) images after
normalization. The original OPD image is masked with the binary matrix
generated after global threshold segmentation and all the background pixels
are set to zero. To avoid that non desired objects present in the image, such as
debris or dirties, to be processed as cells, the phase volume of each object is
computed and those volumes below a predetermined threshold are discarded.
Each cell is then cropped to its bounding box region and a four-level seg-
mentation (L=4) is performed with MATLAB multitresh function followed by
imquantize from the Image Processing Toolbox. The number of levels (L = 4)
is justified by the Histogram-based Valley Estimation Method for determining
the number of clusters for an image to be properly segmented as described
in [156]. Within the cell region, three clusters are presented (as shown in
figure 4.3) while the fourth one refers to the background pixels (not shown
in the histograms). Furthermore, the search-based algorithm from multitresh
function does not converge for L > 4 and has lower values of the metrics coeffi-
cient for L < 4, indicating that the different classes are not optimally separated.

Figure 4.3: Histograms presenting the pixels count within the cell region. Each colour
represents a class corresponding to a cell region (shown on the top). The
nucleus is designated to the last segmentation class coloured in red, the
cyan and yellow regions are assigned to the cytoplasm.

In both single and multiple threshold segmentation, the thresholds are estimated
based on Otsu’s global segmentation [155]. Briefly, it works by searching the
thresholds that minimizes the weighted within-class variance (called intra-
class variance), while maximizes the between-class variance (called inter-class
variance). For an image represented in G gray levels (0, 1, ...,G − 1), the
number of pixels at level i is denoted by fi; then the total number of pixels
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equals N = f0 + f1 + ... + fG−1. For a given gray level image, the occurrence
probability of gray level i is given by:

pi =
fi
N

, pi ≥ 0,
G−1∑
i=0

pi = 1 (4.1)

If the image is segmented into L levels (classes) (C0,C1, ...,CL−1), L − 1
thresholds (t0, t1, ..., tL−2) must be selected. The cumulative probability wl and
mean gray level µl for each class Cl are respectively given by:

wl =
∑
i∈Cl

pi and µl =
∑
i∈Cl

i · pi/wl, l ∈ 0, 1, ...,L− 1 (4.2)

Therefore, the mean intensity of the whole image µT , the between-class variance
σ2
B and within-class variance σ2

W are respectively determined by:

µT =
G−1∑
i=0

i · pi =
L−1∑
l=0

µlwl (4.3)

σ2
B =

L−1∑
l=0

wl(µl − µT )2 =
L−1∑
l=0

wlµ
2
l − µ2

T (4.4)

and

σ2
W =

G−1∑
i=0

wi(µiµT )
2 − σ2

B (4.5)

The optimal thresholds are determined by minimizing the within-class variance(σ2
W ),

while maximizing the between-class variance (σ2
B).

The nuclear region is defined as the pixels from the last segmentation level
(coloured in red in Figure 4.3), because they are in agreement with the expected
morphology for the nucleus corresponding to each cell maturation stage.

4.3 results and discussion

To understand if the morphological characteristics extract by DHM could be
used as label free-markers to classify cells during its maturation stage, PLB-985
cell line was monitored during differentiation from promyelocytes to segmented
neutrophils. The cells were imaged at intervals of 24h for 6 days during its
differentiation cycle. The prominent morphological changes undergone by the
cell nucleus during neutrophil differentiation is already well stablished and
(together with other biochemical analysis) used to categorize the differentia-
tion stage. We aimed to perform the same classification without the need of
nuclear staining, by estimating the nuclear region based on OPD measurements.
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In Figure 4.2, an example of image taken at day 5 of treatment (Section 4.2.1)
shows the presence of multiple types of cells as indicated by the morphology
of the cell and the designated nuclear regions, characterized by high values of
the OPD function. At a first qualitative inspection, using the morphological
phenotypes reported in literature [144, 146, 147] it is possible to identify one
segmented neutrophil (SN), three band neutrophils (BN), two metamyelocytes
(MM), one myelocyte (M). BN are the most frequent, as expected for day 5.
The presence of other types of cells is justified by the various biological times
employed by different cells to transform [139]. This observation indicates that
OPD and the segmented OPD could be used to extract morphological markers
to characterize different stages during neutrophil differentiation.

4.3.1 Cell Differentiation

To compare the results reported in literature based on nuclear staining and
fluorescence imaging, we performed image analysis of the nucleus morphologi-
cal changes using Hoechst staining and live cell fluorescence imaging (Nikon
TE2003-E inverted microscope, 60X, DAPI fluorescence cube). In Figure 4.4 an
example of nuclear architecture changes is given for each differentiation stage.
In the first three rows: bright field, DIC and fluorescence microscopy images
were taken for the same cell with the same field of view (in each column). The
last two rows illustrate the DHM phase reconstruction images (on the top)
and the image segmentation with the suggested segmented nuclear region (in
red). Despite both bright field and DIC imaging allows only the entire cell to
be identified without no indication of the nuclear region, the last one offers
better contrast. In fluorescence images only the DNA was stained, thus the
highlighted regions corresponds to the nucleus.

At the beginning of the differentiation, corresponding to promyelocytes (PM)
and M cells, the cell nucleus is round to oval, occupying more than 50% of the
cell projected surface area (shown in columns 1 and 2 in Figure 4.4). The oval
shape begins to be preponderant to round shape for M, and the ratio between
nucleus and cell area is also slightly smaller than for PM. As the cell matures,
the nucleus begins to be indented and becomes asymmetric with respect to the
cell center (MM). A more mature cell presents highly indented nucleus and
often a “horseshoes” shape (BN), arriving to the segmentation of the nucleus
at the end (SN).

Neutrophil differentiation was monitored recording five DHM image fields /
day at intervals of 24h starting from DMSO treatment day 0 (Section 4.2.1).
Two different differentiation cycles were completed. The OPD was calculated
for each field and a qualitative inspection performed as discussed above and
showed in Figure 4.2, discarding the cells which did not correspond to the
differentiation stage of the respective day. Five groups of N > 20 cells were
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created, corresponding to the 5 stages: PM, M, MM, BN and SN, and calculated
the parameters defined above for each cell.

Figure 4.4: The first three rows show Bright field, DIC and Fluorescence images,
where each column represents the same cell. The last two rows shows the
reconstructed Optical Phase Difference (OPD) and cell segmentation.Scale
bar: 5µm

4.3.2 Label-free Morphological Parameters from Optical Phase Difference

Cellular morphologic parameters as projected surface area, optical volume and
circularity have been effectively used for the characterization of red blood cells
[127], [65], [157] in QPI and DHM. Similar parameters have also been used
to screen and classify mouse lymphocytes and macrophages [64] and recently
to classify white blood cells from bone marrow using RI tomograms [158].
Here we propose similar parameters also for the nucleus, including the ratios
between the values for nucleus and cell as parameters. We define the following
morphological parameters:

1. Projected surface area (PSA), of the cell and nuclear regions:

PSA = N · (ps/M)2 (4.6)

where N is the number of pixels within the cell, respectively nucleus
region, ps = 4.8 ∗ 4.8 = 23.04µm2 is the area of a single pixel of the
CMOS sensor and M= 33X is the microscope magnification.
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2. Optical Phase Volume (OV), of the cell and nuclear regions:

OV = PSA ·
N∑
i=1

OPDi (4.7)

where OPDi is the optical phase difference of cell / nucleus corresponding
to pixel.

3. Circularity (C), of the cell and nuclear regions:

C = 4π · PSA/Pm (4.8)

where Pm is the perimeter of the cell / nucleus. Circularity expresses
the roundness of an object, e.g. C = 1 means a perfectly round cell, as a
circular disk.

4. PSA and OV nucleus to cell N/C aspect ratio:

PSAN/C = PSAN/PSAC
OVN/C = OVN/OVC

(4.9)

where N stays for nucleus, C for cell, PSA for projected surface area
and OV for optical volume.

The mean and standard deviation values for each parameter are presented in
Figure 4.5A. for each group of cells. As one can note, PSA and OV monotonously
decrease as the cells maturate, both for cell and nucleus region. The cell cir-
cularity, CC is preserved close to CC = 1 for PM, N and MM, decreasing
slightly for the last two stages, BN and SN (CC > 0.9). As the cells present
more protrusions in these two stages, the values for circularity are also more
dispersed. The circularity values for nucleus, CN decrease more than for cell:
CN > 0.8 for PM and M, CN = 0.8± 0.08 for MM, CN = 0.69± 0.13 for BN
and CN = 0.63± 0.15 for SN, indicating that the nucleus undergoes substantial
morphological changes during the differentiation process. The relative morpho-
logical changes of the nucleus vs cell are outlined by the N/C ratio for area
and volume respectively, PSAN/C and OVN/C in the last row of Figure 4.5,
where both ratios decrease monotonically during cell maturation, with a more
pronounced change in OVN/C .

The values between neighboring stages overlap for some parameters, indicating
that a set of parameters should be considered rather than a single parameter, to
characterize the differentiation stages. In order to test the weight of each param-
eter we used the Mann-Whitney U test (or two-sided Wilcoxon rank sum) test
for each pair of classes. The results are schematically illustrated in Figure 4.5:
p < 0.05 (blue box) is considered as a threshold for good distinction between
stages, 0.05 < p < 0.1 (gray) as acceptable and p > 0.1(white) as non-confident.
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4.3.3 Morphological parameters as markers to asses PLB-985 differentiation

All the eight parameters showed to be individually suitable to distinguish SN
from PM. All parameters but cell PSAC and cell OVC were useful to discrimi-
nate SN from M and MM. Only three parameters (OVN/C , PSAN/C , OVN/C)
are available to distinguish between SN and BN. All the used parameters
were extracted from the OPD, which is provided by DHM only. Additionally,
the presence of a segmented nucleus (SN), represents another useful param-
eter which distinguishes SN from all the other stages (crossed box in Figure 4.5).

All the eight parameters are suitable to distinguish BN from PM cells, four
of eight parameters to separate BN from M cells, and only two to discrimi-
nate BN from neighbouring stage, MM: the nucleus and cell circularity, CN
and CC . These two parameters are complementary to the parameters which
distinguish BN from the other neighbouring stage, SN. Moreover, considering
0.05 < p < 0.1 for an acceptable discrimination, the nucleus area PSAN
becomes also and eligible parameter to distinguish between BN and MM or M.

As regards the MM cells, seven of eight parameters are useful to distinguish
MM from PM cells, but none is adequate using the criterium p < 0.05 to
separate MM from M. However, considering p < 0.1, both NA and NC can be
used to separate M from MM. Finally, five of eight parameters can be used
to separate M from PM cells. These parameters are complementary to the
parameters used to distinguish between BN and MM, and only two are in
common with the discrimination between BN and SN. Five parameters can be
used to separate M from PM cells. These parameters are complementary to
the parameters used to distinguish between BN and MM, and only two are
in common with the discrimination between BN and SN. According to the
imposed criterium, p-value p < 0.05, the nearest two classes seem to be MM
and M cells. However, relaxing the criterium to p < 0.1 two more parameters
are indicated as suitable also for MM and M cells discrimination.

The analysis of the results show that all the morphological parameters are
useful to discriminate between cells in different differentiation stages. Three of
these parameters: OVN , OVC , OVN/C , which have a central role for cell charac-
terization and discrimination between differentiation stages, are extracted from
the OPD, being completely label-free. These preliminary results suggest that a
combination of the parameters derived by means of DHM in a multiparameter
testing scheme would allow to characterize and monitor the stages of the cell
differentiation.

Cell morphological analysis was performed during promyelocytic differentiation
into segmented neutrophil for both cell and nuclear regions using DHM as
free label optical imaging technique. DHM provides additional information
with respect to the standard fluorescence imaging of stained nucleus. This
information is related to the cell and nucleus volumes and allows a better
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discrimination between different stages of neutrophil differentiation. Being
automatized this analysis can be extended for higher throughput configuration
and is a good candidate to used for liquid biopsy analysis.
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Figure 4.5: (a) Projected Surface Area (PSA), Optical Volume (OV), Circularity, and
ratios nucleus to cell NC of PSA and OV. Mean and standard devia-
tion values for: promyelocytes (PM, N = 22), myelocytes (M,N = 21),
metamyelocytes (MM, N = 24), band neutrophils (BN, N = 21), seg-
mented neutrophils (SN, N = 25). (b) Diagram showing the results of the
Mann-Whitney U test calculated for nine parameters, for each class pair.
A p-value p < 0.05 is indicated by blue color. The legend of the parameters
is shown top right: PSAN , PSAC - nucleus respectively cell PSA; CN , CC
- nucleus, cell circularity; OVN , OVC - nucleus, cell OV; PSAN/C , OVN/C
ratio for PSA and OV; SNG - segmented nucleus.
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N U C L E A R S H A P E A S A M O R P H O L O G I C A L
M A R K E R F O R N E U T R O P H I L D I F F E R E N T I AT I O N :
L A M I N A / C B E H I N D T H E S C E N E S

Although this Thesis is mainly focused on label-free techniques, the use of
labels is important because it allows the imaging of native supramolecular
structures in the Lamina in intact cells. Thus, this advantage will be used to
bring insights into why nuclear morphology can be used as a trustful label-free
marker. In this chapter, I will present preliminary results of a quantitative
analysis of the supramolecular distribution of Lamin A/C in the nucleus
of neutrophil precursors (promyelocytes from PLB985 cell line) imaged by
Stimulated Emission Depletion (STED) Microscopy. An algorithm for automatic
Lamin meshwork extraction will be presented in detail. Further, we will see that
nuclear morphological changes during neutrophil differentiation are associated
with structural changes in the Lamin A/C meshwork.

5.1 introduction

The nucleus has long been considered the cell’s command unit, housing genetic
material and providing a biochemical factory for DNA replication and RNA
synthesis [20]. It is the largest organelle and up to ten times more rigid than the
cytoplasm. The nucleus exerts significant influence on cellular biomechanical
functioning [159]. Although it is known that the nuclear morphology has a
straight relation with cell functioning, the exact mechanisms governing it are
still not clear [160, 161].

For more than a century, diagnostic pathologists have used morphologic abnor-
malities of the nucleus as essential diagnostic features to perform biopsy. These
features include nuclear enlargement and increased nuclear-to-cytoplasmic ratio
and nuclear membrane irregularities [161]. Nevertheless, nuclear morphological
changes are not always associated to mutations or pathologies. For some type
of cells, nuclear morphological changes are required for its regular functioning
[20, 160]. This is also the case of neutrophil cells and its precursors [20].

5.1.1 Lamin A/C and the Nucleus shape

Most eukaryotic cells have a single nucleus in which a nuclear envelope (NE)
separates the chromosomes from the cytoplasm. The NE is composed of two
lipid bilayers: the outer and inner nuclear membranes, nuclear pore complexes
(NPC), and the nuclear Lamina. The outer nuclear membrane (ONM) is con-
tinuous with the endoplasmic reticulum, whereas the inner nuclear membrane

53



54 nuclear morphology: lamin a/c behind the scenes

(INM) surrounds the nuclear Lamina [162].

The nuclear Lamina is made predominantly of intermediate filaments called
Lamins, of which there are two main types: type A and type B, based on their
primary sequence and biological properties [163, 164]. In mammals, Lamins
are encoded by three genes: LMNB1 encodes Lamin B1, LMNB2 encodes
Lamin B2 and Lamin B3, and LMNA encodes the major forms Lamin A and
C (referred to as Lamin A/C in this Thesis), as well as Lamins A∆10 and C2
[163, 164].

The structural roles of Lamin A/C include maintenance of nuclear shape,
nuclear positioning and genome organization [163–166]. It has long been known
that changing in the levels of Lamin A/C leads to alteration in nuclear shape
[160]. Indeed, cells with abnormally shaped nuclei are often seen in diseases in
which Lamina proteins are mutated (collectively called Laminopathies) [167].
Changes of Lamina proteins expression can also occurs in healthy cells. In
neutrophils, for instance, the lobed nuclear shape is linked to a considerable
decrease of Lamin A/C expression with respect to its precursors (promyelo-
cytes) [168].

In spite of the important role Lamin A/C plays in neutrophils nuclear structure
and function, their spatial organization in nuclei have remained elusive. In
this chapter, I will present a quantitative analysis of the supramolecular distri-
bution of Lamin A/C in the nucleus of neutrophil precursors (promyelocytes
from PLB985 cell line) imaged by Stimulated Emission Depletion (STED)
Microscopy. This work has been done during a three months internship in the
Max-Planck-Institut für medizinische Forschung, (Heidelberg, Germany), of
which purpose was mainly training for a new technique.

The use of labels allows the imaging of native supramolecular structures in the
Lamina of intact cells. Thus, this advantage will be used to bring insights into
why nuclear morphology can be used as a trustful label-free marker.

5.2 materials and methods

5.2.1 Sample Preparation

PLB-985 cells (DSMZ, Braunschweig, Germany) were cultured in RPMI 1640
media supplemented with 10% fetal bovine serum (FBS), 1% L- Glutamin, as
well as streptomycin (100mg/mL) and penicillin (100U/mL) (P/S) at 37oC
in a humidified atmosphere with 5% CO2. Cell cultures were passed three
times per week, maintaining cell densities between 105 and2× 106 cells per
mL. The cells were differentiated into a neutrophil-like state by culturing at
an initial density of 2×105 using RPMI 1640 media supplemented with 10%
FBS concentration and 1.3% DMSO for 6 days without changing the medium.
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Neutrophil differentiation from its promyelocytic progenitors was performed
following the dimethyl sulfoxide (DMSO) protocol described in [142]. Briefly,
PLB-985 cells (DSMZ, Braunschweig, Germany) were cultured in RPMI 1640
media supplemented with 10% fetal bovine serum (FBS), 1% L-Glutamin,
as well as streptomycin (100 mg/mL) and penicillin (100 U/mL) (P/S)] at
37oC in a humidified atmosphere with 5%CO2. Cell cultures were passed three
times per week, maintaining cell densities between 105 and 2×106 cells per
mL. The cells were differentiated into a neutrophil-like state by culturing at
an initial density of 2×105 using RPMI 1640 media supplemented with 10%
FBS concentraion and 1.3% DMSO for 6 days.

Before fixation, PLB985 cells were washed two times in phosphate-buffered
saline (PBS) solution and resuspended in PBS with a final concentration of
10× 107 cells per mL. 500mL of cell suspension was placed on the top of a
15mm diameter cover slip. The cells were then taken to a humidified atmosphere
with 5% CO2 at 37oC for 20 minutes. After that, the cover slip was carefully
washed with PBS. Both PLB985 and U2OS cells were fixed methanol at −20oC
for 10 minutes. Cells were permeabilised for 5 min in 0.1% Triton X-100 and
blocked with 1% BSA for 1 h. Samples were incubated with primary antibody
dilutions in PBS for 1 h at room temperature. Primary antibodies used were:
mouse monoclonal Anti-Lamin A + Lamin C antibody cat. [ab8984] (1:50
dilution for PLB985 cells and 1:200 for U2OS cells; 131C3; Abcam, Cambridge,
UK). Samples were washed and incubated with secondary antibody: goat anti-
mouse immunoglobulin G (IgG) – STAR580 cat.[ST580-1001] (1:200 dilution,
Aberrior Labels GmbH, Germany).

5.2.2 Imaging

The images were acquired using the microscopy facilities from the Max-Planck-
Institut für medizinische Forschung, Department of Nanoscopy at Heidelberg
(Germany), after a training kindly held by Dr. Elisa D’Este.

Samples were imaged on an Abberior expert line (Abberior Instruments GmbH,
Germany) with pulsed STED line at 775nm, excitation laser at 580nm. Detec-
tion window was set to 600− 630nm. Images were acquired with a 100x/1.4
NA magnification oil immersion lens. Pixel sizewas set to 20nm1 , pinhole to
100µm (0.85 AU). Laser powers, line accumulations and dwell times were kept
consistent throughout the entire study. Confocal acquisition of the STAR580
channel was performed in all the image sequences to monitor lateral drift. Axial
drift was minimised by the Z-focus drift compensation unit.

1 As in confocal microscopy, in STED the pixel size is given by the size of the scanned area
divided by the number of pixels used to sample the area in each X and Y direction. For a
20µm× 20µm scanned area, if there are 1024 pixels per scanned line, the final pixel size will
be ≈ 20nm.
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Computing environment

Images were captured and visualised with Imspector (Abberior Instruments
GmbH, Göttingen Germany). MATLAB (MathWorks, Natick, MA) was used
as the base numerical computing package to analyze images and data. The Java
library Bioformats was used to load images and metadata from the microscope
files into MATLAB [169].

5.2.3 Automatic Lamin Meshwork Segmentation and Characterization

The contrast of the image was adjusted by saturating the bottom 1% and the
top 1% of all pixel values. Then, a mask for the cell nucleus was created by using
global Otsu’s threshold [155]. Morphological closing by a disk with a radius
of 3 pixels, filling, and opening with a disk with a radius of 100 pixels were
used to create a binary image without holes. The largest connected component
of the image covering < 80% of the image was selected as the mask for the
nucleus. Nuclei consuming > 80% of the image were excluded from meshwork
segmentation and analysis since there would be insufficient background pixels
to determine thresholds for auditing.

On the masked image, the meshwork segmentation was performed using an
optimized steerable line filter based on linear combinations of Gaussian deriva-
tives up to the fifth order [170] (Gaussian SD = 4 pixels = 120 nm to obtain
a ridge detection). The filters were implemented by F. Aguet in C++ with
wrappers for Matlab [171]. Nonmaximal suppression (NMS) [172] was applied
to identify the center of each filtered curvilinear structure, representing a mesh-
work edge. The resulting from NMS was then binarized (Figure 5.1 bottom
row). Only edges made of at least ten pixels and within the nucleus mask
were retained. Then, unconnected pixels were bridged, that is, 0-valued pixels
were set to 1 if they had two nonzero neighbors that were not connected. The
result was skeletonized. Gaps of 5 pixels between two ending edges were filled
using the function filledgegaps [173]. The boundaries of the cell mask was
computed and applied to the image. After this, the function find junctions
[173] was used to classify the remaining edges according to the number of
other pixels in its eight-connected neighbourhood. Pixels with more than two
connected neighbours were junctions (i. e., intersections of two or more edges),
and pixels with only one connected neighbour were endpoints. In addition,
all the boundary pixels were set as junctions. To close gaps in the edges at
junctions, manifesting themselves as premature endpoints, the distance between
each endpoint and all the junctions was computed. Edges were extended from
their original endpoint in that direction of the closest junction until a new
junction was created with other edges. The extensions were done by using the
Bresenham line extension algorithm [174]. The resulting connected meshwork
was then skeletonized. The complementaty of the resulting meshwork image
was calculated and each connected region was labeled (shown in last image
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from Figure 5.1).

Figure 5.1: Schematic of meshwork segmentation. Image of U2OS cell labeled against
Lamin A/C after cell nucleus mask and intensity adjustment was applied.
Image size: 15× 18µm2. On bottom inset: cropped rectangular region,
size: 2.8× 4.4µm2. The consecutive frames are: the steerable filter (SF)
response; the nonmaximum supression (NMS) response, a montage of the
original image superposed with the skeleton of the NMS, the resulting
meshwork after edge processing and the labeled regions.

Meshwork properties were then, calculated by evaluating the properties of the
labeled regions, denominated as face (shown in Figure 5.1). The properties:
face perimeter, face area, and face eccentricity, were available by encoding
these structures as connected components and using the built-in MATLAB
command regionprops. For example, eccentricity is a measure of shape that is
0 for a circle or 1 for a line segment.

Properties were aggregated for multiple labeled regions in the same cells to
create sample distributions, which were then compared. When comparing dis-
tributions of properties of Lamin A/C meshwork in wild-type cells (i. e.U2OS
vs PLB985), the compared distributions originated from the same set of cells.

All the code was written by me using Matlab, unless otherwise explicitly stated.
Built-in Matlab functions were used whenever available. The algorithm was
optimised from [175].
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5.3 results and discussion

5.3.1 Lamin A/C Automatic Meshwork Characterization

Recent cryo-electron tomography revealed that the nuclear Lamina is com-
posed of 54nm lenght Lamin filaments, approximately 3.5nm thick, binding
to each other forming a micrometer scale meshwork structure with averaged
connected filament’s lenght of 380nm± 122nm for mouse embryonic fibroblast
nucleus [176, 177]. While these structures are not directly resolvable by light
microscopy, larger similarly oriented arrays of these filaments appear as fibers
and have been detected by immunofluorescence with the super-resolution light
microscopy techniques: including structured illumination microscopy (SIM) and
stochastic optical reconstruction microscopy (STORM) [175, 178]. Using STED
microscopy we obtained similar, but better resolved images with respect to
previous SIM and STORM, which the reported resolution was ≈ 110− 130nm
[175, 178] against 70nm of our images with STED. Figure 5.2 shows a repre-
sentative STED image from immortalized human bone osteosarcoma epithelial
cell’s nucleus (U2OS cell line) stained for Lamin A/C.

Figure 5.2: Representative STED images of Human Bone Osteosarcoma Epithelial
Cells’ nucleus. Samples were stained for Lamin A/C. The insets corresponds
to the rectangular selection on the images, magnified approximately fivefold
along each edge. Line profiles are marked on the insets. Scale bar is 5µm.

Altough in Figure 5.2 we see dotted structures instead of filaments, this
happens because the antibody binds only to the immunoglobulin (Ig) domain.
A recent study on the structural basis for Lamin assembly at molecular level,
described the crystal structure of a human Lamin A/C fragment at 3.2Å [179].
The proposed model for the assemble mechanism of mature human Lamin
A/C reveled that Lamins filaments binds together in tetrametric assemblies
(schematically shown in Figure 5.3). When a pair of Ig-like domains (shown
as violet squared in Figure 5.3) are place on both sides of the tetramers, the
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average distance between the neighbouring Ig-like domains is ≈ 20nm . The
≈ 40nm long intervals is the distance between the C-terminal ends of two
coiled-coil dimers in the same direction. Although a 70nm resolution is not
enough to guarantee the localization of each single protein filament, it is good
enough to detect a triplet of connected proteins.

Figure 5.3: Proposed assembly mechanism of Lamin A/C. Schematic drawings of
the dimer model of the 54-nm-long full-length Lamin A/C is in the box.
The model of the mature Lamin filament, formed by the successive and
alternative interactions between the dimers. When a pair of Ig-like domains
(violet square) are placed on the both sides of the tetramers, the distance
between the neighbouring Ig-like domains is ≈ 20nm. Schematic cross-
sections (a–c) of the Lamin filament model are shown in the bottom (circles
represent intersection of an α-helix). Adapted from [179]

In Figure 5.2 we can see some brighter and bigger spots with respect to the
the average pixels intensity and size. This might indicate the presence of a
junction (i. e., more than two filaments connected together) or might be that
more than one secondary antibody has binned to the same primary antibody
[180]. The two hypothesis are not mutually exclusive.

The use of steerable filters (SF) to detect Lamin filaments meshwork from
immunofluorescence super-resolution microscopy has been already validated in
[175] and detailed explained in [178]. To test our implemented version of the
algorithm, we applied SF to laimin A/C meshwork segmentation to the nucleus
of 14 human bone osteosarcoma epithelial cells. These cells are adherent and
present a flat and spread-out nuclear morphology, which makes them ideal for
superresolution imaging [181].

Figure 5.4 shows the boxplot of resulting measurements from face area, eccen-
tricity and perimeter for 14 cells. Each box corresponds to the meshwork of a
single cell. From the graphs it is possible to see that the meshwork of the cells
have a similar distribution for all the three parameters, however applying a
Kruskal-Wallis test, the null hypothesis that all the 14 samples comes from the
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Figure 5.4: Box plot from the distributions of face area, perimeter and eccentricity
from Lamin A/C meshworks of U2OS cells. 14 cells are presented in each
graph.

same distribution is rejected with a significance interval < 1%. This indicates
that the algorithm to extract the meshwork is not influencing on the results,
otherwise, all the cells would have the same distributions.

The median value for face area values considering all the cells was 0.07µm2.
Since in literature there is no reported characterization of Lamin meshwork for
U2OS cells, we do not have a direct reference to compare this value. However,
the face meshwork size of HeLa cells nucleus (which have a similar nuclear
morphology to U2OS) has been reported to have a median value of 0.13µm2

[182], which has the same order of magnitude as our results. On the other hand,
the resolution limit from the microscopic technique used in the mentioned
study was 200nm, which is ten times higher than the distance between the
neighbouring Ig-like domains [179]. Additionally, in their investigation the
meshwork characterization was not done using SF.

Regarding face perimeter, the median value was 1.1µm and for eccentricity
0.79. In a recent study SF approach to derive Lamin A/C meshwork from
immortalized mouse embryo fibroblasts (MEFs) have been used [175], however,
the values for face area and and eccentricity have not been reported, since the
purpose of the study was to compare different Lamins isotypes. Nonetheless,
they reported the mean edge length per face of approximately 0.45µ and an
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average of 4.4 edges per face. Estimating the perimeter as ≈ (mean edge length
per face × edges per face), we have 1.98µm as estimated face perimeter. This
value is almost two times the measured median face perimeter for U2OS cells,
but still within the same order of magnitude.

5.3.2 Lamin A/C is organized into distinct supramolecular structures in the
nuclear Lamina during Neutrophil Differentiation

We characterized the Lamin A/C meshwork of PLB985 cells during differentia-
tion from promyelocytes to segmented neutrophils. Three time intervals after
differentiation inducing treatment with DMSO were considered: after 48h,
72h and 120h. To guarantee that chosen cells were from different maturation
stages, besides differentiation time, the nuclear morphology was also taken in
account by visual inspection as described in Section 4.3.1. The cells were then
classified as non treated promyelocytes (NT), myelocytes (48h), metamyelo-
cytes (72h) and segmented neutrophils (120h). Figure 5.5 bottom right inset
shows a representative for each type of cell, where it is possible to notice the
morphological changes undergone by the nucleus.

Box plots with the resulting meshwork distribution for each type of cell is
shown in Figure 5.5. Kruskal-Wallis test rejects the null hypothesis that the
data from each population comes from the same distribution with a signif-
icance interval < 1%. Non treated promyelocyte had smaller face area and
perimeter (0.08µm2 and 1.07µm respectevely) compared to treated cells, in-
dicating that promyelocytes have denser Lamin A/C meshwork. Myelocytes
had the second smaller face area 0.10µm2 and perimeter 1.25µm followed by
segmented neutrophils (0.12µm2 and 1.33µm) and metamyelocytes (0.13µm2

and 1.37µm). Myelocytes, which nucleus are characterized by an ovoidal shape
had the most elongated faces with higher median face eccentricity value (0.76),
while promyelocytes had the smaller face eccentricity value (0.71). Neutrophils
and metamyelocytes had both median eccentricity values equal to (0.74).

The differentiation of promyelocytes into mature neutrophils is associated with
Lamin A/C downregulation [20]; primary human neutrophils, differently from
other cells from human immune system, express very low levels of Lamin A/C
[165, 183]. Given that Lamin A/C expression changes are associated with
granulopoiesis, we can expect an arrangement of Lamin A/C over the nuclear
membrane. Despite the small number of investigated samples, our results con-
firms an architectural change of Lamin A/C over the nuclear membrane during
differentiation based on the increase of meshwork face area, perimeter and
eccentricity. Further experiments with a greater number of cells needed to be
performed in order to provide a statically relevant number of samples.

Few differentiated cells have been used in this study because after 96h of
DMSO exposure, the great majority of the cells exhibit polarised lamellipodia
formation as shown in Figure 5.6. These cells presented nucleus with elongated
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Figure 5.5: Box plot from the distributions of face area, perimeter and eccentricity from
Lamin A/C meshworks in PLB985 cells after 48h, 72h and 120h of DMSO
exposure and non treated (NT) control cells. The distributions corresponds
to grouped meshwork statistics of 2 cells from each time interval. For NT
cells, the results of 8 cells are grouped. Scale bar = 5µm

spread shape, which despite not being a characteristic of unactivated mature
neutrophils, it is a morphological marker of migrating neutrophils [184]. An
example of elongated nucleus in mature neutrophil is shown in bottom right
inset of Figure 5.6.

When not kept under an inert gas atmosphere, DMSO oxidizes within days
[185]. When oxidazed DMSO is put in contact with cells, it can induce small
calcium fluxes [186], which further activates mature neutrophils [187, 188]. A
recent study with HL-60 DMSO differentiated neutrophils, showed that under
activation, the cells displayed disorganized migratory directions [189] as we
have also seen in DMSO differentiated PLB985 cells (Figure 5.6). This further
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Figure 5.6: Confocal images of differentiated neutrophil cells after 96h of DMSO
exposure showing the formation of polarized lamellipodia. Cells were
labeled with STARGREEN-phalloidin for F-actin. On the bottom right,
STED image of a nucleus morphology of one cell after 96h of DMSO
exposure labeled against Lamin A/C (in red) and the extracted meshwok
(in green).

corroborates the hypothesis that differentiated neutrophils have been activated
by DMSO oxidation and developed polarized lamellipodia phenotype.

5.4 conclusion and prospectives

Preliminary results have shown that nuclear morphological changes during
neutrophil differentiation are associated with structural changes in the Lamin
A/C meshwork, implicating a general meshwork enlargement. The accidental
neutrophil activation raised up a new question for the investigated topic: how
the arrangement of Lamin A/C meshwork changes during neutrophil migration?
Moreover, it has been shown that the Lamin A/C content of neutrophils nuclear
envelope has a stronger influence than nuclear morphology on the ability of
neutrophils to pass through constrictions. Low lamin A/C content of neutrophil
nuclei has been associated to both high speed of neutrophil migration and
the short lifespan of these cells [165]. Lamin A/C has a great influence on
neutrophil nuclear morphology and functioning, further research into the role
of lamin A/C in the molecular basis on neutrophils nuclear deformability will
advance our understanding of the morphological aspects of cell biology, and
possibly contribute to new therapeutic approaches.





6
D H M F O R U R I N A LY S I S

In this chapter, I will present the results of the use of DHM as a label-
free technique to perform fast screening urinalysis. Due to its capability of
quantifying phase changes along an optical path, the detection and recognition
of urine components was possible. Leukocyturia and bacteriuria analysis of
the urine samples were performed and morphological markers were used to
characterize urine cellular constituents.

6.1 introduction/ motivation

Urine is formed in the kidneys through blood filtration. It is then passed
through the ureters to the bladder, where it is stored. During urination, the
urine goes from the bladder through the urethra to be then expelled from
the body. Normally, urine is composed of 95% water and 5% solutes (urea
and other organic and inorganic chemicals, shown in Table 6.1). Considerable
variations in the concentrations of these solutes can occur owing to the influ-
ence of factors such as dietary intake, physical activity, body metabolism and
endocrine functions [32].

In urinalysis, the content of a urine sample is evaluated and should include
physical, chemical, and microscopic examinations. Physical examination of
urine comprises the determination of the urine color, clarity, odor, volume, and
specific gravity/ osmolality [190]. In chemical examination, semiquantitative
and qualitative tests are performed on reagent strips and tablets. It allows the
identification of protein, blood cells, glucose, pH, bilirubin, urobilinogen, ketone
bodies, nitrites, and leukocyte esterase. The third part of routine urinalysis
is the microscopic examination of urinary sediments, when all non soluble
components of urine are isolated through centrifugation and observed under
the microscope [191].

Microscopic examination consists on the analysis of urinary sediment. Its pur-
pose is to detect and to identify insoluble materials present in the urine. The
blood, kidney, lower genitourinary tract, and external contamination contribute
to urine elements, which comprises RBCs, WBCs, epithelial cells, casts, bac-
teria, yeast, parasites, mucus, spermatozoa and crystals (listed in Table 6.2).
Since some of these components are of no clinical significance and others are
considered normal unless they are present in increased amounts, examination
of the urinary sediment must include both identification and quantitation of
the elements present. There are different manual methods for urine sediment
examination such as counting in a standardized or non-standardized way under
a coverslip or counting of centrifuged or uncentrifuged urine specimens in a

65
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Table 6.1: Primary Soluble Components in Normal Urine

Component Comment

Urea Primary organic component. Product of protein
and amino acid metabolism

Creatinine Product of creatine metabolism by muscles
Uric acid Product of nucleic acid breakdown in food and

cells
Chloride Primary inorganic component.
Sodium Primarily from salt, varies by intake
Potassium Combined with chloride and other salts
Phosphate Combines with sodium to buffer the blood
Ammonium Regulates blood and tissue fluid acidity
Calcium Combines with chloride, sulfate, and phosphate

chamber [192].

Manual microscopic sediment examination is labor-intensive, time-consuming,
and lacks standardization in high-volume laboratories [190]. The potential
variables in the microscopic examination of the urine are the speed and time
of centrifugation, the amount of urine remaining in the tube for resuspension,
and whether urine is stained [192]. In this context, automatic urine analyzers
for high-volume laboratories were developed in order to provide better stan-
dardization, improve the certainty of measurement and save staff time.

Two main technologies are used to completely or semi-automatically analyze
insoluble urine components: digital imaging and flow cytometry. Digital imag-
ing analyzers relays on laminar flow to record the urine components imaged
by a camera detector, while algorithms and software are designed to classify
and quantify them. Each particle is categorized based on characteristics, such
as shape, contrast, and texture. After classification by the instrument, the
operator has the possibility to reclassify or correct the obtained images in the
correct categories [193].

Flow cytometry utilizes scattered light to count and profile cells in a heteroge-
nous fluid mixture. A suspension of disperse single, unclumped cells run one at
a time, through a laser beam. Each particle is then analyzed for visible light
scatter and one or multiple fluorescence parameters, when labeled. Usually,
visible light scattered is measured in two different directions, the forward
direction (Forward Scatter) which can indicate the relative size of the cell,
and at 90o (Side Scatter or SSC) which indicates the internal complexity or
granularity of the cell [194]. In the newest systems, side fluorescent light, and
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Table 6.2: Non soluble urine components, morphological description and clinical rele-
vance

Component Appearance Clinical Significance

RBCs Round biconcave disks with ≈
7µm diameter.

Demage on glomerular mem-
brane or vascular injury within
the UT.

WBCs Round disks with ≈ 12µm. UTI and renal transplant rejec-
tion.

Squamous
Cells

Rectangular ≈ 60µm. No clinical significance.

Transitional
Cells

Spherical, polyhedral, or cau-
date with centrally located nu-
cleus.

Malignancy or viral infection.

RTE Cells Rectangular, columnar, round,
oval or, cuboidal with an eccen-
tric nucleus.

Necrosis of the renal tubules.

Bacteria Spherical ≈ 0.6 − 2.5µm or
rods ≈ 1− 5µ.

Urinary tract Infection

Yeast Oval ≈ 2 − 10µm, refractile
structures with buds and/or
mycelia.

Diabetes, immunodepression
and vaginal moniliasis

Parasites Varies with the parasite type. Bladder cancer or sexually
transmitted diseases.

Spermetozoa Tapered oval head with long,
thin tail.

No clinical significance

Crystals Geometrically formed or amor-
phous structures.

Liver disease, inborn errors of
metabolism, or renal damage.

Mucus Single or clumped threads with
a low RI.

No clinical significance.



68 dhm for urinalysis

depolarized side scattered light analysis have also been introduced [195].

From both mentioned urinalysis approaches, only flow cytometry allows the
bacterial classification [196]. Automated bacteriuria screening tests have been
proposed to avoid unnecessary bacterial culture, which is still the “gold stan-
dard” for diagnosis [197]. The biggest drawback from agar plate culture method
is the required 12h− 28h incubation time to give a result when the initial bacte-
rial concentration is low, which represents approximately 80% of the cases [198].

The laboratory diagnosis of urinary tract infection (UTI) is based on the detec-
tion and quantification of bacteria (bacteriuria) and leukocytes (leukocyturia)
in urine. The presence of bacteria in the urine does not necessarily diagnose a
UTI, as bacteriuria may also result from contamination of the sample or from
normal bacterial colonization of the urethra. The presence of urinary leukocytes
is often associated with UTI but may also derive from vaginal contamination in
women [197]. The amount of bacteria that defines a “relevant bacterial growth”
from urine culture is typically 105 or more colony forming units (CFU) per ml
of up to two bacterial species, although lower thresholds exist in particular
for vulnerable patients or sterile sampling conditions [199], [200], [201]. The
cut-off value for WBCs is, in turn, 100 cells/mL, which can be reduced to
65 cells/mL if the patient is symptomatic and presents positive bacteriuria
[197].

The work presented in this chapter was aimed to investigate the usefulness of
DHM as possible technique for fast screening for both bacteriuria and leukocy-
turia, however, it brings evidence that the screening can be extended also for
others insoluble elements (such as listed in Table 6.2).

Being a QPI technique, DHM allows quantitative phase imaging of low contrast
objects such as cells (including bacteria), allowing its detection. Further it
brings additional parameters derived from the OPD to cell classification, and
consequently its quantification. This characteristics makes DHM a complemen-
tary technique to digital imaging and flow cytometry, once it enable bacteria
detection, does not require sample preparation or labeling.

6.2 materials and methods

6.2.1 Sample Preparation

Urine samples were provided by the Department of Infectology of the Ospedale
Maggiore di Trieste in a laboratory 15mL falcon tube. The time from the
samples collection until their imaging with DHM varied from 6h to 72h;
meanwhile they were stored at 4oC. Before imaging, the samples were kept
in room temperature and each sample was manually homogenized by shaking
the tube for 3 seconds. The input tube of the syringe pump (Parker Smart
Syringe Pump, Parker Hannifin Corporation, US) was inserted in the middle
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of the sample tube containing the urine. Then, 500µL of urine was taken to
fill the pump reservoir and was disposed at 1000µL/s to fill the pump and
capillary tubing system. Then, more 500µL of sample was taken to fill the
reservoir again and the urine was fluxed to the capillary and imaged with a
flow of 10µL/min for about 20 to 30 seconds. After each measurement the
entire tubing system was cleaned by flowing two times commercial sodium
hypochlorite solution and two times milliQ water.

6.2.2 Digital Holographic Microscopy for Urine screening

We used a customized DHM off-axis configuration, based on a Mach-Zehnder
interferometer [17, 21]. The laser beam (520nm, max 20mW ) from a diode
laser (LP520-SF15, Thorlabs Inc.) is split into two beams with a 50:50 fiber
couple (TW560R3F1, Thorlabs Inc.): one passes through the capillary chamber
and other is used as a reference (Figure 6.1a). The objective lens (OL) is
placed in an afocal-telecentric configuration with a tube lens (TL) to produce
directly a plane wavefront in the object arm [71]. Similarly, fiber’s output
responsible for the reference beam is also placed in a distance equal to the
focal lenght, fTL of the TL, producing a plane reference wave on the CMOS
(CS2100M-USB,Thorlabs Inc.) detector shown in Figure 6.1b.

A linear neutral density filter (NDF) (NDC-50C-4M-A, Thorlabs Inc.) is placed
after the reference beam to control the laser intensity: since the object beam is
attenuated after passing through the capillary, the reference needs to be also
compensate so both beams have comparable intensities on the detector. A cube
beam splitter (BS) is set after the sample chamber to combine both object and
references in the same optical path. The urine passes trough a borosilicate glass
capillary of 0.8mm internal diameter and 1mm external diameter, holden by
a customised metallic chamber shown in Figure 6.1a.

The movies were recorded at 60 frames per second, with the camera sensor’s
exposure time of of 2.5ms and illuminated with a laser power < 1mW . The
NDF had an optical density (OD) equal to 3.478. The recorded video images
had 16-bit depth. The acquisition frame rate was chosen so objects flowing
at 10µmL/min could be detected in at least 4 frames, so not only the shape,
but also the average flowing velocity of the object could be measured and
additional information of the object density could be extracted.

The samples were classified according to bacteria and leukocytes concentration
and divided in six groups: negative leukocyturia and bacteriuria (G1), positive
leukocyturia and negative bacteriuria (G2), positive leukocyturia and positive
bacteriuria at high concentration (G3), negative leukocyturia and positive
bacteriuria at high concentration (G5) and negative leukocyturia and positive
bacteriuria, shown in Table 6.3.
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(a) Picture of DHM setup (b) Setup schematic

Figure 6.1: a)Picture of DHM compact setup mounted in a (450mm)2 optical bread-
board showing fluidic system and the capillary chamber. (b) Schematic
of the setup: The reference beam passes trough the capillary and hits the
objective lens (OL), goes through the cube beam splitter (BS), the tube
lens (TL) and is redirected to the CMOS. The reference beam crosses a
neutral density filter (NDF), hits the BS and is combined with the object
wave with an offset angle. A dichroic mirror (DM) placed after the TL
redirects the beams to the camera sensor and allowing a second camera to
be coupled to the setup for bright field or fluorescence imaging.

6.2.3 Bacteria Concentration Estimation

The samples were divided in two categories after the visual inspection of the
presence or absence of speckle in the original hologram images: highly positive
(non countable bacteria) or low positive/negative (countable bacteria).

The analysis of variations of laser light scattered from biological samples is
known as biospeckle. It has been broadly used to detect the presence and
estimate the concentration of bacteria for food quality inspection [202, 203],
[204] and to asses antibacterial susceptibility and growth [205–207]. Real-time
measurements techniques for speckle image analysis have also been proposed
recently[208–210]. In the mentioned works, the bacteria detection and esti-
mation is done in a steady (non flowing regime) and the bacterial activity is
correlated with temporal speckle changes. Two main parameters are considered
to describe biospeckle analysis for bacterial growth in suspension: the speckle
grain size and speckle spatial contrast [209].
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Table 6.3: Groups for urine classification considering positive and negative values for
leukocyturia and negative, positive and highly positive values for bacteriuria.
Leukocyturia − means N .Leukocytes < 100 cells/µL, Leukocyturia +
means N .Leukocytes > 100 cells/µL, Bacteriuria − means N .Bacteria <
100 cells/µL, Bacteriuria ++ means N .Bacteria > 10000 cells/µL and
Bacteriuria + means 100 cells/µL < N .Bacteria < 10000 cells/µL.

Group Leukocyturia Bacteriuria
G1 - -
G2 + -
G3 + ++
G4 - ++
G5 + +
G6 - +

Considering second-order statistics on speckle images, the grain size can be
related to the number or the size of the scatterers in the medium [211], then,
the evolution of the grain size over time can be correlated with some bacterial
activity such as growth or susceptibility. In addition to the speckle grain size,
the spatial contrast of the speckle image provides information about the nature
of the medium, for example its viscosity [212].

To estimate the bacteria concentration in flowing urine based on both speckle
grain size and spatial contrast, the image entropy, as defined in Equation 6.1,
was computed for the difference of two consecutive hologram frames. The
difference of consecutive frames was preferred instead of taking single frames to
minimize the effect of the fringes in the entropy calculation. The same can be
done by blocking the reference wave, however this would imply in recording an
additional movie to the hologram one. Another option would be to reconstruct
only the intensity of the hologram, but some spatial frequencies could be lost
in the filtering process Section 2.1.2.2.

Samples of which images presented no speckle pattern (Figure 6.2 first row),
the bacteria concentration was estimated by manually counting the bacteria in
focus. Samples which its recorded images presented high speckle (Figure 6.2
second row) were classified as highly positive bacteriuria (++) and the values
of 1000 cells/µL, 10000 cells/µL 100000 cells/µL were assigned to the sample,
as the estimated bacteria number based on its speckle intensity pattern and
image entropy (H).

H = −
∑

(p ∗ log2(p)) (6.1)

where p is the normalized histogram bins counts from the grayscale image.
Figure 6.2 shows examples of speckle pattern for six urine samples in the neg-

ative (− bac. < 100 bac./µL) and positve (++ bact. > 1000 bac./µL) ranges
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Figure 6.2: Speckle pattern of 6 urine samples. The image shows the subtraction of
two consecutive hologram frames ((540 pixels)2) for each urine sample.
The title has the nominal bacteria concentration provided by the hospital
measured with UX-2000 (Sysmex, Kobe, Japan) and the measured image
entropy.

with its respective entropy calculation. For imaged samples which the field
of view contained no visible cells or other urine components, a threshold of
image entropy H > 2 was considered to designate a positive urine and the
assigned value for the bacteria concentration was as described bellow. Samples
with H < 1.8, the bacteria should be counted considering its morphology and
optical phase difference.

Entropy Bacteria Concentration Level Procedure
< 1.79 < 100 cells/µL Count bacteria in the sample

1.8 < H < 2.49 1000 cells/µL Set counted bacteria in this range
2.5 < H < 2.69 10000 cells/µL Set counted bacteria in this range

2.7 > H 100000 cells/µL Set counted bacteria in this range

6.2.4 Optical Phase Difference for Urine Insoluble Components Detection

Escherichia coli (E. Coli) is the most common causative agent for both uncom-
plicated and complicated UTIs [213]. For the agents involved in uncomplicated
UTIs, E. Coli is followed in prevalence by Klebsiella pneumoniae, Staphylococ-
cus saprophyticus, Enterococcus faecalis, group B Streptococcus (GBS), Proteus
mirabilis, Pseudomonas aeruginosa, Staphylococcus aureus and Candida spp.
For complicated UTIs, the order of prevalence for causative agents, following
E. coli as most common, is Enterococcus spp., K. pneumoniae, Candida spp., S.
aureus, P. mirabilis, P. aeruginosa and GBS [213]. These bacteria that compose
urine’s microbiome have either an oval (cocci) or rod (bacilli) shape with a
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diameter varying from 0.5µm− 2.5µm and length ranging from 0.5µm− 2µm
for elongated ones. They appear as single cells or in aggregates as schematically
illustrated in Figure 6.3.

Figure 6.3: Schematic of cocci) and (bacilli bacteria shape and how they aggregate.
Scanning electron microscope images of two cocci and two baccilli bacteria
types.

Bacteria have low contrast with respect to the urine, which makes its detec-
tion challenging through regular microscopy in non labeled samples. Being a
quantitative phase technique, DHM facilitates the detection of bacteria based
on its shape and optical phase difference. The estimated refractive index of E.
Coli is nEcoli = 1.384 [214], while human urine RI ranges from 1.335± 0.001
to 1.339± 0.001 depending on its urea concentration [215]. For a bacterium
with 1µm radius, the phase variation with respect to the background will be
approximately 1.2 radians.

The capillary through which the urine sample is flown has an internal diameter
of 0.8mm, while the microscope depth of field is ≈ 2µm. Assuming we are
able to detect and count only bacteria in focus within a 4µm range and that
they flow homogeneously trough the capillary, the investigated volume is ap-
proximately 1/200 of its total. Thus, the total number of bacteria present on
the sample is extrapolated by 200 times. RBCs and leukocytes have an average
diameter of 7µm and 12µm, respectively. Within an 15µm depth, these cells
can be detected and recognized, thus the extrapolation value for RBCs and
WBCs counting is about 50 times.
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6.3 results and discussion

6.3.1 Bacteriuria and Leukocyturia

Six groups of urine samples were established, as defined in Table 6.3, and
according to the bacteriuria and leukocyturia ranges given by Flow cytometry
measurements (UF-2000, Symex). The first group, G1, had negative bacteriuria
and leukocyturia with cut-off values of 102cells/µL and 100cells/µL, respec-
tively. From 21 samples, only 4 were misclassified according to the numbers of
counted leukocytes, however all of them presented the correct bacteriuria range.
The second group, G2, (represented by a pink inverted triangle in Figure 6.4)
corresponds to positive leukocyturia and negative bacteriuria. In this case, 7
out of 8 samples were correctly classified, while only one stayed on the bor-
derline. For this group most of the samples had the bacteria counting smaller
than 1cells/µL. The third and the fourth group, respectively represented by
caramel circles (G3) and green crosses (G4) in Figure 6.4 were the groups with
highly positive bacteriuria. All 7 samples belonging to group 3 were categorized
correctly. For group G4, 3 out of 4 samples where missclassified due to the
leukocytes counting. The last two groups G5 and G6 corresponded to positive
bacteriuria, which despite the presence of speckle in the some cases, it was
still possible to detect bacteria traveling in focus. G5 was the group which
more samples were analysed and were more dispersed being miss classified due
to both bacteriuria and leukocyturia results: only 13 out of 21 samples were
correctly classified. On the other hand, all 7 samples from G6 were correctly
classified for both bacteriuria and leukocyturia estimations.

From the results shown in Figure 6.4 it is possible to see that Leukocyte
counts represents the biggest source of misclassification, when bacteriuria and
leukocyturia are taken in account to group the samples. This error might be
attributed to the amount of cells too far from the focus, the extrapolation value
and the total analysed volume: miscounts in the leukocyte quantity (due to out
of focus cells), are propagated with extrapolation and becomes more relevant
to smaller volumes. When leukocytes are in focus, they can be easily identified
due to their well defined nuclear shape, which gets evidenced trough OPD
reconstruction [21]. For instance, Figure 6.5 shows the phase reconstruction of
two examples of WBCs detected in flowing urine, which’s OPD profile presents
similar characteristics to mature neutrophils, the predominant type of WBC
found in urine sedimentation analysis [32]. We should note that information
regarding the cellular nuclear shape would not be available using standard
urinalysis imaging techniques without sample staining or labeling. On the other
hand, if it is out of focus, WBCs can be confused with round renal tubular
epithelial cells, transitional epithelial cells, yeast or big RBCs. Although rare, it
might also succeed that more than one urine component passes simultaneously
intersecting each other on the field of view, which difficult, if not preclude its
identification, since morphological description of the component can not be
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Figure 6.4: Bacteria quantification estimation and leukocytes quantification estimation
for urine samples pre-classified in six different groups according to bac-
teriuria and leukocyturia results given by Flow cytometry measurements
(UF-2000, Symex).

done.

The classification regarding bacteria concentration matched the assigned groups
for most samples. For urine with more than 103 bac./µL the presence of speckle
and its characterization through image entropy computation demonstrated
to be effective in concentration estimation. To our knowledge this technique
applied to urine samples has not been reported before. The detection of bac-
teria in urine for high concentrations (> 103 bac./µL) is not a challenge in
clinical context because its detection can be done even imediatly without the
need of urine culture, further this concentration indicates severe UTI probably
followed by symptoms such as fever, chills, urgent and/or painful urination [216].

From the results shown in Figure 6.4, all the samples with (< 102 bac./µL)
were correctly classified in its respective groups, considering only bacteria
concentration. This result indicates that the DHM can be a suitable candidate
for the detection and count of single bacterium in urine. However, the presence
of other urine components and artefacts (as described in Table 6.2) makes
bacterial recognition challenging and might cause counting discrepancies within
the same sample.
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Figure 6.5: Phase reconstruction of White Blood Cells detected in flowing urine. The
estimated nuclear region of the cells resembles mature neutrophils. Scale
bar =5µm.

Regarding this issue, a software, i. e., image processing solution would be to set
a phase threshold to saturate all the components with bigger phase changes
than the set value. Then re-scale the image contrast according to the new phase
range. In this way, smaller phase objects can be easier identified. A physical
solution can be also implemented: the urine samples can be previously filtered,
allowing only the passage of small components, as bacteria. However, in both
cases, the misclassification of bacteria with others urine artefacts, can not be
avoided if the artefact has the same shape, size and causes the same phase
retardation as bacteria in urine.

When counting detected bacteria, an important requirement to follow is the
minimum analyzed volume. For instance, concentrations of 10 bac./µL if in
only 1/200 of the sample volume can be analyzed, this means that at least
20µL of sample should be imaged, so in average at least 1 bacterium should be
detect per movie recording. For our first experiments performed only 3− 5µL
urine was analyzed and this might have influenced the low bacteria counts
matching the low concentration groups.

6.3.2 Detection of Urine Insoluble Components

When imaged in focus, urine insoluble components could be reconstructed and
characterised according not only to its shape and size, but also considering
the derived OPD information. Further, the detection of bacteria in a single
cell level in most of the cases was possible only after phase reconstruction, as
illustrated in Figure 6.6.
Despite the drawback of bigger storage requirement and longer processing time,
the movies recorded at higher frame rates, allows the morphology of the objects
to be more accurately inferred. For example, for a sample being flushed at
flow rate of Q = 10µL/min in a capillary with circular cross section with a
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Figure 6.6: Sequence of ten hologram frames (left) and its respective thickness recon-
struction (right) taken 10 seconds apart. The assumed RIs for thickness
reconstruction were nEcoli = 1.384 and nurine = 1.335. On the right,
zoomed image of the bacterium in frame number 2 (10 s).

diameter of φ = 0.8mm, the average flowing velocity ν, assuming laminar flow
regime, will be:

ν =
Q

πr2 =
10 · 10−9

π(0.8 · 10−3)2 ≈ 20mm/min ≈ 333µm/s. (6.2)

Considering a square frame window of (150µm)2, this means that a particle
within the urine with an average velocity of 333µm/s would need almost half
a second to cross the field of view. So, a frame rate of 2 frames per second
should be enough to image each particle at least once, while crossing the field
of view. For samples which its morphology can be ambiguous depending on the
imaging view, despite the phase information, it is useful to have the sample
imaged more than once.

Figure 6.6, exemplifies the cases which the same bacterium is sequentially
imaged in different frames. Given the object length (≈ 2µm), thickness ≈ 1µm
and single occurrence (i. e.no chains, or pairs formation), we might infer that
this is an E. Coli, since this is the most abundant microbial cell in urine [217].
In the same figure, on the bottom left corner of the last two frames (at times
90 s and 100 s) a second bacterium appears out of focus, travelling about 3
times faster than the first one. This represents the cases, where objects are
assigned to be bacteria (due to their size and OPD), but no further information
regarding its type can be deduced based on its morphology.

Not only bacteria and WBCs could be identified, but also epithelial cells, casts,
mucus, yeast and RBCs. Also crystals could be detected, however their presence
would cause phase reconstruction errors. In overall, the usefulness of additional
phase information for low contrast/ transparent objects such as bacteria in
urine was confirmed.
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In prospective steps, the total investigated sample volume should be increased to
avoid undersampling of bacteria count. Alternatively, the ratio analysed volume
in focus over total flown volume should be decreased. The automatization of
urine components detection and counting as is done in [193] is required to
extend the technique for clinical usage. In overall, as first proof of concept, DHM
showed to be a promising tool for urinalysis because it allows fast screening
and urine components identification.



7
C O N C L U S I O N S A N D F U T U R E P R O S P E C T S

In this thesis, three new applications for the usage of label-free markers in
the analysis of body fluid cellular constituents have been presented. More
than one microscopic technique to derive the same biomarker was used, which
besides reinforcing the findings, brought also complementary useful information.
Moreover, the supramolecular structural basis of one morphological marker
has been shown with unprecedented resolution.

Digital holographic microscopy and optical tweezers were applied to the charac-
terization of ex-vivo generated and native red blood cells. Membrane deforma-
bility was associated with the quantification of cell membrane fluctuations
and cellular phenotipical changes. More deformable cells presented higher
membrane fluctuations and cellular morphology in conformity with native red
blood cells. Oscillatory Optical tweezers allowed the investigation of the cell
membrane fluctuations while the cells were subjected to forces comparable to
the ones present in blood stream. With digital holographic microscopy, cell
membrane fluctuations were measured for several cells contemporarily, allowing
high throughput. Further, due to the additional phase information, morpholog-
ical parameters such as membrane height and cell sphericity could be measured.

In a second application, neutrophils precursors were characterized and classified
according to its cellular and nuclear morphology during ex-vivo granulocytic
differentiation. An automatic segmentation method was proposed to estimate
the nuclear region based on optical phase changes within the cell. The projected
surface area, optical volume and circularity were measured for each cell, then
together with the ratios nucleus to cell for the projected area and optical
volume, were shown to be suitable morphological markers. The obtained results
suggests that a combination of the parameters derived by means of DHM in a
multiparameter testing scheme allows to characterize and monitor the stages
of the cell differentiation. Although the use of DHM has been already proposed
to distinguish between different leukocytes types and neutrophil differentiation
classification has been applied to stained cells, it was the first time that a
completely automatic and label-free method was used to classify neutrophils
during differentiation.

In a third proposed application, digital holographic microscopy was used to
perform fast screening urinalysis. Due to its capability of quantifying phase
changes along an optical path, the detection and recognition of urine compo-
nents was possible. Leukocyturia and bacteriuria analysis of the urine samples
were performed and morphological markers showed to be useful to identify
urine cellular constituents.
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80 conclusions and future prospects

The morphological characterization of both RBCs and Neutrophils can be
extended to detect circulating tumour cells (CTCs) in blood. Besides morpho-
logical evaluations, the quantitative phase-contrast map supply information on
the whole cell inner structure at single cell level, thus allowing the identifica-
tion of all-optical fingerprints directly connected with biophysical parameters
as the hemoglobin content in RBCs or the physical changes connected with
biological processes as differentiation. Further, DHM can be easily integrated
with microfluidics and artificial intelligence for high-throughput and real-time
analysis. The development of a nondestructive unlabeled CTCs methodology
for heterogeneous CTCs populations could have clinically significant outcomes
for optimizing precision medicine.

The automatic urine screening proposed for urinalysis can also be broaden to
diagnosis of urothelial carcinoma in urine specimens based on cytomorphology.
As in the case of blood biopsy, DHM integrated with microfluidcs and artificial
intelligence can derive an accurate, noninvasive, label-free, and low-cost test
for both screening high-risk populations and monitoring patients with a history
of bladder cancer to help in identifying recurrence early and preventing disease
progression. As was demonstrated for the neutrophils, DHM can be used to
assess the urothelial cell nuclear phenotype, including dry mass which can serve
as quantitative marker for urothelial neoplasia.

To conclude, different applications which can benefit from label-free markers
for single cell and fast screening liquid biopsy have been addressed. The most
suitable set of markers and which microscopic technique is more appropriated
should be chosen according to each specific biological problem. Mechanical
and phenotypical label-free biological markers can be exploited for different
biological problems and are not restricted only to the biological applications
presented in this Thesis. All the presented methods for the extraction and
analysis of label-free markers presented here can be extended to other liquid
biopsy analysis and have research and clinical potential.
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