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ABSTRACT
Reverberation mapping is a robust method to measure the masses of supermassive black holes outside of the local Universe. Measurements of the radius–luminosity \( R - L \) relation using the Mg II emission line are critical for determining these masses near the peak of quasar activity at \( z \approx 1 - 2 \), and for calibrating secondary mass estimators based on Mg II that can be applied to large samples with only single-epoch spectroscopy. We present the first nine Mg II lags from our 5-yr Australian Dark Energy Survey reverberation mapping programme, which substantially improves the number and quality of Mg II lag measurements. As the Mg II feature is somewhat blended with iron emission, we model and subtract both the continuum and iron contamination from the multiepoch spectra before analysing the Mg II line. We also develop a new method of quantifying correlated spectroscopic calibration errors based on our numerous, contemporaneous observations of F-stars. The lag measurements for seven of our nine sources are consistent with both the H β and Mg II \( R - L \) relations reported by previous studies. Our simulations verify the lag reliability of our nine measurements, and we estimate that the median false positive rate of the lag measurements is 4 per cent.

Key words: galaxies: nuclei – quasars: general.

1 INTRODUCTION
Massive galaxies ubiquitously host supermassive black holes (SMBHs) at their centres (e.g. Richstone et al. 1998; Kormendy & Ho 2013), and SMBH mass measurements are fundamental to the study of the evolution of active galactic nuclei (AGNs) and their host galaxies. Studies have measured SMBH masses in the local Universe using stellar and gas kinematics (e.g. Kormendy & Richstone 1995; Gebhardt & Thomas 2009; Barth et al. 2016). However, these methods require observations of stars or gas that resolve the black hole’s region of influence, so they can only be applied to nearby galaxies with little accretion. The GRAVITY project applied the dynamical method to the quasar 3C 273 using the Very Large Telescope Interferometer (e.g. Gravity Collaboration et al. 2018) and showed the potential of extending this method to higher redshifts in the future.

Outside of the local Universe, a robust method to measure SMBH masses is the reverberation mapping (RM) technique (Blandford & McKee 1982; Peterson 1993). RM maps the response of the broad emission line variability to the continuum variability of AGNs. The mean time lag \( \langle \tau \rangle \) between the continuum and line light curves corresponds to the typical light traveltime from the accretion disc to the broad-line region (BLR). The black hole mass is determined from the virial theorem:

\[
M_{\text{BH}} = \frac{f R \Delta v^2}{G},
\]

where \( f \) is a dimensionless ‘virial factor’ that accounts for the BLR structure and kinematics, \( R = c \langle \tau \rangle \) is the typical BLR size, and \( \Delta v \) is the broad-line width. RM studies with high cadence and signal-to-noise ratio (SNR) data (e.g. Grier et al. 2013a; Horne et al. 2020) can...
further resolve the ‘transfer function’ \(\Psi(v, \tau)\) which characterizes the line variability as a function of the line-of-sight velocity \(v\) and the time delay \(\tau\). In the linearized response model, the varying component of the emission line is the convolution of the varying component of the continuum with the transfer function \(\Psi(v, \tau)\).

RM studies have found a correlation between the continuum luminosity \(L\) and the BLR size \(R\) based on the lags of several broad lines, especially \(H\beta\) (e.g. Kaspi et al. 2000; Bentz et al. 2009, 2013; Grier et al. 2017), but also \(\text{Mg} \, II\) (e.g. Shen et al. 2016; Czerny et al. 2019; Homayouni et al. 2020; Zajaček et al. 2020) and C IV (e.g. Kaspi et al. 2007; Lira et al. 2018; Hoormann et al. 2019; Grier et al. 2019), while some studies found deviations from the \(R-L\) relations that correlated with, e.g. the accretion rate and the spectral energy distribution (e.g. Du et al. 2016; Fonseca Alvarez et al. 2020; Dalla Bonta et al. 2020). The \(R-L\) relation is important because it enables black hole mass estimates for large samples using only single-epoch spectra. This is especially valuable for studies of the SMBH population in AGNs (e.g. Vestergaard et al. 2008; Kelly & Shen 2013).

The \(\text{Mg} \, II\) \(R-L\) relation is particularly relevant to single-epoch mass estimates at redshift \(\sim 1-2\) where the \(\text{Mg} \, II\) line can be observed in optical spectra, and where AGN activity peaks (e.g. Wolf et al. 2014). Until recently, there were less than a dozen \(\text{Mg} \, II\) lag measurements (Metzroth, Onken & Peterson 2006; Shen et al. 2016; Lira et al. 2018; Czerny et al. 2019). Homayouni et al. (2020) presented a larger \(\text{Mg} \, II\) lag sample from the Sloan Digital Sky Survey (SDSS) RM project (e.g. Shen et al. 2015), which showed a larger scatter in the \(\text{Mg} \, II\) \(R-L\) relation than for \(H\beta\). One explanation for this scatter was proposed by Guo et al. (2020), who predicted that \(\text{Mg} \, II\) responds weakly to changes in the continuum luminosity based on photoinionization models. However, their conclusions for the \(R-L\) relation were qualitative and it is unclear whether this effect could account for all of the observed scatter. Additional measurements are needed to better determine the \(\text{Mg} \, II\) \(R-L\) relation and its intrinsic scatter.

It is now possible to increase the RM sample size relatively quickly by using multifibre spectroscopic surveys instead of single-slit spectrographic campaigns. However, while fibre instruments enable simultaneous monitoring of many AGN, the flux calibration for fibre spectra is more challenging than for slit spectra. This is because more factors can affect the flux in the aperture, especially wavelength-dependent fibre losses and variations in instrument throughput and alignment between the fibres that observe the AGN and calibration sources (e.g. Hoormann et al. 2019). The methods of calibrating fibre spectra vary among different surveys. For example, the SDSS RM project uses the \(r\)-band photometry of F-stars observed along with the AGNs to calibrate the spectra. They then use optimized model fits to improve the calibration based on the assumption that the fluxes of the narrow emission lines are constant with time (e.g. Shen et al. 2015, 2016). The Australian Dark Energy Survey (OzDES) project calibrates the spectra using multi-band photometry of each quasar from the Dark Energy Survey (DES) obtained at nearly the same epoch as each spectroscopic observation (King et al. 2015; Hoormann et al. 2019). These calibration approaches can introduce correlated errors in the wavelength-dependent flux calibration, which complicates the continuum modelling and the line flux measurements.

Multiobject RM campaigns generally have fewer epochs and lower SNR than campaigns that intensively monitor individual sources. For example, the AGN Space Telescope and Optical RM project monitored NGC 5548 using the \(H\)ubble \Space Telescope \(\text{(e.g. De Rosa et al. 2015). They obtained 171 approximately daily spectra with SNR \sim 100. In contrast, the spectroscopic cadence of the SDSS RM project was about four days during the first year, every two weeks from 2015 to 2017 and every month during the following years with spectral SNR \sim 15 for the \(\text{Mg} \, II\) line (e.g. Homayouni et al. 2020). The OzDES RM programme obtains about monthly spectroscopy with the SNR \sim 20 (e.g. King et al. 2015; Hoormann et al. 2019). The low cadence and SNR of the multiobject RM campaigns lead to greater challenges in assessing the lag detection and the uncertainties.

In this paper we present the first \(\text{Mg} \, II\) lags from the OzDES RM programme based on five years of monitoring data. We provide a brief overview of the DES and the OzDES observations in Section 2. We then introduce the modelling of the continuum and the iron emission in Section 3.1 and discuss the correlated errors from the spectroscopic calibration in Section 3.2. Section 4 presents the lag measurements and the quality cuts. We describe the simulations for assessing the lag validity in Section 5. Finally, in Section 6 we present our black hole mass measurements and discuss the \(R-L\) relation. Section 7 is a brief summary of the paper. Throughout this work we adopt a \(\Lambda\)CDM cosmology with \(H_0 = 70\, \text{km s}^{-1}\, \text{Mpc}^{-1}\), \(\Omega_m = 0.3\), \(\Omega_{\Lambda} = 0.7\).

2 OBSERVATIONS

DES is a ground-based, wide-area imaging survey (Abbott et al. 2018). The survey used the 2.2\(^\prime\) diameter field of view Dark Energy Camera (DECam, Flaugher et al. 2015) with the \(grizY\)-band filters on the 4-m Victor M. Blanco telescope at the Cerro Tololo Inter-American Observatory. DES began a 6-yr survey in 2013 that both mapped a deep, wide 5000\(^2\) region and monitored 10 supernova (SN) fields (27\(^2\)) with an approximately weekly cadence each year between mid-August and mid-February.

OzDES is a spectroscopic survey that follows up the targets in the DES SN fields (e.g. Yuan et al. 2015; Childress et al. 2017; Lidman et al. 2020). OzDES uses the AAOmega spectrograph (Smith et al. 2004) with the Two Degree Field (2dF) multifibre positioner (Gray et al. 1993) on the 4-m Anglo-Australian Telescope (AT). The OzDES RM programme monitors 771 quasars at 0.1 < \(z\) < 4.5 in the DES SN fields with approximately monthly spectroscopy and combines these data with the approximately weekly photometry from DES. OzDES observed these fields through most of the DES programme, and has continued some longer-term monitoring. In previous work, we have used the photometric data to characterize the sizes of the accretion discs (Mudd et al. 2018; Yu et al. 2020a). In this paper, we analyse the first 5 yr of photometric and spectroscopic data.

We start our analysis with 470 quasars from the OzDES RM sample at 0.65 < \(z\) < 1.92, where the spectra fully cover the \(\text{Mg} \, II\) line. We calibrate the spectra using the pipeline presented by Hoormann et al. (2019). Briefly, the pipeline fits a second-order polynomial to the scaling factors from the instrumental \(gri\) magnitudes derived from convolution of the DES filters with the spectroscopic data to the \(gri\) photometric data from the nearest DES epoch. We calculate this calibration polynomial for each spectroscopic epoch. Since previous observations indicate that the \(\text{Mg} \, II\) lags are similar to the \(H\beta\) lags (e.g. Clavel et al. 1991; Metzroth et al. 2006; Homayouni et al. 2020), we attempted to select sources whose expected observed-frame \(H\beta\) lags \(\tau_{\text{H},\beta,\text{exp}}\) satisfy \(\tau_{\text{H},\beta,\text{exp}} < 0.35\, \text{yr}, 0.75\, \text{yr} < \tau_{\text{H},\beta,\text{exp}} < 1.25\, \text{yr}\) or \(1.75\, \text{yr} < \tau_{\text{H},\beta,\text{exp}} < 2.25\, \text{yr}\), to avoid the seasonal gaps. This reduced our sample to 203 sources. The selection was based on a table of expected lags from the start of the project at 2012 which used the Bentz et al. (2009) \(R-L\) relation instead of the more recent Bentz et al. (2013) relation we use elsewhere in the paper. In addition, we discovered that the expected lag table had an error, which is why our sample includes some quasars with lags in the seasonal gaps.
3 SPECTROSCOPIC ANALYSIS

3.1 Continuum and iron subtraction

In addition to the standard problem of estimating the continuum, a key challenge with the measurement of Mg II in quasars is the presence of many strong iron emission lines in the immediate vicinity of the Mg II line, including some that are blended (e.g. Wills et al. 1980; Wills, Netzer & Wills 1985; Verner et al. 1999). The broad iron lines may also reverberate and contaminate the Mg II lag signal (e.g. Barth et al. 2013). We consequently developed a Markov chain Monte Carlo (MCMC) tool that simultaneously identifies the best model combination of a broadened iron template and a power law continuum, as well as estimates the uncertainties. The model is described by

\[ f_{\text{model}}(\lambda) = f_i(\lambda) + f_{\text{Fe}}(\lambda), \quad (2a) \]

\[ f_i(\lambda) = A_i(\lambda/\lambda_0)^\alpha, \quad (2b) \]

\[ f_{\text{Fe}}(\lambda) = A_t f_i(\lambda) \ast G(w), \quad (2c) \]

where \( f_i \) and \( f_{\text{Fe}} \) are the continuum flux and the iron flux, \( A_i \) and \( \alpha \) are the amplitude and slope of the power law, \( \lambda_0 = 2599 \) Å is a constant wavelength, \( f_i \) is the iron template, \( A_t \) is the template amplitude, and \( G(w) \) is a Gaussian kernel with a width of \( w \). The Gaussian kernel accounts for the velocity broadening of the iron emission region. The model has four free parameters: \( A_i, \alpha, A_t, \) and \( w \).

We adopt the iron templates from Vestergaard & Wilkes (2001, V01 hereafter), Tsuzuki et al. (2006, T06 hereafter) and Salviander et al. (2007, S07 hereafter). These are empirical templates derived from the Seyfert galaxy I Zwicky 1. V01 artificially set the template flux to zero around the Mg II line where it is hard to separate the iron emission from the Mg II emission. T06 uses synthetic spectra from photoionization models to separate the iron emission from the Mg II line and uses the model to fill in the Mg II line region. S07 estimates the iron emission around the Mg II line using the theoretical iron model from Sigut & Pradhan (2003). Fig. 1 compares these three iron templates in the top panel. The templates are in general agreement with one another, except for differences near the Mg II line. In addition, only the V01 template includes the Fe III feature at \( \sim 2400 \) Å.

There is a potentially significant degeneracy between the continuum and iron emission amplitude. Fitting the spectra over a wider wavelength range can reduce the degeneracy between the continuum and the iron emission. However, a wider region may not be spanned by all the iron templates and increases the calculation expense. As a trade-off, we fit the quasar spectra over two rest-frame wavelength ranges: 2260–2690 Å and 2910–3050 Å. We do not fit the spectra over a wider wavelength range can reduce the degeneracy between the continuum and iron emission. However, a wider region may not be spanned by all the iron templates and increases the calculation expense. As a trade-off, we fit the quasar spectra over two rest-frame wavelength ranges: 2260–2690 Å and 2910–3050 Å. We do not fit the spectra over a wider wavelength range can reduce the degeneracy between the continuum and iron emission.

We calculate the Mg II line flux over the rest-frame wavelength range of 2700–2900 Å. For each step of the MCMC chain, we integrate \( f_{\text{model}}(\lambda) \) over this line region to calculate the continuum + iron flux \( F_{\text{model}} \). We adopt the median of the MCMC chain as the best-fitting model flux \( F_{\text{model}} \) and adopt half the difference between the 16th and 84th percentile as the model flux uncertainty \( \sigma_{\text{model}} \). We then calculate the line flux \( F_{\text{line}} \) and uncertainty \( \sigma_{\text{line}} \) as

\[ F_{\text{line}} = F_{\text{total}} - (F_{\text{model}}), \quad (3a) \]

\[ \sigma^2_{\text{line}} = \sigma^2_{\text{total}} + \sigma^2_{\text{model}}, \quad (3b) \]

where \( F_{\text{total}} \) is the integrated flux over the line region without continuum subtraction and \( \sigma_{\text{total}} \) is the uncertainty of \( F_{\text{total}} \). We calculate \( F_{\text{total}} \) and \( \sigma_{\text{total}} \) as

\[ F_{\text{total}} = \sum f_{\text{pixel},i} \Delta \lambda, \quad \text{and} \]

\[ \sigma_{\text{total}} = \sqrt{\sum \sigma^2_{\text{pixel},i} \Delta \lambda}, \quad (4b) \]

where \( f_{\text{pixel},i} \) and \( \sigma_{\text{pixel},i} \) are the flux and uncertainty of the \( i \)-th pixel and \( \Delta \lambda \) is the pixel size.

We are unable to well constrain the velocity broadening width \( w \) for the single-epoch spectra with low SNR. We therefore use the co-added spectra to constrain the width \( w \) for each source and then fit the single-epoch spectra with \( w \) fixed. This assumes that the velocity broadening of the iron features does not change between epochs. In principle, the broad emission lines can have a ‘breathing mode’ where the line width changes as the continuum varies (e.g. Korista & Goad 2004; Guo et al. 2020; Wang et al. 2020). Assuming \( R \propto L^{0.25} \) according to previous H \( \beta \) RM studies (e.g. Bentz et al. 2009, 2013), the virial theorem predicts \( w \propto L^{-0.25} \). The optical continuum variability is on the order of a few per cent (e.g. Peterson...
2001). Assuming a 10 per cent continuum variability, the broadening width \( w \) would vary by 2.5 per cent. If we vary the broadening width \( w \) by 2.5 per cent when calculating the Mg II line flux, the changes in the line flux are generally much smaller than the line flux uncertainties. While broad lines can have different breathing behaviours, the breathing is generally weaker than the \( w \propto L^{-0.25} \) correlation (e.g. Guo et al. 2020; Wang et al. 2020), so the discussion above provides a conservative estimate. Therefore, the variability of the broadening width does not have a significant impact on our Mg II line flux measurements.

In some sources, there are narrow absorption doublets within the fitting region that could be due to interstellar or intergalactic absorption, or due to the instrumental artefacts. We linearly interpolate over these regions and increase the uncertainties of the affected pixels by a factor of 10. This decreases the inverse variance of these pixels by a factor of 100 so that they have negligible impact on the fits. Fig. 1 shows an example of the process. The models are a good match to the observed spectra and the three iron templates give similar fits to the spectra except in the Mg II line region. The V01 and S07 models do not match the spectra well near the right boundary since they have no coverage beyond 3090 Å. As both the continuum and the iron emission vary over time, the model amplitudes differ between the co-added spectra and the single-epoch spectra. We show corner plots for the model parameters in the Appendix. Additional figures for the other epochs and other sources in the main sample and the root-mean-square (rms) spectra are available in the online journal.

### 3.2 Calibration uncertainty

The flux uncertainties from the spectroscopic calibration have strong correlations between spectral pixels at different wavelengths. This correlation mainly originates from the polynomial interpolation used in the calibration pipeline. In contrast to the independent statistical fluctuation due to the photon noise, the calibration uncertainties cause different pixels to vary in a correlated pattern. This makes it non-trivial to estimate the contribution of the calibration process to the Mg II flux uncertainty.

We account for these correlated errors with an empirical method based on the tens of F-stars observed by the OzDES programme for each field and epoch. Given that the F-stars do not vary intrinsically, the variations of the calibrated F-star spectra between epochs are due to the combination of independent statistical error (photon noise) and the calibration error. As an illustration, panel (a) of Fig. 2 shows 24 spectroscopic epochs of the F-star DES J022526.89−044520.09. We calculate the mean spectrum \( \langle f_s,i \rangle \), the rms spectrum \( S_{s,i} \), and the mean statistical error \( \sigma_{stat,s,i} \) as

\[
\langle f_s,i \rangle = \frac{\sum_j f_{s,i,j}}{N_{exp}},
\]

\[
S_{s,i} = \sqrt{\frac{\sum_j (f_{s,i,j} - \langle f_s,i \rangle)^2}{N_{exp} - 1}} \quad \text{and}
\]

\[
\sigma_{stat,s,i}^2 = \frac{\sum_j \sigma_{s,i,j}^2}{N_{exp}},
\]

where \( f_{s,i,j} \) and \( \sigma_{s,i,j}^2 \) are the flux and the statistical error of the \( j \)th pixel in the \( i \)th epoch and \( N_{exp} \) is the total number of epochs. Panel (b) of Fig. 2 shows that the rms spectrum \( S_{s,i} \) (black line) is broadly consistent with the estimated statistical error \( \sigma_{stat,s,i} \) (red line). This indicates that the spectral variance is dominated by the statistical error at the pixel level, so we cannot directly extract the calibration uncertainty from the rms spectra.

To reduce the statistical uncertainties, we bin the spectra with a bin size of 300 Å. This averaging does not suppress the correlated uncertainties due to the calibration process. Panel (d) of Fig. 2 shows the rms spectra of the binned F-star spectra in panel (c). The statistical errors become small relative to the spectral variations, so the binned rms spectra provide an estimate of only the calibration uncertainties. However, these calibration uncertainty estimates are still correlated and it is not straightforward to apply these to the quasar spectra.

We adopt a Monte Carlo method to determine the contribution of calibration uncertainties to the Mg II flux uncertainties. We first define a ‘warping function’

\[
W_{bj} = f_{s,b,j}/\langle f_{s,b} \rangle,
\]

where \( f_{s,b,j} \) is the flux of the \( b \)th bin in the \( j \)th epoch and \( \langle f_{s,b} \rangle \) is the mean flux of the \( b \)th bin over all epochs. We interpolate this discrete function with a third-order spline function to obtain a continuous warping function \( W_j(\lambda) \). Each warping function \( W_j(\lambda) \) represents one realization of the fractional spectral variation due to the correlated calibration uncertainties. Panel (e) of Fig. 2 shows an example of the 24 warping functions corresponding to each epoch of the F-star spectra. The warping functions show the smallest variations around the centres of the photometric bands that anchor the calibrations (blue dotted lines). The variations are relatively large near the ends of the spectra, as well as around the location of the dichroic split between the red and blue arms of the spectrograph at \( \sim 5700 \) Å.

The next step is to multiply a quasar spectrum \( f(\lambda) \) with a warping function \( W(\lambda) \) to derive a warped realization of the spectrum

\[
f_{\text{warp},i}(\lambda) = f(\lambda) W_i(\lambda).
\]

This represents a realization of the quasar spectra distorted by the calibration errors. We calculate the Mg II flux \( F_{\text{line}, \text{warp},i} \) from the warped spectra \( f_{\text{warp},i}(\lambda) \) as described in Section 3.1. Each F-star epoch gives a warping function \( W(\lambda) \) and therefore a Mg II flux realization \( F_{\text{line}, \text{warp},i} \). The standard deviation of the Mg II flux realizations after multiplying a spectrum by a set of warping functions is an estimate of the flux uncertainty due to the calibration. We convert this to the Mg II flux uncertainty of the observed spectra as

\[
\sigma_{\text{line,cal}} = \langle \sigma_{\text{line,warped}}/(F_{\text{line,warped}}) \rangle \cdot F_{\text{line}},
\]

where \( F_{\text{line,warped}} \) and \( \sigma_{\text{line,warped}} \) are the mean and the standard deviation of the warped Mg II flux \( F_{\text{line,warped}} \) over all realizations and \( F_{\text{line}} \) is the Mg II flux from the observed spectra. We add this calibration uncertainty \( \sigma_{\text{line,cal}} \) in quadrature with the Mg II flux uncertainty \( \sigma_{\text{line}} \).

The warping functions are based on F-stars in the OzDES fields with at least five epochs, and we use multiple F-stars to create many warping functions. We exclude epochs where the median SNR of the F-star spectrum is less than 15. Panels (a) and (b) of Fig. 2 show that there are occasionally bad pixels in the spectra that can affect the rms spectra. When binning the spectra, we remove a pixel if it is more than 4σ away from the mean of the pixels at this wavelength over all epochs, where \( \sigma \) is the flux uncertainty of this pixel. We remove bad bins where more than 10 per cent of the pixels are bad pixels, and exclude an epoch if more than 10 per cent of the bins are bad bins. We also manually exclude some epochs where there is contamination at \( \sim 7100 \) Å that originates from the LED in the 2dF gripper gantry. In summary, we create a total of 2116 warping functions based on 165 F-stars.

For each epoch, there is effectively a library of warping functions based on the F-stars observed at that epoch. The variations in this library depend on the observational conditions for this epoch. We use this library to calculate the Mg II calibration uncertainties. The top panel of Fig. 3 shows the fractional calibration uncertainties of the Mg II line flux as a function of time for the quasar DES J003207.44−433049.00. The median calibration uncertainty
Figure 2. Illustration of the process for estimating the calibration uncertainties. (a) Spectra of the F-star DES J022526.89−044520.09 at 24 epochs. (b) rms variation in the flux computed from the 24 epochs (black lines) and the mean statistical error (red line). The units are the same as panel (a). (c) Binned spectra of panel (a) with a bin size of 300 Å. (d) Binned version of panel (b). The red dots show the dramatic reduction in statistical errors after binning. The black dots reveal the variation that remains in the binned data that are inconsistent with Poisson errors alone. (e) Warping functions. Each warping function corresponds to an epoch of the F-star spectra. The black squares represent the discrete warping function of the first epoch. The bold red line represents the continuous warping function of this epoch from the spline interpolation. The lighter red lines show the warping functions for the other epochs. The black dashed line is drawn at unity. The blue dotted lines are drawn at the effective wavelengths of the gri bands.

is \( \sim 4 \) percent, although it exceeds 10 percent at some epochs. The middle and bottom panels show two examples of the warping functions near the Mg II line. The MJD 56917 epoch contains warping functions with large variations that correspond to a large calibration uncertainty, while the small variations in MJD 57242 imply a small calibration uncertainty. The calibration uncertainty contributes more than half of the Mg II flux uncertainty for three sources in our main sample, while the photon noise dominates the error budget for the other sources.

4 TIME SERIES ANALYSIS

We create continuum light curves in the g band from the DES data base and create Mg II line light curves using the methodology of Section 3. We adopt the V01 template as the iron template for our standard analyses. The other two templates either use a similar method to the V01 or directly use the V01 template except for the Mg II line region. We examine the effect of using the other two templates on the lag measurements. We visually inspect and remove epochs where the continuum + iron model fails to match the spectrum or where the spectrum is contaminated by known instrumental artifacts like the 7100 Å bump due to scattered LED light. The light curves of our main sample are available in the online journal.

4.1 Lag measurement

We measure the lags with JAVELIN (e.g. Zu, Kochanek & Peterson 2011; Zu et al. 2013) and the interpolated cross-correlation function (ICCF; e.g. Gaskell & Peterson 1987; Peterson et al. 1998, 2004). JAVELIN models the quasar variability with a damped random walk (DRW) and assumes that the line light curve is a shifted, scaled and top-hat smoothed version of the continuum light curve. It first fits the continuum light curve using an MCMC sampler to constrain the DRW amplitude and characteristic time-scale. With these constraints as the prior, it then fits the continuum and the line light curves simultaneously to derive the posterior distributions of the transfer function width, the scaling factor, and the time lag. We set a lag limit of \([-1000,1000]\) d and allow the DRW amplitude and time scale, the transfer function width and the scaling factor to vary freely during
the fitting. While our data cannot well constrain the DRW time-scale, previous studies found that it does not have significant impact on the lag measurements (e.g. Yu et al. 2020b; Homayouni et al. 2020).

The ICCF method calculates the cross-correlation function (CCF) after linearly interpolating the light curves. It uses the centroid or the peak of the CCF as the lag estimate. To estimate the lag uncertainty, it randomizes the light curve according to the single-epoch uncertainties and/or randomly selects a sub-sample of the epochs with replacement to create a number of light curve realizations. The centre or the peak of the CCF for each realization forms the cross-correlation centre distribution (CCCD) or the cross-correlation peak distribution (CCPD). The scatter of the CCCD or the CCPD gives an estimate of the lag uncertainty. We use the python implementation PYCCF (Sun, Grier & Peterson 2018) for the ICCF method. We create 8000 realizations with both flux randomization and the random sub-sampling and use realizations with $r_{peak} > 0.5$ to estimate the lag uncertainties, where $r_{peak}$ is the peak cross-correlation coefficient of the CCF. For each realization, we adopt the region with $r > 0.8r_{peak}$ to calculate the CCF centre or peak. Previous studies found that the CCCD generally yields better lag measurements (e.g. Peterson et al. 2004), so we adopt the CCCD as the reference lag distribution of the ICCF method.

4.2 Aliasing removal and lag selections

Secondary peaks in the lag distributions due to aliasing can bias the lag measurements. We adopt the aliasing removal algorithm from the SDSS RM project (e.g. Grier et al. 2019; Homayouni et al. 2020). We first weight the lag distributions with a convolution of two weighting functions. The first weighting function is

$$P(\tau) = \left[ N(\tau)/N(0) \right]^2,$$

where $N(\tau)$ is the number of overlapping epochs between the line light curve and the continuum light curve shifted by the lag $\tau$. This decreases the likelihood that we will measure a lag when the line light curve has little overlap with the continuum after it is shifted by the lag. We force $P(\tau)$ to be symmetric by calculating only $P(\tau > 0)$ and setting $P(-\tau) = P(\tau)$. The second weighting function is the auto-correlation function (ACF) of the continuum light curve. This accounts for how rapidly the continuum varies. We set the ACF to zero when it drops below zero.

We then smooth the weighted lag distributions with a Gaussian kernel with a width of 12 d. We identify the highest peak in the weighted, smoothed lag distribution as the major peak. We define the best-fitting lag as the median of the unweighted lag distributions within the major peak and calculate the lag uncertainty using the 16th and 84th percentiles. The identification of the major peak region can be ambiguous when there are multiple connected peaks. We define a peak to be separate from other peaks if it is more than 10 d away from the neighbouring peaks and its prominence is larger than 10 per cent of the neighbouring peaks. We define the peak prominence based on the PYTHON module scipy.signal.peak_prominences (Jones et al. 2001). It extends a horizontal line from the peak until it intersects with a higher peak or the lag boundaries. On each side of the peak, it searches for a minimum between the peak and the intersection. It calculates the peak prominence as the vertical distance between the peak and the higher minimum on the two sides.

We define a lag as significant if (1) $f_{peak} >= 0.6$, where $f_{peak}$ is the fraction of the total probability included in the major peak and (2) the lag is above or below zero with at least 3$\sigma$ significance. We consider a lag measurement for a quasar successful if both the JAVELIN and ICCF methods yield significant lags and the two algorithms are consistent within 2$\sigma$. We obtain successful lag measurements for nine sources. All lag measurements are positive – no negative lags pass the selection criteria. We refer to this as the ‘main sample’.

Table 1 provides the lags for the main sample. Figs 4–6 show the light curves (left columns) and the lag distributions (right columns). We shift the continuum light curves by the best-fitting JAVELIN lags to compare with the line light curves. We re-scale each shifted continuum light curve so that its median matches the median of the line light curve. For about half of the main sample sources, the shifted continuum light curve overlaps well with the line light curve. This overlap further supports the reliability of the lag. The shifted continuum light curves of the other sources have less overlap with the line light curves, but they form a reasonable ‘interpolation’ for the line light curves between the neighbouring seasons. All lag distributions show clear major peaks that agree between the JAVELIN and the ICCF results. The sources that have good overlap between the shifted continuum and the line light curves tend to have lags with smaller uncertainties. An extension of the observational seasons would be very helpful for lag measurements in future RM campaigns. As previous studies found that JAVELIN generally produces more robust lag determinations with more realistic uncertainties (e.g. Li et al. 2019; Yu et al. 2020b), we adopt the JAVELIN lags as the reference lags for the remainder of our analyses.
Figure 4. Light curves and lag measurements. Each 2 × 2 grid of panels presents a source with the name shown in the upper left corner. (Left column) g-band continuum light curve and Mg II line light curve. The black points in the upper panel and the red squares in the lower panel represent the continuum and line light curve, respectively. The black points in the lower panel represent the continuum light curve shifted by the best-fitting JAVELIN lag. We re-scale the shifted continuum light curve so that its median matches the median of the line light curve. (Right column) JAVELIN and ICCF lag distributions. The blue solid lines in the upper and lower panels show the JAVELIN posterior lag distribution and the CCCD from the ICCF method, respectively. The red dashed lines represent the weighted and smoothed lag distributions. The yellow shaded regions represent the ‘major peak’ ranges.
While we use V01 as our standard iron template, we compare the lags derived using the other two iron templates in Fig. 7. The lag distributions from the three iron templates agree well. In some cases, such as the JAVELIN lags for DES J025225.52 + 003405.90 and the ICCF lags for DES J003052.76-430301.08, the relative strength of the peaks can differ between templates. For the T06 results of DES J025225.52 + 003405.90, the major peak identification remains the same as the other two templates and the lag measurements are similar.
For DES J003052.76−430301.08, the stronger aliasing in the T06 results can lead to a mis-identification of the major peak at negative lags. This source is also a flagged source that we discuss further in Section 5. Overall, the choice of iron template does not have a significant impact on our lag measurements.

5 LAG RELIABILITY

We assess the reliability of the lags using the simulation tool presented by Penton et al. (2021). We simulate the continuum for each source with 2000 DRW light-curve realizations, where the continuum variability is matched to the variability of the observed light curves.
For each realization, we create the simulated light curve using a top-hat transfer function with an input lag \( \tau \) randomly drawn between 10 and 1000 d. The simulated light curves are produced with the same cadence and SNR as the observed light curves. We perform the same analysis on the simulated light-curve pairs, as we did for the observed light curves in Section 4. For the \( N_p \) realizations that pass the selection criteria, we compare the measured lag \( \tau_m \) with the input lag \( \tau \). We define the number of false positive realizations \( N_{bad,m} \) as those where the measured lag \( \tau_m \) and the input lag \( \tau \) differ by \( 3\sigma \).

The number of the false positives has a distribution function \( N_{bad,i}(\tau) \) over the input lag \( \tau_i \) or a distribution function \( N_{bad,m}(\tau_m) \) over the measured lag \( \tau_m \). These two distribution functions can have different shapes. Similarly, the number of realizations that pass the selection cuts has two distribution functions \( N_{p,i}(\tau) \) and \( N_{p,m}(\tau_m) \). We define two false positive rates (FPR):

\[
\begin{align*}
    f_i(\tau) &= \frac{N_{bad,i}(\tau_i) / N_{p,i}(\tau_i)}{1} \quad (10a) \\
    f_m(\tau_m) &= \frac{N_{bad,m}(\tau_m) / N_{p,m}(\tau_m)}{1}. \quad (10b)
\end{align*}
\]

The first expression \( f_i(\tau) \) is our estimate of the probability that we measure an incorrect lag for a source with a true lag \( \tau \), while \( f_m(\tau_m) \) is our estimate of the probability that the measured lag is wrong when we measure a lag \( \tau_m \).

Fig. 8 shows an example of \( f_i(\tau) \) and \( f_m(\tau_m) \). We divide the lags into 10 bins and calculate the FPR in each bin using equation (10). The FPR function \( f_i(\tau) \) shows local minima around 1 and 2 yr, while it increases towards the two boundaries. This indicates that our data are most sensitive to lags where the shifted continuum overlaps well with the line light curves, while it is more difficult to correctly recover lags that are extremely small or large, or where the lags are around the seasonal gaps. The function \( f_m(\tau_m) \) also increases towards the two boundaries, while the trend is flatter than \( f_i(\tau) \). The FPR functions \( f_i(\tau) \) and \( f_m(\tau_m) \) in Fig. 8 were calculated with the same observational cadence and SNR. The cadence and SNR can vary among different sources, so sources where \( \tau \) or \( \tau_m \) falls into the seasonal gaps do not necessarily have larger FPR.

Given that we do not know the true lags, the definition \( f_m(\tau_m) \) is more suitable for assessing the reliability of the measured lags. We define a fiducial FPR for each source as

\[
\text{FPR} = f_m(\tau_{obs}) = \frac{N_{bad,m}(\tau_{obs})}{N_{p,m}(\tau_{obs})},
\]

where \( \tau_{obs} \) is the lag measured from the observed light curves. Given the finite number of realizations with discrete measured lags, we define \( N_{p,m}(\tau_{obs}) \) as the number of realizations where the measured lag \( \tau_m \) agrees with the observed lag \( \tau_{obs} \) up to within 1σ. Table 1 gives the FPR for the main sample sources and Fig. 9 shows the FPR against the observed lags. The median FPR of the main sample is about 4 per cent. We set a threshold at FPR = 0.1 and add flag = 1 to the one source above the threshold in Table 1. This flag does not mean the source is a spurious detection. A FPR of ~15 per cent is still statistically small and the flag is just to separate this source from others that have significantly lower FPRs.

The simulation method has been commonly used to assess the lag reliability (e.g. Shen et al. 2015; Li et al. 2019; Penton et al. 2021; Yu et al. 2020b), although these simulations have different configurations, such as the choice of the input lags and how the observations constrain the simulated light curves. This method differs from Homayouni et al. (2020) in that they use uncorrelated lightcurves to estimate the FPR. The two different methods address two different aspects of the lag reliability. The Homayouni et al. (2020) method estimates the probability that one has measured a lag from a light curve where there is no intrinsic lag signal. In contrast, our method first determines if there is a real lag signal based on strict lag selection criteria, and then uses simulations to quantify the probability that the measured lag is the true lag.

### 6 BLACK HOLE MASS AND R–L RELATION

We use the line dispersion to parametrize the Mg II line width from the co-added spectra after subtracting the continuum and the iron emission. Given the line profile \( P(\lambda) \), the line dispersion is

\[
\sigma_{\text{line}}^2 = \left[ \int \lambda^2 P(\lambda) d\lambda \right] - P(\lambda)^2, \quad (12)
\]

where \( P(\lambda) \) is the first moment of the line profile. Previous studies have shown that the line dispersion is a better line width estimator for the black hole mass than the full-width half maximum (e.g. Peterson et al. 2004; Dalla Bont`a et al. 2020). The S/N of our data is too low to provide reliable line width measurements from the rms spectra that are commonly used in RM studies. However, the line dispersion from the mean spectra is generally a reasonable proxy to that from the rms spectra (e.g. Dalla Bont`a et al. 2020; Wang et al. 2020).

We calculate black hole masses using equation (1) with the measured lag and the line dispersion and adopt the virial factor \( f = \frac{M}{M_\odot} \) as

\[
\frac{M}{M_\odot} = \left( \frac{\sigma_{\text{line}}^2}{2G \cdot \frac{L}{c}} + \frac{L}{c} \right)^{1/3},
\]

where \( L \) is the luminosity of the object and \( c \) is the speed of light.
Figure 7. Comparison of lag distributions for the three different iron templates. Each pair of panels show the JAVELIN (upper panel) and the ICCF (lower panel) lag distributions for a source with the name shown in the upper left corner. The black solid, red dashed, and cyan dash-dotted lines represent the results from the V01, T06, and S07 templates, respectively.
intrinsic scatter found by Homayouni et al. (2020). The consistency between the observed Mg II lags and the predictions of the H $\beta$ $R-L$ relation may indicate that the Mg II emitting radius is similar to the H$\beta$ radius. However, the predicted lags by the Bentz et al. (2013) and Homayouni et al. (2020) $R-L$ relations are similar within the luminosity range of our sample, so our results do not rule out the Homayouni et al. (2020) $R-L$ relation that has a shallower slope than Bentz et al. (2013).

The Mg II line is dominated by collisional excitation, in contrast to the recombination dominated Balmer lines. Theoretical studies have predicted that the average emitting radius for the Mg II should be larger than for the Balmer lines (e.g. Guo et al. 2020; Korista & Goad 2000). Observational studies, on the other hand, have found that the Mg II lags are similar to the H $\beta$ lags for the same source, although only $\sim$10 sources have lag measurements for both Mg II and H $\beta$ (e.g. Clavel et al. 1991; Metzroth et al. 2006; Homayouni et al. 2020). The consistency between the H $\beta$ $R-L$ relation and the measured Mg II lags in our sample is in general agreement with the previous observational results.

We calculate the bolometric luminosity using the monochromatic luminosity at 3000 Å and the bolometric corrections by Richards et al. (2006). We divide the bolometric luminosity by the Eddington luminosity to calculate the Eddington ratio. We get Eddington ratios $\sim$1 for the two sources that have significantly smaller lags than the prediction of the $R-L$ relation. This generally agrees with previous studies that found smaller lags from sources with larger Eddington ratios (e.g. Du et al. 2016, 2018; Dalla Bontà et al. 2020; Martínez-Aldama et al. 2020). However, the Eddington ratio depends on the black hole mass and therefore the reliability of the lag measurements. Verification of the correlation between lags and Eddington ratios requires independent black hole mass estimates, which is beyond the scope of this paper.

7 SUMMARY

We have measured robust Mg II lags for nine quasars that were observed as part of the OzDES RM programme. These quasars have both photometric observations from DES and spectroscopic observations from OzDES, where the DES photometry provides both well-sampled continuum lightcurves and a means to calibrate the spectroscopic data based on the calibration pipeline developed by Hoormann et al. (2019). The Mg II region is severely affected by iron emission, especially many Fe II multiplets, and we have developed a MCMC-based algorithm to account for the continuum + iron emission near the Mg II line. We model the continuum with a power law and model the iron emission with smoothed iron templates from the literature. A second complication is that there are significant, correlated errors in these multifibre spectra due to the calibration process. We have developed a new method to use multiepoch spectra of F-stars to characterize the correlated errors from the spectroscopic calibrations. The main results are as follows:

(i) We measure nine positive Mg II lags and no negative lags. The different iron templates have little effect on the lag measurements. We use simulations to assess the lag reliability and obtain a median FPR of about 4 per cent. The FPR characterizes the probability that the measured lag is inconsistent with the true lag.

(ii) After accounting for the difference in the typical continuum near H $\beta$ and Mg II, the Mg II lag measurements are consistent with both the H $\beta$ $R-L$ relation by Bentz et al. (2013) and the Mg II $R-L$ relation by Homayouni et al. (2020) with the exception of the two outliers. The agreement with the H $\beta$ $R-L$ relation suggests that
Mg II is emitted at a similar radius to H β, in general agreement with previous observational results (e.g. Clavel et al. 1991; Metzroth et al. 2006; Homayouni et al. 2020).

In this paper, we only consider luminosity ranges where the continuum light curves overlap well with the line light curves after they have been shifted by the expected lags. While our sample fills a luminosity range that had few robust measurements, the dynamic range of our sample is too small to independently derive a robust estimate of both the $R-L$ relation and its intrinsic scatter. Furthermore, previous studies are not homogeneous in their approach to lag measurements, uncertainty estimates, and lag quality cuts. Simply combining all the existing results may lead to a biased estimate of the $R-L$ relation. We therefore do not fit a new $R-L$ relation. In our next paper, we will expand our analysis to the full OzDES RM sample with Mg II data, take into account how systematic errors impact the measurement of the $R-L$ relation, and conduct a homogeneous re-analysis of existing results with sufficient public information.
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APPENDIX: CORNER PLOTS FOR CONTINUUM + IRON SUBTRACTION

Figs A1 and A2 show corner plots for the continuum + iron fitting of the co-added spectra and the single-epoch spectra in Fig. 1, respectively. The parameters show well-converged distributions. For the single-epoch spectra, fixing the velocity broadening width to an exact value would cause numerical problems in MCMC sampler EMCEE (Foreman-Mackey et al. 2013). We therefore allow $w$ to vary in a tiny range centred on the value derived from the co-added spectra. This range is small enough that it makes little difference that we did not fix the parameter.
Figure A1. Corner plot for the continuum + iron fitting of the co-added spectra of the quasar DES J003052.76 − 430301.08 (middle panel of Fig. 1). The iron template is from V01. The diagonal panels show the marginalized distributions of the four free parameters $A_c$, $\alpha$, $A_t$, and $w$, where $A_c$ and $\alpha$ are the scale and slope of the power-law continuum, $A_t$ is the scale of the iron template, and $w$ is the velocity broadening width. The dashed lines mark the median and the 1\sigma levels. The other panels show the correlations between parameters. The scatter points and the 2D histograms represent the MCMC chain steps and their distributions. The contours are drawn from the 0.5\sigma to the 2\sigma level with a step of 0.5\sigma.
Figure A2. Same as Fig. A1 but for the single-epoch spectra (bottom panel of Fig. 1).