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## Supplementary appendix 1

This appendix formed part of the original submission and has been peer reviewed. We post it as supplied by the authors.

Supplement to: GBD 2019 Risk Factors Collaborators. Global burden of 87 risk factors in 204 countries and territories, 1990-2019: a systematic analysis for the Global Burden of Disease Study 2019. Lancet 2020; 396: 1223-49.

Appendix 1: Methods appendix to "Global burden of 87 risk factors in 204 countries and territories, 1990-2019: a systematic analysis for the Global Burden of Disease Study 2019"

This appendix provides further methodological detail for "Global burden of 87 risk factors in 204 countries and territories, 1990-2019: a systematic analysis for the Global Burden of Disease study 2019."

Portions of this appendix have been reproduced or adapted from Stanaway et al. ${ }^{1}$ References are provided for reproduced sections.

Preamble
This appendix provides further methodological detail for "Global burden of 87 risk factors in 204 countries and territories, 1990-2019: a systematic analysis for the Global Burden of Disease Study 2019." This study complies with the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER) recommendations. ${ }^{2}$ It includes detailed tables and information on data to maximise transparency in our estimation processes and provides a comprehensive description of analytical steps. We intend this appendix to be a living document to be updated with each iteration of the Global Burden of Disease Study (GBD).
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## Section 1: GBD overview

## Section 1.1: Geographic locations of the analysis

We produced estimates for 204 countries and territories that were grouped into 21 regions and seven super-regions (table S4). The seven super-regions are central Europe, eastern Europe, and central Asia; high income; Latin America and the Caribbean; north Africa and the Middle East; south Asia; southeast Asia, east Asia, and Oceania; and sub-Saharan Africa. For GBD 2019, 9 countries and territories (Cook Islands, Monaco, San Marino, Nauru, Niue, Palau, Saint Kitts and Nevis, Tokelau, and Tuvalu) were added, such that the GBD location hierarchy now includes all WHO member states. This year, GBD includes subnational analyses for several new countries and continues to analyse at subnational levels countries that were added in previous cycles. Subnational estimation in GBD 2019 includes five new countries (Italy, Nigeria, Pakistan, the Philippines, and Poland) and 16 countries previously estimated at subnational levels (Brazil, China, Ethiopia, India, Indonesia, Iran, Japan, Kenya, Mexico, New Zealand, Norway, Russia, South Africa, Sweden, the UK, and the USA). All analyses are at the first level of administrative organisation within each country except for New Zealand (by Māori ethnicity), Sweden (by Stockholm and non-Stockholm), the UK (by local government authorities), and the Philippines (by provinces). All subnational estimates for these countries were incorporated into model development and evaluation as part of GBD 2017. To meet data use requirements, in this publication we present subnational estimates for Brazil, India, Indonesia, Japan, Kenya, Mexico, Sweden, the UK, and the USA); given space constraints, these results are presented in appendix 2 instead of the main text. Subnational estimates for China are included in maps but are not reported in appendix tables. Subnational estimates for other countries will be released in separate publications.

For GBD 2019, we have also defined locations as standard locations and non-standard locations. Standard GBD locations are defined as the set of all subnationals belonging to countries where data quality is high and with populations over 200 million, in addition to all other countries. Standard locations include the subnationals for China, India, the United States, and Brazil, but not Indonesia; China, India, the United States, and Brazil are also included at the country level. All other countries with subnational estimates are defined as non-standard locations.

## Section 1.2: Time period of the analysis

A complete set of risk-specific exposures, relative risks (RRs), theoretical minimum-risk exposure levels (TMRELs), and population attributable fractions (PAFs) were computed for the years 1990-2019.

## Section 1.3: Statement of GATHER compliance

This study complies with the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER) recommendations. ${ }^{2}$ We have documented the steps involved in our analytical procedures and detailed the data sources used. See table S1 for the GATHER checklist.

The GATHER recommendations may be found here: http://gather-statement.org/

## Section 1.4: GBD risk factor hierarchy

The GBD 2019 risk factors hierarchy and levels are summarised in table S2. The risk hierarchy is based on common features of individual risks; for example, risk factors that represent behavioural factors are grouped together.

The GBD risk factor list continues to evolve to reflect the policy relevance, public health, and medical care importance of major risk factors. Three risks were added to the list for GBD 2019: non-optimal temperature, high temperature, and low temperature.

## Section 1.5: List of abbreviations

| APCSC | Asia-Pacific Cohort Studies Collaboration |
| :--- | :--- |
| BMI | body-mass index |
| BMD | bone mineral density |
| CDC | Centers for Disease Control and Prevention |
| CF | correction factor |
| CKD | chronic kidney disease |
| COD | causes of death |
| CODEm | cause of death ensemble modelling |
| COPD | chronic obstructive pulmonary disease |
| CRA | comparative risk assessment |
| CSA | childhood sexual abuse |
| CSV | comma-separated values |
| CSMR | cause-specific mortality rate |
| CVD | cardiovascular disease |
| DALY | disability-adjusted life-year |
| DHS | Demographic and Health Survey |
| DRI | data representativeness index |
| EDU15+ | mean education for those age 15 years or older |
| EMR | excess mortality rate |
| FAO | Food and Agriculture Organization |
| FPG | fasting plasma glucose |
| GAM | generalised additive model |
| GATHER | Guidelines for Accurate and Transparent Health Estimates Reporting |
| GBD | Global Burden of Diseases, Injuries, and Risk Factors Study |
| GHDX | Global Health Data exchange |
| GoF | goodness of fit |
| HAP | household air pollution |
| ID | iron deficiency |
| IDA | iron deficiency anaemia |
| IER | integrated exposure response |
| IHD | ischaemic heart disease |
| ILO | International Labour Organization |
| IPV | intimate partner violence |
| IQ | intelligence quotient |
| JMP | Joint Monitoring Project |
| KS | Kolmogorov-Smirnov |
|  |  |


| LDI | lag-distributed income |
| :---: | :---: |
| LDL | low-density lipoprotein |
| LMICs | low- and middle-income countries |
| LOESS | locally estimated scatterplot smoothing |
| LRI | lower respiratory infection |
| MCMC | Markov Chain Monte Carlo simulations |
| MDG | Millennium Development Goal |
| MF | mediation factor |
| MICS | Multiple Indicator Cluster Surveys |
| MoM | method of moments |
| MR-BRT | meta-regression-Bayesian, regularised, trimmed |
| NCD | non-communicable disease |
| OER | observed-to-expected ratio |
| PAF | population-attributable fraction |
| PDF | probability distribution factor |
| PM ${ }_{2.5}$ | particulate matter <2.5 $\mu \mathrm{m}$ in diameter |
| PCS | prospective cohort study |
| RCT | randomised controlled trial |
| REDCap | Research Electronic Data Capture |
| RMSE | root mean square error |
| RR | relative risk |
| SBP | systolic blood pressure |
| SD | standard deviation |
| SDG | Sustainable Development Goal |
| SDI | Socio-demographic Index |
| SEER | Surveillance, Epidemiology, and End Results Program |
| SEV | summary exposure value |
| SHS | secondhand smoke |
| SIR | smoking impact ratio |
| SSB | sugar-sweetened beverages |
| ST-GPR | spatiotemporal Gaussian process regression |
| TB | tuberculosis |
| TFU25 | total fertility rate in those under 25 years old |
| TMREL | theoretical minimum-risk exposure level |
| TSNA | tobacco-specific nitrosamines |
| UI | uncertainty interval |
| USA | United States |
| USD | United States dollars |
| WCRF | World Cancer Research Fund |
| WHO | World Health Organization |
| YLDs | years lived with disability |
| YLLs | years of life lost |

Results from the GBD 2019 are measured in terabytes. Results are available in an interactive data downloading tool on the Global Health Data exchange (GHDx). Data and underlying code used for this analysis will be made publicly available pending manuscript acceptance.

The current version of the data download tool is available in the GHDx and contains core summary results for the GBD 2019: http://ghdx.healthdata.org/gbd-results-tool. The core summary results include deaths, years of life lost (YLLs), years lived with disability (YLDs), disability-adjusted life-years (DALYs), and summary exposure values (SEVs). The GHDx includes data for causes, risks, cause-risk attribution, aetiologies, and impairments.

Data above a certain size cannot be viewed online but can be downloaded. Depending on the size of the download, users may need to enter an email address; a download location will be sent to them when the files are prepared.

## Section 1.7: Data input sources overview ${ }^{1}$

GBD 2019 incorporated a large number and wide variety of input sources to estimate mortality, causes of death and illness, and risk factors for 204 countries and territories from 1990-2019. These input sources are accessible through an interactive citation tool available in the GHDx.

Users can retrieve citations for a specific GBD component, cause or risk, and location by choosing from the available selection boxes. They can then view and access GHDx records for input sources and export a comma-separated value (CSV) file that includes the GHDx metadata, citations, and information about where the data were used in GBD. Additional metadata for each input source are available through the citation tool as required by the GATHER statement.

The citation tool is accessible through the GHDx at http://ghdx.healthdata.org/gbd-2019/data-inputsources.

## Section 1.8: Funding Sources

This publication and the research it presents was funded by the Bill \& Melinda Gates Foundation; Bloomberg Philanthropies; the University of Melbourne; Queensland Department of Health, Australia; the National Health and Medical Research Council, Australia; Public Health England; the Norwegian Institute of Public Health; St. Jude Children's Research Hospital; the Cardiovascular Medical Research and Education Fund; the National Institute on Ageing of the National Institutes of Health (award P30AG047845); and the National Institute of Mental Health of the National Institutes of Health (award R01MH110163). The funders of the study had no role in study design, data collection, data analysis, data interpretation, or writing of the report. All authors had full access to all data in the study and had final responsibility for the decision to submit for publication.

## Section 2: Risk factor estimation

## Section 2.1: Overview ${ }^{1}$

The comparative risk assessment (CRA) conceptual framework was developed by Murray and Lopez, ${ }^{3}$ who established a causal web of hierarchically organised risks or causes that contribute to health outcomes, which allows for quantification of risks or causes at any level in the framework. In GBD 2019, as in previous iterations of the GBD study, we evaluated a set of behavioural, environmental and occupational, and metabolic risks, in which risk-outcome pairs were included based on evidence rules. These risks were organised in four hierarchical Levels, where Level 1 represents the overarching categories (behavioural, environmental and occupational, and metabolic) nested within Level 1 risks; Level 2 contains both single risks and risk clusters (such as child and maternal malnutrition); Level 3 contains the disaggregated single risks from within Level 2 risk clusters (such as low birthweight and short gestation); and Level 4 details risks with the most granular disaggregation, such as for specific occupational carcinogens, the subcomponents of child growth failure (stunting, wasting, underweight), and suboptimal breastfeeding (discontinued and non-exclusive breastfeeding). At each level of risk, we evaluated whether risk combinations were additive, multiplicative, or shared common pathways for intervention. This approach allows the quantification of the proportion of risk-attributable burden shared with another risk or combination of risks and the measurement of potential overlaps between behavioural, environmental and occupational, and metabolic risks. To date in the GBD, we have not quantified the contribution of other classes of risk factors illustrated in table S3. We do provide some insights into the potential magnitude of distal social, cultural, and economic factors through an analysis of the relationship between risk exposures and development measured by using the Socio-demographic Index (SDI) (see appendix section 2.10).

Two types of risk assessments are possible within the CRA framework: attributable burden and avoidable burden. Attributable burden is the reduction in current disease burden that would have been possible if past population exposure had shifted to an alternative or counterfactual distribution of risk exposure. Avoidable burden is the potential reduction in future disease burden that could be achieved by changing the current distribution of exposure to a counterfactual distribution of exposure. Murray and Lopez identified four types of counterfactual exposure distributions: (1) theoretical minimum risk; (2) plausible minimum risk; (3) feasible minimum risk; and (4) cost-effective minimum risk. ${ }^{4}$ The TMREL is the level of risk exposure that minimises risk at the population level or the level of risk that captures the maximum attributable burden. Other possible forms of risk quantification include plausible minimum risk - which reflects the distribution of risk that is conceivably possible and would minimise population-level risk if achieved - whereas feasible minimum risk describes the lowest risk distribution that has been attained within a population and cost-effective minimum risk is the lowest risk distribution for a population that can be attained in a cost-effective manner. Because no robust set of forecasts for all components of GBD is available, in this study we focus on quantifying attributable burden by using the theoretical minimum risk counterfactual distribution. Table S 3 shows the eight possible types of risk quantification within the CRA framework; the grey box represents the type of CRA currently undertaken by the GBD study. According to the definition of avoidable burden, risk reversibility would be incorporated into this type of assessment because it would involve reducing risk to the counterfactual for the index year, given a history of past risk exposure. Given the focus in this study on attributable burden, risk reversibility is not a criterion used in estimation here.

In general, this analysis follows the CRA methods used since GBD 2015. ${ }^{5}$ The methods described here provide a high-level overview of the analytical logic and focus on areas of notable change from the methods employed in GBD 2015. Here we aim to provide sufficient detail on the methods and overall structure of the estimation process. This study complies with the GATHER recommendations proposed by the World Health Organization (WHO) and others, which include recommendations on documentation of data sources, estimation methods, and statistical analysis (table S1). ${ }^{6}$

## Section 2.2: Step 1. Effect size estimation

Section 2.2.1: Collate relative risk data ${ }^{1}$
Criteria for inclusion of risk-outcome pairs
Since GBD 2010 we have included risk-outcome pairs that we have assessed as meeting the World Cancer Research Fund (WCRF) grades of convincing or probable evidence. ${ }^{7}$ In this framework, convincing evidence consists of biologically plausible associations between exposure and disease established from multiple epidemiological studies in different populations. Evidentiary studies must be substantial, include prospective observational studies, and, where relevant, randomised controlled trials (RCTs) of sufficient size, duration, and quality that show consistent effects. Probable evidence is similarly based on epidemiological studies with consistent associations between exposure and disease but for which shortcomings in the evidence exist, such as insufficient available trials (or prospective observational studies).

## The World Cancer Research Fund grading system

## Convincing evidence

Convincing evidence is evidence based on epidemiological studies showing consistent associations between exposure and disease and includes little or no evidence to the contrary. The available evidence is based on a substantial number of studies including prospective observational studies and, where relevant, RCTs of sufficient size, duration, and quality that show consistent effects. The association should be biologically plausible.

## Probable evidence

Probable evidence is evidence based on epidemiological studies showing fairly consistent associations between exposure and disease, but for which perceived shortcomings in the available evidence exist or some evidence to the contrary precludes a more definite judgment. Shortcomings in the evidence may be any of the following: insufficient duration of trials (or studies); insufficient trials (or studies) available; inadequate sample sizes; or incomplete follow-up. Laboratory evidence is usually supportive. The association should be biologically plausible.

Possible evidence
Possible evidence is evidence based mainly on findings from case-control and cross-sectional studies. Insufficient RCTs, observational studies, or non-randomised controlled trials are available. Evidence based on non-epidemiological studies, such as clinical and laboratory investigations, is supportive. More trials are needed to support the tentative associations, which should be biologically plausible.

Insufficient evidence
Insufficient evidence is evidence based on findings of a few studies which are suggestive but insufficient to establish an association between exposure and disease. Little or no evidence is available from RCTs. More well-designed research is needed to support the tentative association.

## Section 2.2.2: Determine relative risks

Effect size estimation ${ }^{1}$
The relative risk (RR) by level of exposure or by cause for mortality or morbidity can be found in published and unpublished primary studies or in secondary studies that summarise RRs. In Step 1a of the analytical process (figure S1), we collated information from RCTs, cohort, pooled cohort, and casecontrol studies, and in Step 1b, used these data to determine the RR for the risk-outcome pairs included in GBD 2019 (table S4). For most risks, data from pooled cohorts or meta-analyses of cohorts were used; in the case of the risk of cataracts from household air pollution (HAP), cohort data were not available, and instead we used case-control data. We estimated RRs of mortality and morbidity for 67 risk factors for which we determined attributable burden by using RR and exposure. We incorporated RRs from studies that controlled for confounding but not for factors along the causal pathway between exposure and outcome. For risk-outcome pairs with evidence available for only one element of mortality or morbidity, we generally assumed that the estimated RRs applied equally to both. Given evidence of statistically different RRs for mortality and morbidity, we incorporated different RRs for each. We did not find that RRs were consistently higher or lower for mortality compared with morbidity. Details and citation information for the data sources used for RRs are provided in searchable form through a webtool (http://ghdx.healthdata.org/). Available data sources for determining RRs varied across risks. Details on how RRs were calculated for each risk can be found in appendix section 4.

For the following risks estimated from a continuous exposure distribution in which the effect size was reported by categories in pooled or meta-analysis studies, we converted those categories to RR per unit increase in exposure and assumed a linear increase in the log of the RR and exposure: ambient ozone pollution, radon, lead, high fasting plasma glucose, high LDL cholesterol, high systolic blood pressure, high body-mass index, low bone mineral density. Many meta-analyses convert RRs to per unit increase for convenience, particularly when studies choose different categories that could not otherwise be compared. If samples in the primary studies at high levels of exposure were sufficient to inform the shape of the tail of the distribution, we applied a cap to the maximum RR by using the midpoint of the last category for which an RR was reported.

In GBD 2019, for a selected set of continuous risk factors, we modelled RRs using meta-regressionBayesian, regularised, trimmed (MR-BRT) (see details below), relaxing the log-linear assumption to allow for monotonically increasing or decreasing but non-linear functions using cubic splines. Risk factors for which we undertook this re-analysis include: all dietary risk factors, low physical activity, kidney dysfunction, and air pollution. Because knot placement can affect the shape of the risk function when modelling with a cubic spline, we generated a wide range of knot placements and created an ensemble across these different knot placements. We also included in the final estimation $10 \%$ trimming of the data to avoid the results being sensitive to outliers.

MR-BRT
This section details the statistical models underlying MR-BRT, and the fitting procedure used to obtain estimates. Further details on models and algorithms can be found in the technical report. ${ }^{8}$

The MR-BRT program is a set of wrappers customized for global health problems that use the open source mixed effects package Lime $\operatorname{Tr}$ (https://github.com/zhengp0/limetr). ${ }^{8}$ We describe the basic functionality in the sections below.

## Mixed-Effects Model

We consider the following nonlinear mixed effects model:

$$
\begin{align*}
\boldsymbol{y}_{i} & =\mathbf{F}_{i}(\beta)+\mathbf{Z}_{i} \boldsymbol{u}_{i}+\boldsymbol{\epsilon}_{i} \\
\boldsymbol{u}_{i} & \sim N(\mathbf{0}, \boldsymbol{\Gamma}), \boldsymbol{\Gamma}=\operatorname{diag}(\gamma), \quad \boldsymbol{\epsilon}_{i} \sim N(\mathbf{0}, \boldsymbol{\Lambda}), \tag{1}
\end{align*}
$$

where $y_{i} \in \mathbb{R}^{n_{i}}$ is the vector of observations from the $i$ th study, $\boldsymbol{\epsilon}_{i} \in \mathbb{R}^{n_{i}}$ are measurement errors with given covariance $\boldsymbol{\Lambda}, \boldsymbol{u}_{i} \in \mathbb{R}^{k_{\gamma}}$ are independent random effects, and $\mathbf{Z}_{i} \in \mathbb{R}^{n_{i} \times k_{r} \text { is a linear map, and } \beta}$ are regression coefficients. The models $F_{i}$ may be nonlinear.

To fit $(\beta, \gamma)$ we solve the marginal likelihood problem:

$$
\begin{equation*}
\min _{\beta, \gamma} f(\beta, \gamma):=\sum_{i=1}^{m} \frac{1}{2}\left(y_{i}-\mathbf{F}_{i}(\beta)\right)^{\top}\left(\mathbf{Z}_{i} \mathbf{\Gamma} \mathbf{Z}_{\mathrm{i}}^{\top}+\boldsymbol{\Lambda}_{\boldsymbol{i}}\right)^{-1}\left(\boldsymbol{y}_{i}-\mathbf{F}_{i}(\beta)\right)+\frac{1}{2} \ln \left|\mathbf{Z}_{i} \mathbf{\Gamma} \mathbf{Z}_{\mathrm{i}}^{\top}+\boldsymbol{\Lambda}_{i}\right| \tag{2}
\end{equation*}
$$

When the model is linear, we can write:

$$
\begin{equation*}
\mathbf{F}_{i}(\beta)=\boldsymbol{X} \beta \tag{3}
\end{equation*}
$$

Linear models are very common in cross-walks (see section 2.3.2), and for network analysis, which is detailed below.

## Network Analysis

Network analysis is a special case of the linear model (3) that is used to compare multiple treatment effects. To explain the coding we use a running example with four treatments $A, B, C, D$.

For simplicity assume $A$ is this reference treatment. We then have the following coding.

$$
\left.\begin{array}{l}
A B \rightarrow B-A: \\
A C \rightarrow C-A:
\end{array} \begin{array}{lll}
{[1} & 0 & 0
\end{array}\right]
$$

We see from this simple example that the design matrix under the basic network assumption is always full rank, since a subset of rows forms the identity matrix.

Comparisons that do not include the reference can be computed. For example,

$$
\begin{gathered}
B C \rightarrow C-B=(C-A)-(B-A) \\
=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]-\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right] \\
=\left[\begin{array}{lll}
-1 & 1 & 0
\end{array}\right]
\end{gathered}
$$

Using this simple algebra, we quickly obtain the remaining codings.

$$
\left.\begin{array}{l}
B C \rightarrow C-B: \\
B D \rightarrow D-B: \\
C D \rightarrow D-C:
\end{array} \begin{array}{ccc}
{[-1} & 1 & 0
\end{array}\right]
$$

Each row of the design matrix $\boldsymbol{X}$ is coded according to the comparison.
When doing network analysis, the design matrix $\boldsymbol{X}$ does not include the intercept term ( $\mathbf{1}$ column).
Constraints and Priors
The ML estimate (2) can be extended to incorporate nonlinear inequality constraints

$$
\mathbf{C}(\boldsymbol{\theta}) \leq c
$$

where $\boldsymbol{\theta}=(\beta, \gamma)$. Constraints play a key role for polynomial splines.
It is also essential to allow priors on parameters of interest. We assume that priors are given by a functional form

$$
\boldsymbol{\theta} \sim \exp (-\rho(\boldsymbol{\theta}))
$$

The likelihood problem is then augmented by adding the term $\rho(\boldsymbol{\theta})$ to the ML objective. The function $\rho$ may be nonlinear and nonconvex, but we assume it is smooth.

Trimming outliers
Least trimmed squares (LTS) is a robust estimator ${ }^{8,9}$ for the standard regression problem. Given the problem

$$
\begin{equation*}
\min _{\beta} \sum_{i=1}^{n} \frac{1}{2}\left(y_{i}-\left\langle\boldsymbol{X}_{i}, \beta\right\rangle\right)^{2}, \tag{4}
\end{equation*}
$$

the LTS estimator minimizes the sum of smallest $h$ residuals rather than all residuals. These estimators were initially introduced to develop linear regression estimators that have a high breakdown point (in this case $50 \%$ ) and good statistical efficiency (in this case $n^{-1 / 2}$ ). Breakdown refers to the percentage of outlying points which can be added to a dataset before the resulting M -estimator can change in an unbounded way. Here, outliers can affect both the outcomes and training data (features).

LTS estimators are robust against outliers, and arbitrarily large deviations that are trimmed do not affect the final $\hat{\beta}$.

Rather than writing the objective in terms of order statistics, it is far simpler to extend the likelihood using an auxiliary variable $\boldsymbol{W}$ :

$$
\begin{equation*}
\min _{\beta, \boldsymbol{W}} \sum_{i=1}^{n} w_{i}\left(\frac{1}{2}\left(y_{i}-\left\langle\mathbf{X}_{i}, \beta\right\rangle\right)\right)^{2} \quad \text { s.t. } \quad \mathbf{1}^{\top} \boldsymbol{W}=h, \quad \mathbf{0} \leq \boldsymbol{W} \leq \mathbf{1} . \tag{5}
\end{equation*}
$$

The set

$$
\begin{equation*}
\Delta_{h}:=\left\{\mathbf{W}: \mathbf{1}^{\top} \mathbf{W}=h, \quad \mathbf{0} \leq \mathbf{W} \leq \mathbf{1}\right\} \tag{6}
\end{equation*}
$$

is known as the capped simplex, since it is the intersection of the $h$-simplex with the unit box. ${ }^{8}$ For a fixed $\beta$, the optimal solution of (5) with respect to $\mathbf{W}$ assigns weight 1 to each of the smallest $h$ residuals, and 0 to the rest. Problem (5) is solved jointly in ( $\beta, \mathbf{W}$ ), simultaneously finding the regression estimate and classifying the observations into inliers and outliers. This joint strategy makes LTS different from post-hoc analysis, where a model is fit first with all data, and then outliers are detected using that estimate.

To explain how trimming enters the marginal likelihood problem, we focus on a single group term from the ML likelihood (2):

$$
\left(\frac{1}{2}\left(\boldsymbol{y}_{i}-\mathbf{F}_{i(\beta)}\right)^{\top}\left(\mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top}+\boldsymbol{\Lambda}_{i}\right)^{-1}\left(\boldsymbol{y}_{i}-\mathbf{F}_{i}(\beta)\right)+\frac{1}{2} \ln \left|\mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top}+\boldsymbol{\Lambda}_{i}\right|\right)
$$

We introduce auxiliary variables $\mathbf{W}_{i} \in \mathbb{R}^{n_{i}}$, and define

$$
\boldsymbol{r}_{i}:=y_{i}-\mathbf{F}_{i}(\beta), \quad \mathbf{W}_{i}:=\operatorname{diag}\left(\mathbf{W}_{i}\right), \quad \sqrt{\mathbf{W}_{i}}:=\operatorname{diag}\left(\sqrt{\mathbf{W}_{i}}\right) .
$$

We now form the objective

$$
\begin{equation*}
\frac{1}{2} \boldsymbol{r}_{I}^{\top} \sqrt{\mathbf{W}_{i}}\left(\sqrt{\mathbf{W}_{i}} \mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top} \sqrt{\mathbf{W}_{i}}+\boldsymbol{\Lambda}_{i}^{\odot \mathbf{W}_{i}}\right)^{-1} \sqrt{\mathbf{W}_{i}} \boldsymbol{r}_{i}+\frac{1}{2} \ln \left|\sqrt{\mathbf{W}_{i}} \mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top} \sqrt{\mathbf{W}_{i}}+\boldsymbol{\Lambda}_{i}^{\odot \mathbf{W}_{i}}\right| \tag{7}
\end{equation*}
$$

where $\odot$ denotes the elementwise power operation:

$$
\Lambda_{i}^{\odot \mathbf{W}_{i}}:=\left[\begin{array}{cccc}
\left(\lambda_{1 j}\right)^{w_{i 1}} & 0 & \cdots & 0  \tag{8}\\
0 & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \left(\lambda_{i n_{i}}\right)^{w_{i n_{i}}}
\end{array}\right]
$$

When $w_{i j}=1$, we recover the contribution of the $i j$ th observation to the original likelihood. As $w_{i j} \downarrow 0$, the $i j$ th contribution to the residual is correctly eliminated by $\sqrt{w_{i j}} \downarrow 0$. The $j$ th row and column of $\sqrt{\mathbf{W}_{i}} \mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top} \sqrt{\mathbf{W}_{i}}$ both go to 0 , while the $j$ th entry of $\Lambda_{i}^{\odot} \mathbf{W}_{i}$ goes to 1 , which effectively removes all impact of the $j$ th point on the covariance matrix.

For full details and analysis, please see the technical report. ${ }^{10}$

## Final Estimator

Putting together the trimmed ML with priors and constraints, we arrive at the following estimator.

$$
\begin{gather*}
\min _{\beta, \gamma, \mathbf{W}} f(\beta, \gamma, \mathbf{W}):=\sum_{i=1}^{m} \frac{1}{2} r_{i}^{\top} \sqrt{\mathbf{W}_{i}}\left(\sqrt{\mathbf{W}_{i}} \mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top} \sqrt{\mathbf{W}_{i}}+\boldsymbol{\Lambda}_{i}^{\odot \mathbf{W}_{i}}\right)^{-1} \\
\sqrt{\mathbf{W}_{i}} r_{i}+\frac{1}{2} \ln \left|\sqrt{\mathbf{W}_{i}} \mathbf{Z}_{i} \boldsymbol{\Gamma}^{-1} \mathbf{Z}_{i}^{\top} \sqrt{\mathbf{W}_{i}}+\boldsymbol{\Lambda}_{i}^{\odot \mathbf{W}_{i}}\right|+\rho(\beta, \gamma, \boldsymbol{\Lambda})  \tag{9}\\
\text { s.t. } \boldsymbol{r}_{i}=\boldsymbol{y}_{i}-\mathbf{F}_{i}(\beta), \quad \mathbf{1}^{\top} \mathbf{W}=h, \quad 0 \leq \mathbf{W} \leq 1, \quad \boldsymbol{C}\left(\frac{\beta}{\gamma}\right) \leq c .
\end{gather*}
$$

The fit is obtained using iterative optimization techniques. Problem (9) is nonlinear and non-smooth, and the optimization is implemented in the LimeTR package ${ }^{3}$ (https://github.com/zhengp0), and relies on the IPopt interior point method. ${ }^{11}$

Nonlinear Dose-Response Curves with Constrained Splines
In this section we discuss spline models for dose-response relationships. General background on splines and spline regression are available elsewhere. ${ }^{12,13}$

## B-splines and bases

A spline basis is a set of piecewise polynomial functions with designated degree and domain. If we denote polynomial order by $p$, and the number of knots by $k$, we need $p+k$ basis elements $s_{j}^{p}$, which can be generated recursively as illustrated in Figure A.

Figure A. Recursive generation of b-spline basis elements (orders 0, 1, 2)


Given such a basis, we can represent any dose-response relationship as the linear combination of the spline basis elements, with coefficients $\beta \in \mathbb{R}^{\mathrm{p}+\mathrm{k}}$ :

$$
\begin{equation*}
f(t)=\sum_{j=1}^{p+k} \beta_{j}^{p} s_{j}^{p}(t) \tag{10}
\end{equation*}
$$

These coefficients are then inferred as part of the general estimator (9) as discussed in the previous section. An explicit representation of (11) is obtained by building a design matrix $\boldsymbol{X}$. Given a set of $t$ values at which we have data, the $j$ th column of $\mathbf{X}$ is given by the expression

$$
\mathbf{X}_{\cdot, j}=\left[\begin{array}{c}
s_{j}^{p}\left(t_{0}\right)  \tag{11}\\
\vdots \\
s_{j}^{p}\left(t_{k}\right)
\end{array}\right] .
$$

The model for direct observations data coming from (11) can now be written compactly as

$$
\boldsymbol{y}=\mathbf{X} \beta+\mathbf{Z}_{i} \boldsymbol{u}_{i}+\boldsymbol{\epsilon}_{i}
$$

which is a special case of the main problem class (1).

## Shape constraints

We can impose shape constraints such as monotonicity, concavity, and convexity on splines. Constraints on splines have been developed in the past through reformulation techniques. ${ }^{14}$ The development in this section uses explicit constraints instead.

Monotonicity. Spline monotonicity across the domain of interest follows from monotonicity of the spline coefficients. ${ }^{12}$ Given coefficients

$$
\beta=\left[\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{n}
\end{array}\right],
$$

the curve $f(t)$ in (11) is monotonically non-decreasing when

$$
\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{n}
$$

and monotonically non-increasing if

$$
\alpha_{1} \geq \alpha_{2} \geq \cdots \geq \alpha_{n} .
$$

The relationship $\alpha_{1} \leq \alpha_{2}$ can be written as $\alpha_{1}-\alpha_{2} \leq 0$. Stacking these inequality constraints for each pair ( $\alpha_{i}, \alpha_{i+1}$ ) we can write all constraints simultaneously as

$$
\underbrace{\left[\begin{array}{ccccc}
1 & -1 & 0 & \ldots & 0 \\
0 & 1 & -1 & \ldots & 0 \\
\ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & 1 & -1
\end{array}\right]}_{\mathrm{C}}\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3} \\
\vdots \\
\alpha_{n}
\end{array}\right] \leq\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right] .
$$

These linear constraints are a special case of the general estimator (9) that allows $\mathbf{C}(\beta) \leq c_{\beta}$.
Convexity and Concavity. For any twice continuously differentiable function: $f: \mathbb{R} \rightarrow \mathbb{R}$, convexity and concavity are captured by the signs of the second derivative. Specifically, $f$ is convex if $f^{\prime \prime}(t) \geq 0$ is everywhere, and concave if $f^{\prime \prime}(t) \leq 0$ everywhere. We can compute $f^{\prime \prime}(t)$ for each interval, and impose linear inequality constraints on these expressions.

Enforcing linear tails. For large consumption with little data, we need the capability to ensure that the last segment of the spline is linear, with slopes that match the adjacent segment at the knot. The estimated spline is then a best fit to the data, subject to this specification. Priors on the tails can also be provided.


Figure B. Spline extrapolation. Left: linear extrapolation. Right: nonlinear extrapolation.
In general, using linear head and/or tail pieces to extrapolate outside the original domain or interpolate in the data sparse region is far more stable that using higher order polynomials, see Figure B. The figure shows symmetric linear tail modifications, but for the analyses in the paper we only impose a right linear tail shape constraint.

Posterior Variance Estimation
To obtain posterior uncertainty, we use a parametric bootstrap. ${ }^{15}$ Once we solve (9) to obtain estimates $\hat{\beta}$ and $\hat{\gamma}$, we have a model distribution of the errors (1):

$$
\boldsymbol{y}_{i}=\mathbf{F}_{i}(\hat{\beta})+\mathbf{Z}_{i} \boldsymbol{u}_{i}+\boldsymbol{\epsilon}_{i}
$$

We sample datasets from this distribution to generate full data sets $\{\mathbf{Y}\}^{j}$, for $j=1, \ldots, N$. For each dataset $\mathbf{Y}^{j}$, we then re-solve the fitting problem (9) to obtain estimates $\hat{\beta}^{j}$ and $\hat{\gamma}^{j}$, and the set $\left\{\hat{\beta}^{j}, \hat{\gamma}^{j}\right\}$ over all $j$ allows us to estimate any posterior statistic we need.

In particular, the posterior set of dose-response curves is given by

$$
\left\{f(t)^{j}+u_{0}^{j}\right\}
$$

where $f(t)^{j}$ is the curve obtained by using the re-fit value $\hat{\beta}^{j}$, and $u_{0}^{j}$ is a sample from $N\left(0, \hat{\gamma}_{0}^{j}\right)$, the associated unexplained heterogeneity parameter.

MR-BRT and air pollution
For ambient and household particulate matter (PM2.5) air pollution we created cause-specific risk curves for Ischaemic Heart Disease, stroke (ischaemic and haemorrhagic), Chronic Obstructive Pulmonary Disease (COPD), lung cancer, acute lower respiratory infection, and Type II Diabetes. We fit splines to relative risk and PM2.5 exposure estimates from studies of ambient PM2.5, household solid fuel use and second hand smoking. With the flexibility of splines in MR-BRT and the addition of recent studies from high exposure settings, ${ }^{16,17,18,19,20}$ we no longer include studies of active smoking data in the risk curves. Specifically, for each of the risk-outcome pairs we tested various model settings and priors and fit splines with the following for the relationship:

```
log((MRBRT(X))/MRBRT(X_CF ) ) \log(Published Effect Size)
```

where $X$ and XCF represent the range of exposure characterized by the effect size.
The final models included third order splines with two interior knots and a constraint on the right-most segment forcing a linear fit. We used an ensemble approach to knot placement, where 100 different models were run with randomly placed knots and then combined by weighting based on a measure of fit that penalizes excessive changes in the third derivative of the curve. Knots were free to be placed anywhere within the 5th and 95th percentile of the data, as long as a minimum width of $10 \%$ of that domain exists between them. We included shape constraints so that the curves were monotonically increasing and concave downwards, the most biologically plausible shape for PM2.5 risks. On the nonlinear segments, we included a Gaussian prior on the third derivative of mean 0 and variance 0.01 to prevent over-fitting; on the linear segment, a stronger prior of mean 0 and variance 1e-6 was used to ensure that the risk curves did not continue to increase beyond the range of the data. For COPD we used a looser Gaussian prior of mean 0 and variance $1 e-4$ on the linear segment of the risk function, given epidemiological evidence from household air pollution that the risk continues to increase at higher levels of PM2.5.

In addition, we fit a MR-BRT spline to estimates from studies of ambient and household air pollution describing the decrease in birthweight (g) or gestational age (weeks) associated with PM2.5. We fit the
same model and priors as above (with the exception of COPD), except with monotonically decreasing concave upwards shape constraints:

$$
\operatorname{MRBRT}(X)-\operatorname{MRBRT}\left(X_{C F}\right) \sim S h i f t
$$

where the difference in the value of the model at the observed concentration $(X)$ and the counterfactual concentration ( $X_{C F}$ ) was equal to the published shift in bw or ga. We then shifted the observed birthweight - gestational age distributions to reflect the expected distributions in the absence of particulate matter pollution, to estimate PAFs.

MR-BRT and temperature
The relative risk, RR, of mortality was calculated for each daily and mean annual temperature category in each administrative unit. For this purpose, we calculated the daily mean temperature and aggregated the daily cause-specific death counts for each administration. We then calculated mortality rates for each cause, c, location, I, and daily mean temperature, ie temperature category, t:

$$
M R_{c l t}=\frac{\text { deaths }_{c l t}}{\text { person }- \text { days }_{l t}}
$$

With $M R$ representing the mortality rate, deaths being the absolute number of cause-specific deaths, and person-days depicting the sum of the population in location, $l$, across all days with a daily temperature of $t$.

Following, we calculated the mean $\mathrm{MR}, \overline{M R}$, for each cause, $c$, and location, I:

$$
\overline{M R_{c l}}=\frac{\text { deaths }_{c l}}{\text { person }- \text { days }_{l}}
$$

The daily temperature-specific mortality rate ratio, $M R R$, was then calculated as the ratio of the MR for each temperature category, location and cause and the average $\overline{M R}$ :

$$
M R R_{c l t}=\frac{M R_{c l t}}{\overline{M R_{c l}}}
$$

In order to aggregate the MMRs to the first-level administrative unit, we calculate the populationweighted mean temperature (PWMT) for each location and across all days and then pooled all MRRs for each combination of daily temperature and PWMT.

## Section 2.3: Step 2. Exposure estimation ${ }^{1}$

## Section 2.3.1: Step 2a: Collate exposure data

## Systematic reviews

For GBD 2019, we conducted systematic literature reviews for 18 risks. For other risk factors, only a small fraction of the existing data appears in the published literature, and other sources predominate, such as survey data and satellite data. Data were systematically screened from household surveys
archived in the GHDx (http://ghdx.healthdata.org), including Demographic and Health Surveys, Multiple Indicator Cluster Surveys, Living Standards Measurement Surveys, and Reproductive Health Surveys. Other national health surveys were identified based on survey series that had yielded usable data for past rounds of GBD, sources suggested to us by in-country collaborators, and surveys identified in major multinational survey data catalogues, such as the International Household Survey Network and the WHO Central Data Catalog, as well as through country Ministry of Health and Central Statistical Office websites. Citations for all data sources used for risk factor estimation in GBD 2019 are provided in searchable form through a web-tool (http://ghdx.healthdata.org. A description of the search terms employed for risk-specific systematic reviews are detailed by cause in appendix section 4.

Information on systematic reviews were managed by using Research Electronic Data Capture (REDCap) electronic data capture tools hosted at the University of Washington. ${ }^{21}$ REDCap is a secure, web-based application designed to support data capture for research studies that provides 1) an intuitive interface for validated data entry; 2) audit trails for tracking data manipulation and export procedures; 3) automated export procedures for seamless data downloads to common statistical packages; and 4) procedures for importing data from external sources

Search terms
Search terms for updates of systematic reviews for GBD 2019 are shown by risk factor in appendix section 4.

## Survey data preparation

Survey data constitutes a substantial part of the underlying data used in the estimation process. During extraction, we concentrated on demographic variables (such as location, gender, age), survey design variables (such as sampling strategy and sampling weights), and the variables used to define the population estimate (such a prevalence or a proportion) and a measure of uncertainty (standard error, confidence interval or sample size and number of cases).

## Section 2.3.2: Step 2b: Adjust exposure data

Several adjustments were applied to extracted exposure sources to make the data more consistent and suitable for modelling. In GBD 2019, we implemented adjustments of risk exposure data to deal with alternative case definitions or study methods prior to entering data into our main analytical tools of DisMod-MR 2.1 and ST-GPR. This decision also included the adjustment of data presented for both sexes to a male and female equivalent. The starting point was to explicitly state the reference case definition and study method and identify alternative definitions and study characteristics that fall within our inclusion criteria.

We compiled data from both within-study comparisons (ie, data that used alternative and reference definitions in the same population) and between-study comparisons (ie, data that used an alternative definition in one population and a reference definition in another population that overlap in location, time, age and sex) of different case definitions. For between-study comparisons, we allowed a maximum calendar year difference between studies of five years. Where validation studies (ie, those carried out at the introduction of a new set of diagnostic criteria comparing to previous criteria) were available, we extracted data on the comparison of alternative to reference. For quantities of interest with multiple alternative definitions/methods we also look for pairs comparing two alternatives. In a network analysis,
if $A$ is the reference and $B$ and $C$ are two alternatives, a comparison of $A$ vs $B$ and $B$ vs $C$ provides an indirect comparison of the alternative $C$ against the reference $A$.

We pooled either the logit difference between alternative and reference or the natural log of the ratio of alternative to reference. From simulations we found that the two methods provide almost identical results for quantities that after adjustment do not exceed a value of 0.5 (eg, prevalence or proportion). The logit difference method much better dealt with higher values and avoided prevalence or proportions to exceed one. If the values of either the reference or alternative were zero, we aggregated values across age groups until both values had non-zero observations. We used the delta method to compute the standard error of the reference and alternative measures in logit space. The standard error of the logit difference was computed as the square root of the sum of the variances of each data point in a pair.

## Data analysis

We used a network random effects meta-regression in MR-BRT (see section 2.2.2). In a network analysis, if $A$ is the reference and $B$ and $C$ are two alternatives, a comparison of $A$ vs $B$ and $B$ vs $C$ provides an indirect comparison of the alternative $C$ against the reference $A$. To implement the network we included dummy variables with a particular structure. This was implemented as follows, where $A$ is the reference definition/method:

- Create $k$ dummy variables where $k$ are all definitions/methods other than $\mathrm{A}(\mathrm{eg}, k=\mathrm{B}, \mathrm{C})$
- Code dummy $k$ as
- 1 if the first term of the logit difference is $k$;
- -1 if $k$ is second term of the logit difference;
- 0 otherwise

For example:

| Study | Comparison | DummyB | DummyC |
| :---: | :---: | :---: | :---: |
| 1 | $\operatorname{logit}(\mathrm{~B})-\operatorname{logit}(\mathrm{A})$ | 1 | 0 |
| 2 | $\operatorname{logit}(\mathrm{~B})-\operatorname{logit}(\mathrm{A})$ | 1 | 0 |
| 3 | $\operatorname{logit}(\mathrm{C})-\operatorname{logit}(\mathrm{A})$ | 0 | 1 |
| 4 | $\operatorname{logit}(\mathrm{C})-\operatorname{logit}(\mathrm{A})$ | 0 | 1 |
| 6 | $\operatorname{logit}(\mathrm{C})-\operatorname{logit}(\mathrm{B})$ | -1 | 1 |

The coding structure outlined above in step 1 assumes that all case definitions are mutually exclusive. In some cases, however, individual case definitions are a function of different components
or dimensions. For example, case definitions may vary by the type of symptoms that a respondent experiences as well as the recall period over which those symptoms are experienced. In the presence of sparse data, it may be difficult to find both direct and indirect comparisons of all individual case definitions. In these case, an alternative approach is to assume different dimensions of case definitions have a multiplicative effect. In other words, the effect of recall period has the same relative effect across different categories of symptoms reported by respondents. To implement this coding scheme:

- Create $k$ dummy variable columns for each case definition dimension
- For each dummy variable $k$ :
- Add 1 if $k$ is a component of the first term in the logit difference
- Subtract 1 if $k$ is a component of the second term in the logit difference

In MR-BRT, we ran random effects meta-regression of the logit difference (or log ratio) with all the $k$ dummy variables as covariates, omitting the intercept in the meta-regression. We used a study_id variable for be the unique combination of the NIDs of the reference and alternative studies (or alternative 1 to alternative2). The coefficients on the $k$ dummy variables represent the pooled logit difference of the $k$ alternative definition to the reference taking into account evidence from both direct and indirect comparisons. In the example above, the coefficient on DummyA is the pooled logit difference of B minus A; the coefficient on Dummy B is the pooled logit difference of C minus A. The standard error of the pooled logit difference incorporating the between study variance was calculated as:

$$
\operatorname{se}\left(\operatorname{logit}\left(\text { difference }_{k}\right)\right)=\sqrt{\text { var }_{k}+\gamma^{2}}
$$

Where:

$$
\begin{aligned}
& \text { se }\left(\text { logit }\left(\text { difference }_{k}\right)=\text { standard error of the pooled logit difference of alternative } k\right. \\
& \text { to the reference } \\
& \text { var }_{k}=\text { variance of the coefficient on dummy variable } k \\
& \gamma^{2}=\text { between-study variance }
\end{aligned}
$$

If both between and within study pairs were available we examine whether there was a systematic difference between these. If there was a significant difference, we made judgement call as to whether within-study or between study data comparisons were most appropriate. In general, this was the within-study data, however, there were important measurement or conceptual reasons for choosing between-study data. For example, for crosswalks between self-reported height and weight compared to measured height and weight, between-study comparisons may be preferable if respondents knew they would be measured and, therefore, were less likely to misreport their height and weight.

We also examined whether there were systematic differences in the adjustments by key demographics (age, sex, geographic location, year) and other potential factors that may lead to variation in crosswalks. This could only be done at present in a direct comparison model and not in a
network. We did this when there was a strong rationale, eg, biological plausibility, for variation by such characteristics.

After obtaining the pooled logit difference or log ratio estimates, we predicted adjustments based on the statistical model, including uncertainty in the adjustment and sampling error of each data point. For non-significant logit differences or log ratios we still applied the adjustments if there was a conceptual reason to believe that the alternative definition is biased. This expands the variance of these alternative definition data points.

## Section 2.3.3: Step 2c: Estimate exposure

Mean exposure estimation
In Step 2a of the estimation process, we used systematic literature reviews to identify risk factor exposure studies published or identified since GBD 2017 and combined these with existing data from household and health examination surveys and census, morbidity, or satellite imagery and ground sensor data (used for estimation of particulate matter $<2.5 \mu \mathrm{~m}$ in diameter [ $\mathrm{PM}_{2.5}$ ]). Certain risks, such as poor diet and excessive alcohol consumption, also incorporated administrative record systems. Data sources used in estimating risk factor exposure can be accessed through the data source tool at http://ghdx.healthdata.org/.

Once data were collected and compiled, Step 2 b of the analytical flowchart describes the adjustments applied, where necessary, to correct for bias. Examples of these adjustments include use of urban studies for lead; crosswalks between different measurements, methods, and definitions, such as for selfreport of obesity and glycated haemoglobin $\left(\mathrm{HbA}_{1 \mathrm{c}}\right)$ for diabetes; and age-sex splitting of data, such as for fasting plasma glucose (FPG) level, cholesterol level, and systolic blood pressure that may be reported from broad age-groups.

For the GBD, we developed two modelling approaches, a Bayesian meta-regression model (DisMod-MR 2.1) and a spatiotemporal Gaussian process regression model (ST-GPR), to pool data from different sources, control and adjust for bias in data, and incorporate other types of information such as countrylevel covariates. DisMod-MR 2.1 and ST-GPR are mixed effect models that borrow information across age, time, and locations to synthesise multiple data sources into unified estimates of levels and trends. A detailed description of the likelihood used for estimation and a full description of improvements made for DisMod-MR 2.1 were detailed by Vos and colleagues, ${ }^{22}$ who provided additional detail in the appendix to that paper. ${ }^{8}$ The ST-GPR model has three main hyper-parameters that control for smoothing across time, age, and location. Values for these hyper-parameters were selected on the basis of crossvalidation. Cross-validation tests were conducted for different combinations of the hyper-parameters for three types of models: one data-sparse model, one data-moderate model, and one data-dense model. In each test, $20 \%$ of the data were held out, and the performance of each combination of hyperparameters was evaluated on the held-out data. For each hyper-parameter combination, 10 crossvalidation tests were conducted. The performance of each model in predicting the withheld $20 \%$ of the data was evaluated by using a combined measure based on root mean square error (RMSE) and uncertainty interval (UI) coverage. A detailed description of the ST-GPR process regression can be found below.

The main difference between these methods is their power to include unstructured types of data by sex and age group and their degree of flexibility. Step 2 c in figure S 1 outlines the use of DisMod-MR 2.1 for 6
risk factors for which data were available by different age intervals or mixed sex groups; DisMod-MR 2.1 is the preferred tool in these cases because of its ability to integrate over age and adjust for different exposure definitions in the data; however, the use of Bayesian Markov Chain Monte Carlo (MCMC) simulations with large volumes of data renders the analysis computationally intensive and reduces the number of iterations that are possible. If standard age-group data are available - as is generally the case for metabolic risks - using ST-GPR becomes the preferred approach.

In some cases, we adapted our methods of modelling exposure to risks where necessary to account for complexities in the risk-outcome relationship or the need for particular handling of data, for example, dietary risks and ambient air pollution (see appendix section 4 for more detail). A complete list of risks is reported in table S2. Additional details for adjustments or adaptations to particular risk models are provided in appendix section 4.

DisMod-MR 2.1 Estimation
DisMod-MR 2.1 description
Until GBD 2010, nonfatal estimates in burden of disease assessments were based on a single data source on prevalence, incidence, remission, or a mortality risk selected by the researcher as most relevant to a particular location and time. For GBD 2010, we set a more ambitious goal: to evaluate all available information on a disease that passes a minimum quality standard. That required a different analytical tool that would be able to pool disparate information presented for varying age groupings and from data sources by using different methods. The DisMod-MR 1.0 tool used in GBD 2010 evaluated and pooled all available data, adjusted data for systematic bias associated with methods that varied from the reference, and produced estimates by world regions with Uls by using Bayesian statistical methods. For GBD 2013, the improved DisMod-MR 2.0 increased computational speed, which allowed computations to be consistent between all disease parameters at the country rather than the region level. The hundred-fold increase in speed of DisMod-MR 2.0 was partly due to a more efficient rewrite of the code in C++ but also to changing to a model specification by using log rates rather than a negative binomial model used in DisMod-MR 1.0. In cross-validation tests, the log rates specification worked as well or better than the negative binomial specification. ${ }^{23}$ The sequence of estimation occurs at five levels: global, super-region, region, country and, where applicable, subnational location. The super-region priors are generated at the global level with mixed-effects, nonlinear regression by using all available data; the super-region fit, in turn, informs the region fit, and so on down the cascade. The wrapper gives analysts the choice to branch the cascade in terms of time and sex at different levels depending on data density. The default used in most models is to branch by sex after the global fit but to retain all years of data until the lowest level in the cascade is reached.

The computational engine is limited to three levels of random effects; we differentiate estimates at the super-region, region and country level. In GBD 2013, the subnational units of China, the UK and Mexico were treated as "countries" to enable a random effect to be estimated for every location with contributing data. However, the lack of a hierarchy between country and subnational units meant that the fit to country data contributed as much to the estimation of a subnational unit as the fits for all other countries in the region. We found inconsistency between the country fit and the aggregation of subnational estimates when the country's epidemiology varied from the average of the region. Adding an additional level of random effects required a prohibitively comprehensive rewrite of the underlying

DisMod-MR engine. Instead, we added a fifth layer to the cascade, with subnational estimation informed by the country fit and country covariates, plus an adjustment based on the average of the residuals between the subnational location's available data and its prior. This technique mimicked the impact of a random effect on estimates between subnationals.

In GBD 2015, we also improved how country covariates differentiate nonfatal estimates for diseases with sparse data. The coefficients for country covariates are re-estimated at each level of the cascade. For a given location, country coefficients are calculated by using both data and prior information available for that location. In the absence of data, the coefficient of its parent location is used to utilise the predictive power of our covariates in data-sparse situations.

For GBD 2016, the computational engine (DisMod-MR 2.1) remained substantively unchanged from GBD 2015. We changed the prediction year set to generate fits for the years 1990, 1995, 2000, 2005, 2010, and 2016. We updated the age prediction sets to include age groups 80-84 years, 85-89 years, 90-94 years, and 95+ years to comply with changes across all functional areas of the GBD. We also expanded the set of locations where subnational units are modelled; the set now includes Brazil, China, England, India, Indonesia, Japan, Kenya, Mexico, South Africa, Sweden, and the US.

In GBD 2017, we continued to use DisMod-MR 2.1 because no substantial changes were made. Updates to computation include extending the terminal prediction year to 2017 and additional subnational units in Ethiopia, Iran, New Zealand, Norway, and Russia. Saudi Arabia was also modelled only at the national level in 2017.

In GBD 2019, no substantial changes were made to Dismod-MR 2.1 but we made more substantial changes to how we use the tool. First, we added the year 2019 as an additional year of estimation. Second, we also included the option again to have random effects on cause-specific mortality rates (csmr) and excess mortality rates (EMR). This functionality had been dropped a couple of GBD rounds earlier. Third, as we did all our adjustments for alternative case definition and study methods as well as adjustments to both sex data points prior to entering data into DisMod-MR 2.1, we no longer used the functionality in DisMod-MR 2.1 to estimate coefficients for study covariates. Fourth, based on simulation testing we found that coverage improved and errors reduced when passing down priors with a wider setting of minimum coefficient of variation (which determines the uncertainty around priors and hence how 'informative' the priors are) than had generally been used in past GBD iterations. We settled on a default value of 0.8 where in the past values of 0.4 or less had been more commonly used. We made some exceptions for high prevalent conditions where a lower minimum CV setting achieved the task of making priors less informative but not completely uninformative.

Fifth, we changed our approach to estimating excess mortality rates, the key link in the model between cause-specific mortality rates (CSMR) and incidence and prevalence. In the past two GBD rounds we calculated priors on excess mortality and entered these as data points by matching sex-specific prevalence data with an age width of 20 or less with the corresponding CSMR for the same location and year. For stability sake, we excluded calculation of EMR for prevalence data points of less than 1 in a million. EMR is simply calculated as CSMR divided by prevalence. As with previous GBD years, for diseases with an average duration of less than a year (as indicated by a setting of remission greater than
one), we ran an initial global model to get an equivalent prevalence and used the following formula to calculate EMR:
EMR = CSMR * (remission + (ACMR - CSMR) + EMR_pred) / incidence
where, $A C M R=$ all-cause mortality rate and EMR_pred = EMR fit from an initial global dismod model Despite using the log of lag-distributed income or the Healthcare Access and Quality (HAQ) Index as a covariate with a prior that the coefficient had to be negative, we found many disease models with an implausible distribution of mortality to prevalence (or incidence) ratios implying lower case fatality in locations with lower HAQ Index than in countries with higher HAQ Index. This likely signals an inconsistency between fatal and non-fatal data inputs. For GBD 2019 we decided to run regressions on EMR data (calculated as described above) first using MR-BRT with HAQ Index as a predictor. In general, we tend to think that CSMR estimates are more robust than non-fatal data because of much greater data availability and a lesser task in adjusting cause death data for garbage coding than the complex task of adjusting non-fatal data sources for alternative case definitions and study methods. To indicate that we would reduce the random effects on EMR and the minimum coefficient of variation for priors on EMR being created at each next level down the cascade. However, there were exceptions. For drug use disorders, the risk of overdose deaths is less a function of a country's quality of health services but driven more by the availability of harm reduction strategies such as opioid substitution therapy and the availability of highly potent opioids such as fentanyl which have been an important contributor to the large increase in overdose deaths in the United States in the last decade. We settled on a model for opioid use disorder with wider random effects and higher minimum coefficient of variation to give less emphasis on CSMR when enforcing consistency with prevalence data. In a next round, we will endeavour to find covariates that are more relevant to drug overdose deaths such as a grading of harm reduction strategies by country and over time. In the case of COPD, we noted that following the data on CSMR and EMR led to large increases in prevalence estimates in East Asia, Oceania and, to a lesser extent, South Asia. At oldest ages prevalence estimates would be higher than the prevalence data for these locations and reach a level of close to $80 \%$ at oldest ages. In these locations, we will pay attention to how garbage codes are being redistribution onto COPD in the next round of GBD.

DisMod-MR 2.1 likelihood estimation
Analysts have the choice of using a Gaussian, log-Gaussian, Laplace, or Log-Laplace likelihood function in DisMod-MR 2.1. The default log-Gaussian equation for the data likelihood is

$$
-\log \left[p\left(y_{j} \mid \Phi\right)\right]=\log (\sqrt{2 \pi})+\log \left(\delta_{j}+s_{j}\right)+\frac{1}{2}\left(\frac{\log \left(a_{j}+\eta_{j}\right)-\log \left(m_{j}+\eta_{j}\right)}{\delta_{j}+s_{j}}\right)^{2}
$$

Where, $y_{\mathrm{j}}$ is a "measurement value" (ie, data point)
$\Phi$ denotes all model random variables
$\eta_{j}$ is the offset value, eta, for a particular "integrand" (prevalence, incidence, remission, excess mortality rate, with-condition mortality rate, cause-specific mortality rate, relative risk, or standardised mortality ratio)
$a_{j}$ is the adjusted measurement for data point j , defined by

$$
a_{j}=e^{\left(-u_{j}-c_{j}\right)} y_{j}
$$

Where:
$u_{j}$ is the total "area effect" (ie, the sum of the random effects at three levels of the cascade: super-
region, region and country) and
$c_{j}$ is the total covariate effect (ie, the mean combined fixed effects for sex, study level, and country level covariates), defined by

$$
c_{j}=\sum_{k=0}^{K[I(j)]-1} \beta_{I(j), k} \hat{X}_{k, j}
$$

with standard deviation

$$
s_{j}=\sum_{l=0}^{L[I(j)]-1} \zeta_{I(j), l} \hat{Z}_{k, j}
$$

Where:
$k$ denotes the mean value of each data point in relation to a covariate (also called x-covariate)
$1(j)$ denotes a data point for a particular integrand, $j$
$b_{(j), k}$ is the multiplier of the $k^{\text {th }} x$-covariate for the $i^{\text {th }}$ integrand
$\hat{X}_{k, j}$ is the covariate value corresponding to the data point $j$ for covariate $k$;
I denotes the standard deviation of each data point in relation to a covariate (also called z -covariate)
$\zeta_{(i j), k}$ is the multiplier of the $I^{\text {th }} \mathrm{z}$-covariate for the $i^{\text {th }}$ integrand
$\delta_{j}$ is the standard deviation for adjusted measurement $j$, defined by:

$$
\delta_{j}=\log \left[y_{j}+e^{\left(-u_{j}-c_{j}\right)} \eta_{j}+c_{j}\right]-\log \left[y_{j}+e^{\left(-u_{j}-c_{j}\right)} \eta_{j}\right]
$$

Where:
$m_{j}$ denotes the model for the $j^{\text {th }}$ measurement, not counting effects or measurement noise, and defined by:

$$
m_{j}=\frac{1}{B(j)-A(j)} \int_{A(j)}^{B(j)} I_{j}(\mathrm{a}) \mathrm{da}
$$

Where:
$A(j)$ is the lower bound of the age range for a data point
$B(j)$ is the upper bound of the age range for a data point
$I_{j}$ denotes the function of age corresponding to the integrand for data point $j$
Spatiotemporal Gaussian process regression
This type of regression has been used for risk factors for which the data density is sufficient to estimate a very flexible time trend. The flowchart showing the analytic steps can be found in figure S3. The approach is a stochastic modelling technique that is designed to detect signals amidst noisy data. It also serves as a powerful tool for interpolating non-linear trends. ${ }^{24,25}$ Unlike classical linear models that assume that the trend underlying data follows a definitive functional form, GPR assumes that the specific trend of interest follows a Gaussian process, which is defined by a mean function $m(\cdot)$ and a covariance function $\operatorname{Cov}(\cdot)$. For example, let $p_{c, a, s, t}$ be the exposure, in normal, log, or logit space, observed in country $c$, for age group $a$, and sex $s$ at time $t$ :

$$
\left(p_{c, a, s, t}\right)=g_{c, a, s}(t)+\epsilon_{c, a, s, t}
$$

where

$$
\begin{gathered}
\epsilon_{c, a, s, t} \sim \operatorname{Normal}\left(0, \sigma_{p}^{2}\right) \\
g_{c, a, s}(t) \sim G P\left(m_{c, a, s}(t), \operatorname{Cov}\left(g_{c, a, s}(t)\right)\right) .
\end{gathered}
$$

The derivation of the mean and covariance functions, $m_{c, a, s}(t)$ and $\operatorname{Cov}\left(g_{c, a, s}(t)\right)$, along with a more detailed description of the error variance ( $\sigma_{p}^{2}$ ), is described below.

Estimating mean functions
We estimated mean functions by using a two-step approach. To be more specific, $m_{c, a, s}(t)$ can be expressed, depending on the exposure transformation, as:

$$
\begin{gathered}
\log \left(p_{c, a, s}(t)\right)=X_{c, a, s} \beta+h\left(r_{c, a, s, t}\right) \\
\operatorname{logit}\left(p_{c, a, s}(t)\right)=X_{c, a, s} \beta+h\left(r_{c, a, s, t}\right) \\
p_{c, a, s}(t)=X_{c, a, s} \beta+h\left(r_{c, a, s, t}\right)
\end{gathered}
$$

where $X \beta$ is the summation of the components of a hierarchical mixed-effects linear regression, including the intercept and the product of covariates with their corresponding fixed-effect coefficients. Some models were run as hierarchical mixed-effects linear regressions with random effects on the levels of the geographic hierarchy. For most mixed-effects models, random effects were only used in the fit, not in the prediction. The second part of the equation, $h\left(r_{c, a, s, t}\right)$, is a smoothing function for the residuals, $r_{c, a, s, t}$, derived from the linear model. ${ }^{3}$ Descriptions of exposure transformations and which covariates were used in linear models can be found in appendix section 4 , which described the riskspecific estimation approaches. Some models used a custom stage-1 estimate - detailed information on the mixed-effect estimation process for these risks may be found in the risk-specific appendix section 4.

Although the linear component captures the general trend in exposures over time, much of the data variability may still not be adequately accounted for. To address this, we fit a locally weighted polynomial regression (locally estimated scatterplot smoothing, or LOESS) function $h\left(r_{c, a, s, t}\right)$ to systematically estimate this residual variability by borrowing strength across time, age, and space patterns (the spatiotemporal component of ST-GPR). ${ }^{26,27}$ The time adjustment parameter, defined by $\lambda$, aims to borrow strength from neighboring time points (ie, the exposure in this year is highly correlated with exposure in the previous year but less so further back in time). The age-adjustment parameter, defined by $\omega$, borrows strength from data in neighboring age groups. The space-adjustment parameter, defined by $\xi$, aims to borrow strength across the hierarchy of geographic locations. The spatial and temporal weights are combined into a single space-time weight to allow the amount of spatial weight given to a particular point $r_{c, a, s, t}$ to fluctuate given the data availability at each time $t$ and location-level / in the location hierarchy.

Let $w_{c, a, s, t}$ be the final weight assigned to observation $r_{c, a, s, t}$ with reference to a focal observation $r_{c_{0}, a_{0}, s_{0}, t_{0}}$. We first generated a temporal weight $t$. $w_{c, a, s, t}$ for smoothing over time, which was based on the scaled distance along the time dimension of the two observations ${ }^{27}$ :

$$
t . w_{c, a, s, t}=\frac{1}{e^{\lambda\left|t-t_{0}\right|}}
$$

Next, we generated a spatial weight to smooth over geography. Specifically, we defined a geospatial relationship by categorizing data based on the GBD location hierarchy (table S4). zeta acts as a scalar on a given datapoint given its proximity to the target location:

$$
t . w_{c, a, s, t}=\zeta^{\left|c-c_{0}\right|}
$$

For example, estimating a country would use the following weighting scheme:

- Country data: $\zeta^{0}=1$
- Regional data not from the country being estimated: $\zeta^{1}$
- Data from other regions in the same super region: $\xi^{2}$
- Global data from other super regions: $\zeta^{3}$

Under the spatial weighting specification, typical values of $\zeta$ range from [0.001, 0.2 ], where $\zeta$ can be interpreted as the amount to downweight regional datapoints compared to country datapoints for a given estimating country. For example, for a given datapoint $r_{c, a, s, t}$ and $\zeta=0.01$, a datapoint not within country $c$ but within the same region $r$ as $r_{c, a, s, t}$ would be assigned $\frac{1}{100}$ the weight of a datapoint within the country.

The spatial and temporal weights were then multiplied and summed across each level of the location hierarchy and normalised for each time period $t$. This procedure allowed the space-time weight to implicitly take into account the amount of data available at the country vs. region vs. super-region level and attribute spatial weight accordingly.

Given a normalisation constant,

$$
K_{i}=\sum_{c \in C} s . w_{c, t} * t . w_{c . t}+\sum_{c \in R} s . w_{c, t} * t . w_{c . t}+\sum_{c \in S R} s . w_{c, t} * t . w_{c . t}
$$

the final space-time weight would then equal

$$
w_{c, a, s, t}^{\prime}=\frac{s . w_{c, t} * t . w_{c, t}}{K_{i}}
$$

Finally, we calculated the weight $w^{\prime \prime}{ }_{c, a, s, t}$ to smooth over age, which is based on a distance along the age dimension of two observations. For a point between the age $a$ of the observation $r_{c, a, s, t}$ and a focal observation $r_{c_{0}, a_{0}, s_{0}, t_{0}}$, the weight is defined as follows:

$$
w_{c, a, s, t}^{\prime \prime}=\frac{1}{e^{\omega\left|a-a_{0}\right|}}
$$

The final weights would then be computed by simply multiplying the space-time weights and age weights and normalising so all weights for a given time period $t$ sum to 1 . A full derivation of weights for each category, assuming the location being estimated was a country, follows:

1) If the observation $r_{c, t}$ belongs to the same country $c_{0}$ of the focal observation $r_{c_{0}, t_{0}}$ :

$$
w_{c, a, s, t}=\frac{\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)}{\sum_{c=c_{0}}\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)} \quad \forall c=c_{0}
$$

2) If the observation $r_{c, t}$ belongs to a different country than the focal observation $r_{c_{0}, t_{0}}$, but both belong to the same region $R$ :

$$
w_{c, a, s, t}=\frac{\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)}{\sum_{c \neq c_{0}}\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)} \quad \forall c \neq c_{0} \cap R[c]=R\left[c_{0}\right]
$$

3) If the observation $r_{c, t}$ belongs to the same super region $S R$ but to both a different country $c_{0}$ and a different region $R\left[c_{0}\right]$ than the focal observation $r_{c_{0}, t_{0}}$ :

$$
w_{c, a, s, t}=\frac{\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)}{\sum_{c \neq c_{0}}\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)} \quad \forall c \neq c_{0} \cap R[c] \neq R\left[c_{0}\right] \cap S R[c]=S R\left[c_{0}\right]
$$

4) If the observation $r_{c, t}$ is from a different super region than the focal observation $r_{c_{0}, t_{0}}$ (le, all other data currently not receiving a weight):

$$
w_{c, a, s, t}=\frac{\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)}{\sum_{c \neq c_{0}}\left(w_{c, a, s, t}^{\prime} w_{c, a, s, t}^{\prime \prime}\right)} \quad \forall c \neq c_{0} \cap R[c] \neq R\left[c_{0}\right] \cap S R[c] \neq S R\left[c_{0}\right]
$$

Observations could be downweighted by a factor of 0.1 , usually because they were not geographically representative at the unit of estimation. Details of reasons for downweighting can be found in risk-
specific modeling summaries. The final weights were then normalised such that the sum of weights across age, time, and geographic hierarchy for a reference group was 1.

Estimating error variance
$\sigma_{p}^{2}$ represents the error variance in normal or transformed space including the sampling variance of the estimates and prediction error from any crosswalks performed. First, variance was systematically imputed if the data extraction did not include any measure of uncertainty. When some sample sizes for data were available, missing sample sizes were imputed as the $5^{\text {th }}$ percentile of available sample sizes. Missing variances were then calculated as $\sigma_{p}^{2}=\frac{p *(1-p)}{n}$ for proportions or were predicted from the mean by using a regression for continuous values. When sample sizes were entirely missing and could not be imputed, the $95^{\text {th }}$ percentile of available variances at the most granular geographic level (le, first country, then region, etc.) were used to impute missing variances. For proportions where $p^{*} n$ or (1-p)*n is $<20$, variance was replaced by using the Wilson Interval Score method.

Next, if the exposure was modelled as a log transformation, the error variance was transformed into logspace by using the delta method approximation as follows:

$$
\sigma_{p}^{2} \cong \frac{\sigma_{p \prime}^{2}}{p_{c, a, s, t}^{2}}
$$

where $\sigma_{p}^{2}$, represents the error variance in normal space. If the exposure was modelled as a logit transformation, the error variance was transformed into logit-space by using the delta method approximation as follows:

$$
\sigma_{p}^{2} \cong \frac{\sigma_{p \prime}^{2}}{\left(p_{c, a, s, t} *\left(1-p_{c, a, s, t}\right)\right)^{2}}
$$

Finally, prior to GPR, an approximation of non-sampling variance was added to the error variance. Calculations of non-sampling variance were done on normal-space variances. Non-sampling variance was calculated as the variance of inverse-variance weighted residuals from the space-time estimate at a given location-level hierarchy. If there were $<10$ data points at a given level of the location hierarchy, the non-sampling variance was replaced with that of the next highest geography level with $>10$ data points.

## Estimating the covariance function

The final input into GPR is the covariance function, which defines the shape and distribution of the trends. Here, we have chosen the Matern-Euclidian covariance function, which offers the flexibility to model a wide spectrum of trends with varying degrees of smoothness. The function is defined as follows:

$$
M\left(t, t^{\prime}\right)=\sigma^{2} \frac{2^{1-v}}{\Gamma(v)}\left(\frac{d\left(t, t^{\prime}\right) \sqrt{2 v}}{l}\right)^{v} K_{v}\left(\frac{d\left(t, t^{\prime}\right) \sqrt{2 v}}{l}\right)
$$

where $d(\cdot)$ is a distance function; $\sigma^{2}, v, l$, and $K_{v}$ are hyperparameters of the covariance functionspecifically $\sigma^{2}$ is the marginal variance, $v$ is the smoothness parameter that defines the differentiability of the function, $l$ is the length scale, which roughly defines the distance between which two points
become uncorrelated, and $K_{v}$ is the Bessel function. We approximated $\sigma^{2}$ by taking the normalised median absolute deviation $\operatorname{MADN}\left(r_{c}^{\prime}\right)$ of the difference, which is the normalised absolute deviation of the difference of the first-stage linear regression estimate from the second-stage spatiotemporal smoothing step for each country. We then took the mean of these country-level MADN estimates for all countries with $10+$ country-years of data to ensure that differences between first- and second-stage estimates had sufficient data to truly convey meaningful information on model uncertainty. We used the parameter specification $v=2$ for all models. The scale parameter $l$ used for each risk is reported in appendix section 4.

Prediction using GPR
We integrated over $g_{c, t}\left(t_{*}\right)$ to predict a full time series for country $c$, age $a$, sex $s$, and prediction time $t_{*}$ as follows:

$$
p_{c, a, s}\left(t_{*}\right) \sim N\left(m_{c, a, s, t}\left(t_{*}\right), \sigma_{p}^{2} I+\operatorname{Cov}\left(g_{c, a, s, t}\left(t_{*}\right)\right)\right)
$$

Random draws of 1000 samples were obtained from the distributions above for every country for a given indicator. The final estimated mean for each country was the mean of the draws. In addition, $95 \%$ Uls were calculated by taking the 2.5 and 97.5 percentile of the sample distribution. The linear modelling process was implemented by using the Imer4 package in R, and the ST-GPR analysis was implemented through the PyMC2 package in Python.

Subnational Scaling and Aggregation
To ensure internal consistency of the estimates between countries and their respective subnational locations, national estimates were either created by population-weighted aggregation or subnational estimates were adjusted by population-weighted scaling to the national estimates, depending on the data coverage of a given country compared to that of its subnational locations. For example, if data coverage was better at the national level than at its corresponding subnational locations for a given country and risk across age, sex, and time, estimates were rescaled to be consistent with the national level. Conversely, if data coverage was better at the subnational level, estimates for its parent country were generated through population-weighted aggregation of subnational estimates.

Estimates can also be scaled within logit space. Scaling in logit space ensures that subnational estimates of proportion models do not exceed one after being rescaled to the national estimate.

## Fitting a distribution to exposure data

The most informative data describing the distribution of risk factors within a population come from individual-level data; additional sources of data include reported means and variances. In cases in which a risk factor also defines a disease or disease severity cut-off, such as haemoglobin level and mild, moderate, or severe anaemia, or diabetes and FPG level, the prevalence of disease is also frequently reported. To model the distribution of any particular risk factor, we seek a family of probability density functions, a fitting method, and a model selection criterion. To make use of the most commonly available data describing most populations, we used the method of moments (MoM); the first two empirical moments from a population, the mean and the variance, were used to determine the parameters of two-parameter probability distribution factor (PDF) families describing the distribution of risk within any population. Exceptions to this rule are justified by context. We used the KolmogorovSmirnov ${ }^{28}$ (KS) test to measure the goodness of fit (GoF) and compared the distance between the
empirical and ensemble distributions, but in some cases, the GoF was based on the prediction error for the prevalence of disease.

We used an ensemble technique in which a model selection algorithm is used to choose the best model for each continuous risk factor. ${ }^{28}$ We drew the initial set of candidate models from commonly used PDF families, including both right-skewed and left-skewed distributions. These included beta, exponential, gamma, gumbel, inverse gamma, inverse Weibull, log-logistic, lognormal, mirrored gamma, mirrored gumbel, normal, and Weibull. We fitted each PDF family candidate to each dataset by using the MoM and used the KS test as the measure of GoF. Preliminary analysis showed that the GoF ranking of PDF families varied across datasets for any particular risk factor and that combining the predictions of differently fitted PDF families could dramatically improve the GoF for each dataset. Therefore, we developed a new model for prediction by using the ensemble of candidate models, which is a weighted linear combination of all candidate models, $\{f\}$, where a set of weights $\{w\}$ is chosen such that $\sum_{i} w_{i}=1$, and the values of the weights were determined by a second GoF criterion with its own validation process. For each risk, we pooled all available microdata and performed Nelder-Mead numeric optimisation across demographics subsets of data to derive a set of distribution-specific weights such that the average KS statistic across data sets would be minimised. The details can be summarised by 1) the summary statistics for each dataset; 2) a table showing the KS statistic for each candidate model; and 3) the weights defining the final ensemble model for each dataset. We then averaged across demographic subsets and data sets to determine the final weights for modelling the distribution of any particular risk factor.

## Section 2.4: Step 3. TMREL ${ }^{1}$

In this and all previous GBD studies, the counterfactual level of risk exposure used is the risk exposure that is both theoretically possible and minimizes risk in the exposed population that consequently captures the maximum population-attributable burden. ${ }^{4}$ For each risk evaluated in GBD 2019, Step 4 of the analytical flowchart describes the use of the best available epidemiological evidence from published and unpublished RRs by level of exposure and the lowest observed level of exposure from cohorts, used to select a single level of risk exposure that minimises risk from all causes of deaths combined to establish the TMREL. In principle, the TMREL for a given risk may vary by age, sex, and location if supported by clear evidence. Based on the available evidence, the TMREL itself can be uncertain, which is reflected in the $95 \%$ UIs in table S6.

In GBD 2019, we updated the process of estimating TMREL for dietary risks. We set the TMREL to zero for all harmful dietary risk factors with monotonically increasing risk functions (eg, processed meat intake); this excludes sodium. For protective risks with monotonically declining risk functions with exposure (eg, fruit intake), we first determined the $85^{\text {th }}$ percentile of exposure in the cohorts or trials used in the meta-regression of each outcome that was associated with the risk. Then, we determined the TMREL by weighting each risk-outcome pair by the relative global magnitude of each outcome.

## Section 2.5: Step 4. Estimate population-attributable fractions ${ }^{1}$

Risks are categorised on the basis of how exposure was measured: dichotomous, polytomous, and continuous. High low-density lipoprotein (LDL) cholesterol level is an example of a risk measured on a continuous scale. The PAF, which represents the proportion of risk that would be reduced in a given year
if the exposure to a risk factor in the past were reduced to an ideal exposure scenario, is defined for a continuous risk factor as: ${ }^{29}$

$$
P A F_{\text {joasgt }}=\frac{\int_{x=l}^{u} R R_{\text {joasg }}(x) P_{\text {jasgt }}(x) d x-R R_{\text {joasg }}\left(T M R E L_{j a s}\right)}{\int_{x=l}^{u} R R_{\text {joasg }}(x) P_{\text {jasgt }}(x) d x}
$$

Where $P A F_{\text {joasgt }}$ is the PAF for cause $o$ due to risk factor $j$ for age group $a$, sex $s$, location $g$, and year $t$. $R R_{\text {joasg }}(x)$ is the RR as a function of exposure level $x$ for risk factor $j$ for cause $o$, age group $a$, sex $s$, and location $g$ with the lowest level of observed exposure as $l$ and the highest as $u ; P_{\text {jasgt }}(x)$ is the distribution of exposure at $x$ for age group $a$, sex $s$, location $g$, and year $t$; and $T M R E L_{j a s}$ is the TMREL for risk factor $j$, age group $a$, and sex $s$.

The $P A F_{\text {joasgt }}$ for dichotomous and polytomous risk factors for every country is defined as:

$$
P A F_{\text {joasgt }}=\frac{\sum_{x=1}^{u} R R_{\text {joast }}(x) P_{\text {jasgt }}(x)-R R_{\text {joasg }}\left(T M R E_{\text {jas }}\right)}{\sum_{x=1}^{u} R R_{\text {joas }}(x) P_{\text {jasgt }}(x)}
$$

where $P A F_{\text {joasgt }}$ is the PAF for cause $o$ due to risk factor $j$ for age group $a$, sex $s$, location $g$, and year $t$. $R R_{\text {joasg }}(x)$ is the RR as a function of exposure level $x$ for risk factor $j$ for cause $o$, age group $a$, sex $s$, and location $g$ on a plausible range of exposure levels from / to $u ; P_{j a s g t}(x)$ is the proportion of the population in risk group (prevalence) for age group $a$, sex $s$, location $g$, and year $t$; and $T M R E L_{j a s}$ is the TMREL for risk factor $j$, age group $a$, and sex $s$.

## Section 2.6: Step 5. Estimate summary exposure values ${ }^{1}$

Summary exposure value (SEV) is the RR-weighted prevalence of exposure, a univariate measure of riskweighted exposure, taking the value zero when no excess risk for a population exists and the value one when the population is at the highest level of risk. We report SEVs on a scale from $0 \%$ to $100 \%$ on which a decline in SEV indicates reduced exposure to a given risk factor and an increase in SEV indicates increased exposure.

We first calculate risk, $r$, and cause, $c$, for specific SEVs by using the following equation,

$$
S E V_{r c}=\frac{P A F_{r c}}{1-P A F_{r c}} \frac{R R_{\max }-1}{1}
$$

for each most-detailed age, sex, location, year, and outcome. PAF is the YLL (expect for occupational noise, bullying victimization, and occupational ergonomic factors, which are YLD only and thus use the YLD) PAF. $R R_{\max }$ for categorical risks is the RR at the highest category of exposure. For continuous risks, this is

$$
\begin{aligned}
& R R_{\max }= R R^{\frac{T M R E L-1}{}{ }^{\text {st }} \text { exposure }} \\
& R R_{\text {scalar }}
\end{aligned} \text { if protective, or }
$$

otherwise, and for custom modelled risks like ambient particulate matter pollution, HAP from solid fuels, alcohol, smoking, bullying, and activity, the modeller provides draws of $R R_{\max }$. Generally, RRs do not vary across time and space. However, exceptions exist, such as risks from second-hand smoke (SHS) or HAP for which the RR is based on the integrated exposure response (IER) curve. In these cases, the RR is averaged across location and year to ensure no time or space variation. If the PAF is negative, which signifies a protective effect for that outcome, the PAF is set to 0 and the SEV is then also 0 because the SEV is univariate and constrained to be a value between 0 and 1 . Once we obtained a set of risk-cause specific SEVs at the most-detailed risk, cause, age, sex, and location for all years, we averaged across causes to produce the final risk specific $S E V_{r}$,

$$
S E V_{r}=\frac{1}{N(c)} \sum_{c} S E V_{r c}
$$

where $N(c)$ is the total number of outcomes for a risk.

## Section 2.7: Step 6. Mediation ${ }^{1}$

## Section 2.7.1: Summary

The portion of the burden of disease that is attributable to various combinations of risk factors or to all risk factors combined has been a topic of broad interest. ${ }^{30}$ In GBD 2010, we only aggregated the burden of risk factors for some clusters of risks, including access to improved water and sanitation, child and maternal malnutrition, tobacco smoking, alcohol use, dietary risk factors, occupational risk factors, and sexual abuse and violence. We did not aggregate air pollution and metabolic risk factors. For GBD 2013 onwards, we aggregated all risk factors into three large categories—behavioural, environmental and occupational, and metabolic risks—and aggregated all GBD risk factors into a single attributable fraction for each disease and eventually for all causes of burden.

Aggregating risk factors at different levels shares three essential challenges:

1. Risk factor coexistence or aggregation: for example, metabolic risk factors often occur together, or high-risk behaviours such as drug abuse and unsafe sex are related.
2. Mediation: a risk factor may affect another risk factor that lies in the physiological pathway to a disease outcome. It can be inside a cluster of risk factors, such as the effect of obesity through an increase in FPG level and later cardiovascular disease (CVD) outcomes, or between clusters of risk factors, such as the effect of fibre on cholesterol.
3. The formula used to calculate the aggregated PAF.

The aggregation method is conceptually applicable to other aggregations such as socioeconomic factors, education, homelessness, and refugee status that are being considered for inclusion in future GBD iterations. In the next section, we explain our approach to dealing with these challenges.

There are three patterns of associations between risk factors to consider (Figure C). The first concerns confounding; risk B affects risk A and outcome C (Pattern 1 in Patterns of associations between risk factors). In these cases, the RR for $A$ should be adjusted for $B$; for example, the fruit RR is adjusted for smoking. If part of the effect of $A$ is through $B$, a mediator, we do not adjust the effect of $A$ for $B$. For example, we do not adjust the RR of body-mass index (BMI) for cholesterol because cholesterol lies in the biological pathway between BMI and cardiovascular outcomes (Pattern 2 in in Patterns of
associations between risk factors). The third pattern occurs when risks A and B are proxies of a third variable $Z$ and aggregation aims to estimate the total effect of a latent variable $Z$ on $C$. An example is child growth failure, which is measured by stunting, wasting, and underweight as proxies.

## Pattern 1



Pattern 2
Pattern 3


Figure C. Patterns of associations between risk factors
Section 2.7.2: Calculating the burden of multiple risk factors
Validation studies have reported congruency between the true risk associated with multiple risk factors affecting the same outcome and a multiplicative aggregation of the PAFs of the individual risk factors (formula below). ${ }^{31}$

$$
P A F_{1 . i}=1-\prod_{i=1}^{n}\left(1-P A F_{i}\right)
$$

where PAF is the population attributable fraction and $i$ is each individual risk factor.
The same validation studies also found that the overestimation from ignoring the covariance between risk factors is small. This small overestimation was important to note because few data sources exist from which we can draw information on covariance.

We endeavoured to evaluate RRs that were controlled for confounders. However, because we had to rely on the literature for many RRs, we did not always have full control over the choice of confounders controlled for in each study.

## Section 2.7.3: Adjusting for mediation

When aggregating the effects of multiple risk factors, we included an MF if a part of the effect of one risk factor was included in the effect estimated for in the mediator. First, we prepared a list of possible mediations, and especially between behavioural risks and metabolic risk factors with cardiometabolic outcomes. We did not assume any mediation effect between risk factors for cancers.

Danaei and colleagues assumed that part of the effect of BMI on ischaemic heart disease (IHD) is through high systolic blood pressure (SBP), cholesterol level, and FPG. ${ }^{32}$ The proportion of the BMI effect that can be explained by other metabolic risk factors is the amount of mediation. The difference between the crude RR of BMI on IHD with the RR adjusted for SBP, FPG, and cholesterol level reflects the amount of BMI effect on IHD that is mediated and already included in SBP, FPG, and cholesterol level:

$$
M F=\frac{R R_{\text {crude }}-R R_{\text {adjusted }}}{R R_{\text {crude }}-1}
$$

So, to aggregate the PAF of multiple risk factors, we first calculated the part of the excess risk (RR-1) of every risk factor that is not mediated, re-compute the PAF so that it only includes the non-mediated risk then aggregated PAFs by assuming they are independent.

Therefore, if MF is the mediation factor of R2 through R1, the adjusted RR for R2 including only the nonmediated component of risk is:

$$
R R_{1,2}=M F_{2 / 1}\left(R R_{2}-1\right)+1
$$

The PAF accounting for mediation is then computed using the adjusted RR and the joint PAF computed as detailed in Section 2.7.2. For every paired risk factor and outcome, the matrix of possible mediations was calculated and used.

## Section 2.7.4: Calculating mediation factor

1 - Comparing crude RR versus mediator-adjusted $R R$
The best example is the mediation of BMI through SBP, FPG, and cholesterol level reported by Danaei et al. ${ }^{32}$ In their meta-analysis, they report the adjusted and unadjusted RR of BMI on IHD and stroke based on combined data from individual cohorts. They calculated the MF by using the following equation, and we used it directly as the MF in risk factor aggregation. Using individual-level data from cohort studies, we estimated the MF for other metabolic risk factors and some dietary risks.

$$
M F=\frac{R R_{\text {crude }}-R R_{\text {adjusted }}}{R R_{\text {crude }}-1}
$$

2 - Estimating the mediation factor by pathway of the effect
For many other risk factors, no data are available to enable the use of the first method. Instead, we searched studies to estimate the effect of the risk factor on the mediator and, finally, the expected increase in IHD risk. We pooled available studies to calculate the unit increase in the mediator per unit increase in the risk factor to calculate the size of the IHD RR (Figure D).


Figure D. Example of pathway between fruit, high systolic blood pressure, and cardiovascular diseases
We have RRs for the effect of $A$ on $C$ and $B$ on C in GBD from a meta-analysis of studies in the literature. The effect of $A$ on $B$ was estimated by analysis of diet trials.

$$
R R_{A B C}=R R_{B C}{ }^{\Delta_{A B}}
$$

$R R_{A B C}$ is the expected effect of A through B on C
$R R_{B C}$ is the $R R$ of each unit increase in mediator on outcome $C$
$\Delta_{A B}$ is the change in mediator level B per each unit change in A
If $R R_{A B}$ is the overall effect of A on B , then:

$$
M F=\frac{R R_{A B C}-1}{R R_{A B}-1}
$$

We kept the uncertainty of each parameter to a minimum by generating and following 1000 draws of the estimates to calculate 1000 draws of the posterior distribution of the MF. We did not include riskmediator pairs if the MF was not significant at the $5 \%$ level (more than 50 of 1000 draws were negative). We truncated the MF distribution at 1 when the whole effect of the risk factor on the outcome would be assumed to be exerted through the mediator pathway.

Some MFs equalled 1 when the whole effect was calculated through another risk factor (eg, the effect of salt through SBP) or when we assumed other risk factors were sources of the exposure (eg, fibre is provided by consuming fruit, vegetables, and whole grains, and all the beneficial effect of milk on colorectal cancer is mediated through calcium).

## Air pollution

We considered mediation for particulate matter pollution and SBP, FPG level, and cholesterol level but in no case was the evidence strongly supportive. Review of the epidemiologic evidence identified several cohort studies that reported increased prevalence and/or risk of hypertension due to long-term exposure to ambient PM2.5, and several studies have found elevated SBP due to household solid fuel use as well. Studies of short-term exposure also reported acute elevations in blood pressure. However, experts currently disagree about whether the existing evidence with regard to the effects of long-term exposure is consistent with current mechanistic understanding of the effect of air pollution exposure on
blood pressure, and whether existing cohort studies have properly modelled that exposure. We hope to be able to address these issues in the future to assess whether the evidence supports a mediation analysis in a future round of GBD.

## Assumed mediations

For the risk factors with PAFs of $100 \%$, such as FPG and diabetes, kidney dysfunction and chronic kidney disease (CKD), SBP and hypertensive heart disease, alcohol and alcohol use disorders, child underweight and protein-energy malnutrition, child wasting and protein-energy malnutrition, and drug use and drug use disorders, no mediation is needed.

## Section 2.7.5: Piecewise aggregation (Pattern 3)

There are three anthropometric indicators that are highly correlated: child underweight, stunting, and wasting, as shown in Figure E in this section. Available RRs for each indicator are not adjusted for the other two because these indicators are highly correlated and most of the burden occurs in an interaction. Estimating the total burden due to child growth failure, a latent variable, is difficult. The three anthropometric indicators are not independent, so the covariance between them should be considered. This consideration was the main reason that GBD 2010 only included child underweight. If covariance between these indicators is significant (as is shown in Figure E), aggregating these indicators by assuming they are independent would overestimate the total burden significantly.

To use the best available data, we adjusted observed RRs reported by Olofin et al. for underweight, stunting, and wasting by simulating the joint distribution of the three indicators by using the distribution of each indicator and the covariance between indicators in the countries included in the meta-analysis (extracted from Demographic and Health Survey (DHS) micro-data). ${ }^{33}$ On the basis of the analysis done by McDonald et al., we assumed an interaction exists between the three indicators, and we extracted the interaction terms from the corresponding analysis. ${ }^{34}$ We calculated the adjusted RRs by minimizing the error between observed crude RRs (from meta-analysis) and expected crude RRs derived from adjusted RRs.


Figure E. Venn diagram demonstrating the correlation between child underweight, stunting, and wasting
After adjusting for the three risk factors, we calculated the PAFs and aggregated the underweight, stunting, and wasting burden.

## Section 2.7.6: Uncertainty of aggregated and mediated PAFs

We generated 1000 draws of the posterior distribution of the MF calculated by different methods to use beside draws of other inputs to the PAF aggregation.

Section 2.7.7: Important assumptions in aggregating risk factors and including mediation 1 - The MFs or PAF adjustments are similar across countries, age, sex, and years. Although the size of mediation is probably different in different populations, little data is available to inform the covariance between different risk factors or the MF amount by age and country. For example, in some countries, the size of the mediated BMI-IHD PAF exerted through cholesterol level, as calculated by the MF, was even bigger than the total burden of cholesterol level. This finding indicated that less of the effect of BMI is mediated through cholesterol level and MFs are not similar across countries.

2 - For many risk-mediator-outcome pairs, no data are available, so we assumed the mediation is zero.
3 - Because the covariance between undernutrition indicators differs by location (and across time, but results were not reported), and an interaction exists between these indicators, the total burden might be underestimated.

4 - We assumed no significant covariance between PAFs, which might not be true between some risk factors, such as metabolic risk factors. Although this overestimation can be controlled by using adjusted RRs, using crude RRs for BMI and other metabolic risk factors may cause significant overestimation of the aggregated metabolic risks burden.

## Section 2.8: Step 7. Estimate attributable burden ${ }^{1}$

Four key components are included in the estimation of the burden attributable to a given risk factor: the metric of burden being assessed (the number of deaths, YLLs, YLDs, or DALYs [the sum of YLLs and YLDs ]); the exposure levels for a risk factor; the RR of a given outcome due to exposure; and the counterfactual level of risk factor exposure. Estimates of attributable burden as DALYs for risk-outcome pairs were generated by using the following model:

$$
A B_{j a s g t}=\sum_{o=1}^{w} D A L Y_{j o a s g t} P A F_{j o a s g t}
$$

where $A B_{\text {jasgt }}$ is the attributable burden for risk factor $j$ for age group $a$, sex $s$, location $g$, and year $t$; $D A L Y_{j o a s g t}$ is total DALYs for cause $o$ (of $w$ relevant outcomes for risk factor $j$ ) for age group $a$, sex $s$, location $g$, and year $t$; and $P A F_{\text {joasgt }}$ is the PAF for cause $o$ due to risk factor $j$ for age group $a$, sex $s$, location $g$, and year $t$. The proportions of deaths, YLLs, or YLDs attributable to a given risk factor or risk factor cluster were analogously computed by sequentially substituting each metric in place of DALYs in the equation provided.

## Section 2.9: Decomposition analysis of deaths and DALYs ${ }^{1}$

We conducted a decomposition analysis of changes in DALYs from 2010 to 2019, decomposing changes in all-age cause-specific DALYs attributable to all risk factors and individual risk factors due to changes in population growth, population age structure, exposure to the given risk for a disease, and risk-deleted death and DALY rates. In this case, risk-deleted rates are the rates obtained after removing the effect of a risk factor or combination of risk factors - in other words, observed DALY rates multiplied by one minus the PAF for the risk or set of risks. Our decomposition analyses draw from methods developed by

Das Gupta ${ }^{35}$ to provide a computationally tractable solution for isolating drivers of burden changes whereby all combinations of possible pathways are averaged across factors. Attributable burden was determined, following the methods of Das Gupta, as a product of three factors such that:

$$
T_{\text {asgt }}=\left(A_{\text {asgt }} B_{\text {asgt }} C_{\text {asgt }}\right)
$$

where $T_{\text {asgt }}$ represents the attributable burden at year $t ; A_{\text {sgt }}$ is the age-specific population size for a given age group $a$, sex $s$, and location $g$ at year $t ; B_{\text {asgt }}$ is the underlying rate of the outcome unrelated to the risk factor or observed rate, multiplied by $1-P A F$ for a given age group $a$, sex $s$, and location $g$ at year $t$; and $C_{\text {asgt }}$ is the ratio of the attributable burden to the underlying rate, which reflects the risk exposure effect for a given age group $a$, sex $s$, and location $g$ at year $t$ defined as $P A F /(1-P A F)$ when decomposing attributable burden to a risk. Risk exposure effects for individual risk factors are scaled such that they sum to the all-risk exposure effect by location, age, sex, and cause accounting for mediation. This process allows for aggregation of risks; the exposure for all risks for a disease can be split into exposure to metabolic, behavioural, and environmental risks. The contribution of each factor to total change in attributable burden was determined by changing the level of one factor from time $t_{0}$ to $t_{1}$ - here 2010 to 2019 - with all other factors held constant. Thus, the effect of any of the three factors, for example $A_{\text {asgt }}$ on the change of the attributable burden between $2010\left(A_{10}\right)$ and $2019\left(A_{17}\right)$ is calculated as:

$$
E_{A}=\left(A_{19}-A_{10}\right)\left(\frac{B_{10} C_{10}+B_{19} C_{19}}{3}+\frac{B_{10} C_{19}+B_{19} C_{10}}{6}\right)
$$

where $E_{A}$ is the proportion of change due to factor $A$, and the subscripts for each factor in the equation denote the year for each estimate. Because the effect depends on the order of entry of the factor, we calculated the average of all combinations of the three factors. ${ }^{35}$ The proportion of change due to factor $A_{s g t}$, the age-specific population size for a given age group $a$, sex $s$, and location $g$ at year $t$, is then further split, setting change in population growth equal to the percentage change in the all-age population from time $\mathrm{t}_{0}$ to $\mathrm{t}_{1}$ and change in population age structure to the residual, giving four factors.

This three-factor decomposition method does not work for risks for which the PAF, by definition, is $100 \%$ (such as high FPG level and type 2 diabetes) or for which the PAF is directly estimated (such as for unsafe sex and HIV). In the cases of child underweight and protein-energy malnutrition, child wasting and protein-energy malnutrition, short gestation for birthweight and neonatal preterm birth complications, low birthweight for gestation and neonatal preterm birth complications, iron deficiency (ID) and iron-deficiency anaemia (IDA), alcohol use and liver cancer due to alcohol use, alcohol use and cirrhosis and other chronic liver diseases due to alcohol use, alcohol use and alcohol use disorders, alcohol use and alcoholic cardiomyopathy, drug use and drug use disorders, occupational particulate matter, gases, and fumes and other pneumoconiosis, occupational particulate matter, gases, and fumes and coal workers pneumoconiosis, occupational exposure to asbestos and asbestosis, and occupational exposure to silica and silicosis, we used a two-factor decomposition method that examines the contribution of population, ageing, and risk exposure. Effectively, we assumed trends in these cases are driven by exposure, not change in the risk-deleted rates. Conversely, for unsafe sex and sexually transmitted diseases excluding HIV, we used a two-factor decomposition method that examines the contribution of population, ageing, and risk-deleted death and DALY rates and assumed that trends in these cases are driven by risk-deleted rates, not change in exposure. For high FPG level and type 1 and 2
diabetes, high FPG level and CKD due to type 1 and 2 diabetes, high SBP and hypertensive heart disease, high SBP and CKD due to hypertension, and impaired kidney function and CKD, we used GBD estimates of SEVs for the given risk and the case-fatality rate to decompose trends into an estimate of the contribution of the three factors. Similarly, for unsafe sex and cervical cancer, we used GBD estimates of the incidence of cervical cancer and the case-fatality rate to decompose trends into an estimate of the contribution of the three factors. For unsafe sex and HIV, we used spectrum counterfactual and CD4 risk-weighted prevalence.

## Section 2.10: Socio-demographic Index analysis ${ }^{1}$

Section 2.10.1: Development of the Socio-demographic Index
The SDI is a composite indicator of socio-demographic development status strongly correlated with health outcomes. In short, it is the geometric mean of 0 to 1 indices of total fertility rate in those under 25 years old (TFU25), mean education for those age 15 years or older (EDU15+), and lag-distributed income per capita (LDI). For GBD 2019, after calculating SDI, values were multiplied by 100 for a scale of 0 to 100 .

## Section 2.10.2: Development of a revised SDI indicator

SDI was originally constructed for GBD 2015 by using the Human Development Index (HDI) methodology, wherein a 0 to 1 index value was determined for each of the original three covariate inputs (total fertility rate in those age 15 to 49, EDU15+, and LDI per capita) by using the observed minima and maxima during the estimation period to set the scales.

During GBD 2016, we moved from using relative index scales to using absolute scales to enhance the stability of SDI interpretation over time because we noticed that the measure was highly sensitive to the addition of subnational units that tended to stretch the empirical minima and maxima. We selected the minima and maxima of the scales by examining the relationships each of the inputs had with life expectancy at birth and under-5 mortality and by identifying points of limiting returns at both high and low values if they occurred before theoretical limits (eg, a TFU25 of 0).

Thus, an index score of 0 represents the minimum level of each covariate input past which selected health outcomes can get no worse, and an index score of 1 represents the maximum level of each covariate input past which selected health outcomes cease to improve. As a composite, a location with an SDI of 0 would have a theoretical minimum level of sociodemographic development relevant to these health outcomes, and a location with an SDI of 1 (prior to multiplying by 100 for reporting purposes) would have a theoretical maximum level of sociodemographic development relevant to these health outcomes.

We computed the index scores underlying SDI as follows:

$$
I_{\text {cly }}=\left(C_{\text {ly }}-C_{\text {low }}\right) /\left(C_{\text {high }}-C_{\text {low }}\right)
$$

where $I_{c l y}$ - the index for covariate $C$, location $I$, and year $y$ - is equal to the difference between the value of that covariate in that location-year and the lower bound of the covariate divided by the difference between the upper and lower bounds for that covariate.

If the values of input covariates fell outside the upper or lower bounds, they were mapped to the respective upper or lower bounds. We also note that the index value for TFU25 was computed as $1-$ $I_{T F U 25 l y}$ because lower TFU25s correspond to higher levels of development and thus higher index scores.

For GBD 2019, we expanded the computation of SDI to 1062 national and subnational locations spanning the time period 1950-2019.

The composite SDI is the geometric mean of these three indices for a given location-year. The cut-off values used to determine quintiles for analysis were then computed by using country-level estimates of SDI for the year 2019, excluding countries with populations less than 1 million. As stated above, for GBD 2019, final SDI values were multiplied by 100 in order to improve understanding of and broader engagement with the values, so final reporting values are on a 0 to 100 scale.

## Example calculation

We present the following example calculation of SDI for "Country X":

$$
\begin{gathered}
\text { TFU25 }=1.09 ; \text { Mean educ yrs pc }=8.23 ; \operatorname{lnLDI}=9.60 \\
I_{\text {TFU } 25}=1-\frac{1.09-0}{3-0}=0.637 \\
I_{\text {Educ }}=\frac{8.23-0}{17-0}=0.484 \\
I_{\text {lnLDI }}=\frac{9.60-5.52}{11.00-5.52}=0.744 \\
S D I=\sqrt[3]{I_{\text {TFU } 25} * I_{E d u c} * I_{\text {lnLDI }}}=\sqrt[3]{.637 * .484 * .744}=0.611 \\
I_{\text {lnLDI }}=\frac{9.58-5.52}{11.00-5.52}=0.741 \\
S D I=\sqrt[3]{I_{\text {TFR }} * I_{E d u c} * I_{\text {lnLDI }}}=\sqrt[3]{.855 * .543 * .741}=0.701 \\
G B D 2019 \text { reporting } S D I=0.701 * 100=70.1
\end{gathered}
$$

SDI values by location can be found in table S5.
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## Section 4: Risk-specific modelling descriptions

The risk-specific modelling write-ups follow the order of the risk factor hierarchy for GBD 2019. In some cases, multiple risk factors are addressed in a single write-up. For example, all dietary risks are included together in a single detailed write-up. GBD 2019 risk factor appendix write-ups in order:

1. Non-optimal temperature
2. Unsafe water
3. Unsafe sanitation
4. No access to handwashing facility
5. Ambient particulate matter pollution
6. Household air pollution
7. Ambient ozone pollution
8. Radon exposure
9. Lead exposure
10. Occupational risk factors
11. Suboptimal breastfeeding
12. Child growth failure
13. Low birthweight and short gestation
14. Iron deficiency
15. Vitamin A deficiency
16. Zinc deficiency
17. Smoking
18. Secondhand smoke
19. Chewing tobacco
20. Alcohol use
21. Drug use
22. Dietary risks
23. Intimate partner violence
24. Childhood sexual abuse
25. Bullying victimisation
26. Unsafe sex
27. Low physical activity
28. High fasting plasma glucose
29. High LDL cholesterol
30. High systolic blood pressure
31. High body-mass index
32. Bone mineral density
33. Kidney dysfunction

## Non-optimal temperature

## Flowchart



## Input data and modelling strategy

## Case definition

The exposure of non-optimal temperature is defined as the same day exposure to ambient temperature that is either warmer or colder than the temperature associated with the minimum mortality risk. Specifically, we define the theoretical minimum risk exposure level (TMREL) for temperature as the temperature that is associated with the lowest overall mortality attributable to the risk, in a given location and year. Given varying exposure-response curves for different mean annual temperature zones, as well as spatially and temporally varying cause compositions, we estimate TMRELs by year and location and are not using a globally uniform TMREL. High temperature (heat) exposure is defined as exposure to temperatures warmer than this TMREL and low temperature (cold) is defined as temperatures colder than this TMREL.

## Exposure

## ERA5 data

We derived exposure estimates from the ERA5 reanalysis dataset from the European Centre for Medium-Range Weather Forecasts (ECMWF). ECMWF produced ERA5 estimates using their Integrated Forecast System (IFS). Hourly values of surface temperature are available for a spatial resolution of $0.25^{\circ} \times 0.25^{\circ}$. Uncertainty estimates for these temperature values, ie, the ensemble spread (standard deviation) is available for every 3 hours ( $00: 00,03: 00,06: 00,09: 00,12: 00,15: 00,18: 00,21: 00$ ) for a spatial resolution of $0.5^{\circ} \times 0.5^{\circ}$. At the time of analysis, data were available from 1979 to June 2019. ${ }^{1,2}$ We calculated daily averages of temperature and spread for each pixel and then assigned an uncertainty value to each daily temperature value. Based on the spread we derived 1,000 draws of each daily temperature pixel.

## Population data

Population data for calculating population-weighted location means were derived from WorldPop, which is an open source project initiated in $2013^{3}$. Multi-temporal, globally consistent, highresolution human population data at $1 \mathrm{~km} \times 1 \mathrm{~km}$ resolution can be downloaded from http://www.worldpop.org.uk/ for 2000, 2005, 2010, 2015, and 2020. For the purpose of our work, we interpolated in-between the 5-year estimation bins to obtain annual data. Further, we extrapolated until 1990 by using the 2000-2005 growth rate for back-casting.

Table 1: Data inputs for exposure for non-optimal temperature.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 203 |
| Number of countries and territories with data | 204 |

## Exposure-response modelling

## Mortality data

Deaths at the individual-level that included information regarding the cause (ie, ICD code), date, and the location at the second administrative level (admin2) or finer were collected from the GBD cause-of-death (CoD) database for vital registration data sources. We adapted the GBD standard procedure for garbage code redistribution to redistribute daily mortality data rather than annual data and mapped ICD causes to GBD causes for level 3 . In total, we analysed 58.9 million deaths from eight different countries and 15,197 administrative units. For Brazil, the data covers a period from 1999 to 2016 for 5,570 municipalities and 19.9 million deaths. For Chile, the data covers the period from 1990 to 1996 and 2009 to 2011 for 15 regions and 2.46 million deaths. For Colombia, the data covers a period from 2001 to 2005 for 1,125 municipalities and 0.95 million deaths. For Guatemala, the data covers a period from 2009 to 2016 for 333 municipalities and 0.49 million deaths. For Mexico, the data covers a period from 1996 to 2015 for 2,438 municipalities and 9.88 million deaths. For New Zealand, the data covers a period from 1988 to 2014 for 20 district health boards and 0.76 million deaths. For the United States, the data covers a period from 1980 to 1988 for 3,124 municipalities and 18.3 million deaths. For China, the data covers the year 2016 for 2,556 counties and 6.1 million deaths.

## Exposure-response modelling (MR-BRT)

To estimate cause-specific mortality, based on average daily temperature and temperature zone (defined by mean annual temperature), we used a robust meta-regression framework, implemented through the MR-BRT (Bayesian, regularised, trimmed) tool. The tool allows three features that are essential to the analysis: ${ }^{5}$

- A meta-analytic framework that can handle heterogeneous data sources
- A robust approach to outlier detection and removal (trimming)
- Specification of the functional dependence of outcome vs. average daily temperature and temperature zone as a 2-dimensional surface through a spline interface.

The use of trimming in a vast array of inference and machine learning problems is standard. ${ }^{6,7,8}$ The use of high-dimensional splines has been proposed before, ${ }^{9}$ but the methods used for estimation go beyond prior work, and we explain them below.

The functional relationship between any outcome y and input variables ( $\mathrm{t} 1, \mathrm{t} 2$ ) models y as a linear combination of 2d spline basis elements. Each spline basis element is a product of individual basis elements for 1D splines for t 1 and t 2 . Therefore, the inference problem looks for a combination of simple curvilinear 2D elements that fit the data while preserving smoothness across element boundaries. The MR-BRT tool also allows prior information to influence the shape of the spline, particularly in areas with sparse data.

For the purpose of modelling the relationship between mortality and mean annual and daily temperature we imposed monotonicity in the direction of daily temperature. For all J-shaped curves that depicted an increase in mortality above and below a threshold, we forced the curve to monotonically decrease at the lower end of the temperature distribution and to monotonically increase at the upper end. For all external causes that displayed a monotonic increase over the entire temperature range, we imposed monotonicity only in the direction of warmer temperatures. We placed 2 knots of degree 3 in the direction of mean annual temperature when fitting the surface. In the direction of daily mean temperature, we placed 3 knots of degree 3 for J-shaped causes and 2 knots of degree 1 for external causes that monotonically increase over temperature range. Figure 1 shows an example of a relative risk (RR) surface along daily and annual mean temperature for drowning.

We estimated uncertainty using a two-step approach. First, we derived the uncertainty of the mean surface from the measurement error using the fit-retrofit error. Second, we added uncertainty from the random effects by sampling it separately from the cold and warm side.


Figure 1: Log relative risk of death from lower respiratory infection along mean annual temperature (mean temp cat) and daily mean temperature (daily temp cat). The red dotted line depicts minimum mortality temperature along mean annual temperature zones. Green and blue lines depict isopleths, ie, lines of equal log RR of mortality

Table 2: Data inputs for relative risks for non-optimal temperature

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 112 |
| Number of countries with data | 8 |

## Cause selection

We excluded all causes with fewer than 100,000 deaths as well as causes of death that did not represent a particular entity but rather a summary category (eg, other cardiovascular diseases). Further, dementia and protein energy malnutrition were not considered in this analysis due to inconsistencies in data classification. The remaining causes were selected based on significance. For this, for each cause and each mean temperature zone we determined the widest range of consecutive daily temperatures with statistically significant relative risks, expressed as a percentage of the full range of daily temperatures in that mean temperature zone. Figure 2 gives an example of the temperature-mortality relationship for three selected slices (mean annual temperature of $6{ }^{\circ} \mathrm{C}$, $17{ }^{\circ} \mathrm{C}$ and $21^{\circ} \mathrm{C}$ ). Significant areas along the exposure-response curves are marked in grey. We included all causes where at least $30 \%$ of zones had a consecutive significance range that spanned at least $5 \%$ of the full range of daily temperatures. Twelve causes met these criteria and were included as outcomes associated with non-optimal temperature: ischaemic heart disease, stroke, hypertensive heart disease, diabetes, chronic kidney disease, lower respiratory infection, chronic obstructive pulmonary disease, homicide, suicide, mechanical injuries, transport-related injuries, and drowning.


Figure 2: Selected exposure-response curves for the relationship between daily mean temperature and $\log R R$ of lower respiratory infection mortality for mean annual temperature categories of $6{ }^{\circ} \mathrm{C}$, $17^{\circ} \mathrm{C}$ and $21^{\circ} \mathrm{C}$. Temperatures where associations are significant are displayed in grey.

## Theoretical minimum risk exposure level (TMREL)

For the purpose of this analysis, the TMREL was defined as the temperature associated with the lowest mortality for all included causes. We calculated a death-weighted average of the causespecific exposure-response curves with the minimum of this average curve being the TMREL. This was done for each year and each of the 990 GBD locations using CoD estimates produced for the GBD 2019 study. As climate zones or mean annual temperature can vary within a location, we calculated the TMREL for every mean annual temperature, assuming a consistent cause composition within a location. This approach represents the first use of spatially and temporally varying TMRELs within the GBD study.

## Population attributable fractions

The population attributable fraction (PAF) was calculated for each temperature pixel and each day of the year (ie, pixel-day). Subsequently, we population-weighted each pixel using the fraction of the population living in a given pixel relative to the GBD location. Depending on whether the daily mean temperature was below or above the TMREL, the effect was assigned to either low or high temperature. Daily population-weighted high and low temperature PAFs were then aggregated for the location and the year. Temperature effects can be either harmful or protective depending on whether the RR is above or below 1. For harmful temperature effects, ie, effects with a RR above 1, we used the following equation to derive PAFs: $\mathrm{PAF}=(\mathrm{RR}-1) / \mathrm{RR}$; For temperature effects exhibiting a protective effect the equation was adapted by implementing the reverse RR: PAF=-((1/RR)-1)/(1/RR). The PAF associated with non-optimal temperature exposure is an aggregate of heat and cold effects in each location and year. We estimated the temperature attributable burden as the product of the total burden for that cause and the corresponding PAF for each GBD location, year, age group, and sex.


Figure 3: Schematic illustration of the exposure-response relationship between temperature and mortality and associated low temperature (cold) and high temperature effects beyond the theoretical minimum exposure level (TMREL). The blue line depicts the exposure-response curve with blue shaded line showing $95 \%$ uncertainty range. The black solid line depicts the TMREL with dashed black lines displaying 95\% uncertainty range. Effects left of the TMREL are counted towards cold PAFs and right of the TMREL towards heat PAFS.
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Input data \& methodological summary

## Exposure

## Case definition

For GBD 2019, exposure to unsafe water was defined based on: (1) reported primary water source used by the household, and (2) use of household water treatment (HWT) to improve the quality of drinking water before consumption. Water sources were defined based on the WHO/UNICEF Joint Monitoring Programme for Water Supply, Sanitation and Hygiene (JMP). ${ }^{1}$ Examples of "improved" sources include boreholes, tube wells, protected wells, and packaged or delivered water. Piped water is also considered "improved" by the JMP, but is placed into its own category for GBD purposes. Examples of "unimproved" sources include unprotected springs, unprotected wells, and surface water. Additionally, four different HWTs were determined to be effective point-of-use treatments based on effect sizes calculated from a network meta-analysis: solar treatment, chlorine treatment, boiling, and filtering. For modelling purposes, we grouped solar and chlorine treatment together, as well as boiling and filtering.

## Input data

The search for usable household surveys and censuses was conducted using the Global Health Data Exchange (GHDx) database. Water source input data came primarily from nationally representative surveys, such as the Demographic and Health Survey (DHS), the Multiple Indicator Cluster Surveys (MICS), the World Health Survey (WHS), and the DHS AIDS Indicator Survey (AIS). HWT input data was largely limited to the DHS and MICS due to data availability. For each survey, reported household sample weights were multiplied by the number of household members to produce a weighting scheme that estimated proportion of individuals, not proportion of households, exposed to a given indicator. Surveys and censuses were then tabulated to the water source and water treatment categories of interest for each location. Table 1 provides a summary of the exposure input data.

Table 1: Exposure input data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 1157 |
| Number of countries with data | 169 |

## Modelling strategy

Water source data was modelled using an ordinal framework, with two distinct models: (1) prevalence of piped water, and (2) proportion of improved water (excluding piped) within the nonpiped population. Both models produced results for each unique location-year combination. This ordinal framework allowed estimating the category with the most data (piped water prevalence) and leveraging that estimate to anchor the estimates for the improved and unimproved water categories. The results of the improved proportion model were multiplied by 1 minus the piped water prevalence to calculate improved water prevalence. The sum of improved and piped water prevalence was then subtracted from 1 to yield unimproved water prevalence.

$$
\begin{gathered}
\text { Piped }=\frac{\# \text { persons using piped water }}{\# \text { persons with nonmissing response }} \\
\text { Improved }=\left(\frac{\# \text { persons using improved water }}{\# \text { persons without piped water }}\right) *(1-\text { Piped }) \\
\text { Unimproved }=1-(\text { Piped }+ \text { Improved })
\end{gathered}
$$

HWT categories were estimated in a similar ordinal framework. Its two models were: (1) prevalence of individuals using no water treatment methods, and (2) proportions of households that boil/filter water within the population of households that engage in treatment methods. The prevalence of individuals who boil/filter drinking water was calculated by multiplying the proportion who boil/filter modelled previously multiplied by the prevalence of any water treatment (estimated by subtracting the prevalence of no treatment from 1). The prevalence of individuals who treat their water using solar/chlorine methods was estimated by subtracting from 1 the sum of prevalence of no treatment estimates and prevalence of filter/boil treatment.

$$
\text { No HWT }=\frac{\# \text { persons who do not treat water }}{\# \text { persons with nonmissing response }}
$$

$$
\text { Boil or filter }=\left(\frac{\# \text { persons who treat water with boil or filter }}{\# \text { persons who treat water with any method }}\right) *(1-\text { No HWT })
$$

$$
\text { Chlorine or solar }=1-(\text { No } \boldsymbol{H W}+\text { Boil or filter })
$$

Additionally, we modelled the microbiological quality of piped water sources primarily using data from a review by Bain et al $2014^{2}$ that measured the proportion of piped water sources contaminated with faecal matter. We used the value generated from this model to split the prevalence of piped water into basic piped water and high-quality piped water by location, year, age, and sex. High-quality piped water is piped water that enters the household free of contamination. Thus, HWT is irrelevant for this category, since treatment is only necessary if the water is contaminated.

$$
\text { Faecal contamination }=\frac{\# \text { contaminated piped water systems }}{\# \text { piped water systems sampled }}
$$

## Basic piped $=$ Piped $*$ Faecal contamination

HQ piped $=$ Piped - Basic piped
Each of the models described above was modelled by year and location using a three-step modelling scheme of mixed-effect linear regression followed by spatiotemporal Gaussian process regression (STGPR), which produced full time-series estimates for each GBD 2019 location. Socio-demographic Index (SDI), a composite metric combining education per capita, income per capita, and fertility, was set as a fixed effect in the linear regression since it proved to be a significant predictor. The proportion of individuals with access to piped water was also used as a covariate in the faecal matter model. Random effects were set at GBD 2019 region and super-region levels to fit the models but were not used in the predictions. The linear regression equations for each of the five ST-GPR models used for this risk factor are listed below.

Proportion using piped water: logit (data) $\sim S D I+\left(1 \mid l e v e l \_1\right)+\left(1 \mid l e v e l \_2\right)$
Proportion of nonpiped population using improved water: logit(data) $\sim S D I+\left(1 \mid l e v e l \_1\right)+$ (1|level_2)

Proportion using no HWT: logit (data) ~SDI + (1|level_1) + (1|level_2)
Proportion of HWT-using population that boils/filters: logit(data) $\sim S D I+\left(1 \mid l e v e l \_1\right)+$ (1|level_2)

Proportion of piped water systems contaminated with faecal matter: logit(data) $\sim S D I+$ piped water access + (1|level_1) + (1|level_2)

Piped water access = proportion of individuals with access to piped water (1|level_1) = super-region-level random effects
(2|level_2) = region-level random effects
The process of vetting and validating models was accomplished primarily through an examination of STGPR scatter plots by GBD 2019 location from 1990 to 2019. Any poorly fitting datapoints were reinspected for error at the level of extraction and survey implementation. If errors in data extraction were found, the study in question was re-extracted. In addition to SDI, a number of different potential fixed effects were considered, including lag-distributed income and urbanicity, but SDI proved to be the strongest predictor of the unsafe water categories. Uncertainty in the estimates was initially formed based on standard deviation by survey, then propagated through ST-GPR modelling by means of confidence intervals around each datapoint that reflected the point-estimate specific variance.

Once models were vetted, full time-series outputs from ST-GPR modelling were converted from proportion to prevalence by year and geography and then rescaled to form 10 mutually exclusive categories that summed to 1 . Table 2 provides the final result of this rescaling and also includes the formulas for each category.

Table 2: Exposure categories, definitions, and formulas

| Exposure category | Definition | Formula |
| :---: | :---: | :---: |
| Unimproved, no HWT | Proportion of individuals who primarily use unimproved source and do not use any HWT to purify their drinking water. | $[1-($ Piped + Improved $)] *\left[\frac{\# \text { persons who do not treat water }}{\# \text { persons with nonmissing response }}\right]$ |
| Unimproved, chlorine/solar | Proportion of individuals who primarily use unimproved source, and who use solar or chlorine treatment, to purify their drinking water. | $[1-($ Piped + Improved $)] *[1-($ No HWT + Boil or filter $)]$ |
| Unimproved, boil/filter | Proportion of individuals who primarily use unimproved source and who boil or filter to purify their drinking water. | $\begin{gathered} {[1-(\text { Piped }+ \text { Improved })] *} \\ {\left[\left(\frac{\# \text { persons who treat water with boil or filter }}{\# \text { persons who treat water with any method }}\right) *(1-\text { No HWT })\right]} \end{gathered}$ |
| Improved water except piped, no HWT | Proportion of individuals who primarily use improved sources other than piped water supply and do not use any HWT to purify their drinking water. | $\begin{aligned} & {\left[\left(\frac{\# \text { persons using improved water }}{\# \text { persons without piped water }}\right)\right] *} \\ & {\left[\frac{\# \text { persons who do not treat water }}{\# \# \text { persons with nonmissing response }}\right]} \end{aligned}$ |
| Improved water except piped, chlorine/solar | Proportion of individuals who primarily use improved sources other than piped water supply, and who use solar or chlorine treatment, to purify their drinking water. | $\begin{gathered} {\left[\left(\frac{\# \text { persons using improved water }}{\# \text { persons without piped water }}\right)\right] *} \\ {[1-(\text { No HWT }+ \text { Boil or filter })]} \end{gathered}$ |
| Improved water except piped, boil/filter | Proportion of individuals who primarily use improved sources other than piped water supply and who boil/filter their drinking water. | $\begin{gathered} {\left[\left(\frac{\# \text { persons using improved water }}{\# \text { persons without piped water }}\right)\right] *} \\ {\left[\left(\frac{\# \text { persons who treat water with boil or filter }}{\# \text { persons } \text { who treat water with any method }}\right) *(1-\text { No HWT })\right]} \end{gathered}$ |
| Basic piped water, no HWT | Proportion of individuals who primarily use basic piped water supply and do not use any HWT to purify their drinking water. | $\begin{gathered} {\left[\left[\frac{\# \text { persons using piped water }}{\# \text { persons with nonmissing response }}\right] *\left[\frac{\# \text { contaminated piped water systems }}{\# \text { piped water systems sampled }}\right]\right] *} \\ {\left[\frac{\# \text { persons who do not treat water }}{\# \text { persons with nonmissing response }}\right]} \end{gathered}$ |
| Basic piped water, chlorine/solar | Proportion of individuals who primarily use basic piped water supply, and who use solar or chlorine water treatment, to purify their drinking water. | $\begin{gathered} {\left[\left[\frac{\# \text { persons using piped water }}{\# \text { persons with nonmissing response }}\right] *\left[\frac{\# \text { contaminated piped water systems }}{\# \text { piped water systems sampled }}\right]\right] *} \\ {[1-(\text { No HWT }+ \text { Boil or filter })]} \end{gathered}$ |
| Basic piped water, boil/filter | Proportion of individuals who primarily use basic piped water supply and who boil or filter to purify their drinking water. | $\begin{gathered} {\left[\left[\frac{\# \text { persons using piped water }}{\# \text { persons with nonmissing response }}\right] *\left[\frac{\# \text { contaminated piped water systems }}{\# \text { piped water systems sampled }}\right]\right] *} \\ {\left[\left(\frac{\# \text { persons who treat water with boil or filter }}{\# \text { persons who treat water with any method }}\right) *(1-\text { No HWT })\right]} \end{gathered}$ |
| High-quality piped water | Proportion of individuals who primarily use high-quality piped water. | $\begin{gathered} {\left[\frac{\# \text { persons using piped water }}{\# \text { persons with nonmissing response }}\right]-} \\ {\left[\frac{\# \text { persons using piped water }}{\#}\left[\frac{\# \text { persontaminated with nod water systems }}{\left[\frac{\# \text { consing response }}{\# \text { piped water systems sampled }}\right]}\right]\right.} \end{gathered}$ |

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level for unsafe water is defined as having access to high-quality piped water.

## Relative risks

For GBD 2019, unsafe water was paired with one outcome - diarrheal diseases - given evidence provided by relative risk studies. A meta-analysis by Wolf et al, $2014^{3}$ was complemented by a literature review that searched PubMed for related intervention studies post-2014. Search terms used were identical to those provided by Wolf et al, 2014. ${ }^{3}$ Additionally, for GBD 2019, new relative risk evidence was added using an updated version of the 2014 Wolf et al meta-analysis that was published in 2018. ${ }^{4}$ Table 3 provides a summary of the relative risk data.

Table 3: Relative risk input data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 71 |
| Number of countries with data | 35 |

In GBD 2019, relative risk values were calculated using a network meta-analysis approach with MR-BRT. Three study-level covariates: (1) whether or not the study was generalisable to the general population, (2) whether or not the measurements used were based on self-reports, and (3) percentage of participants lost to follow-up - were included in the network meta-analysis. No priors were used. Table 2 explains each covariate used in more depth. The risk of developing diarrhoea - relative to using an unimproved water source - was calculated for each of the following categories: boil/filter, solar/chlorine, improved, piped, and high-quality piped. The combined effect of source interventions (ie, improved, piped, high-quality piped) and point-of-use interventions (ie, boil/filter, solar/chlorine) were assumed to be multiplicative. Table 4 shows the results of the network meta-analysis, and Table 5 shows the final relative risks used during modelling for each exposure category. Figure 1 also shows the funnel plot of the MR-BRT network meta-analysis. Note that the values in Table 6 are relative to a reference category of boiled/filtered high-quality piped water, as we assume that the lowest possible risk level is using both the best source type (high-quality piped water) and the best point-of-use treatment (boil/filter).

Table 4: Covariates used in MR-BRT models

| Covariate | Description |
| :--- | :--- |
| Study generalisation | $0=$ study sample based on general population <br> 1 = study sample based on subgroups, eg, high-risk groups, <br> pregnant women, hospital patients, etc. |
| Measurements based on self-reports | $0=$ measurements based on assays, tests, or physician <br> observation <br> $1=$ measurements based on self-report |
| Loss to follow-up | $0=>95 \%$ follow-up <br> $1=85-95 \%$ follow-up <br> $2=<85 \%$ follow-up |

Table 5: MR-BRT network meta-analysis results (reference: unimproved water source)

| Intervention | Relative risk (95\% UI) |
| :--- | :--- |
| Boil/filter water treatment | $0.485(0.421-0.558)$ |
| Chlorine/solar water treatment | $0.725(0.665-0.792)$ |
| Improved water source | $0.827(0.764-0.907)$ |
| Piped water source | $0.636(0.557-0.727)$ |
| High-quality piped water source | $0.204(0.086-0.485)$ |

Table 6: Relative risks for each exposure category (reference: high-quality piped water)

| Exposure category | Relative risk (95\% UI) |
| :--- | :--- |
| Unimproved, no HWT | $11.084(4.287-22.867)$ |
| Unimproved, chlorine/solar | $8.024(3.203-16.486)$ |
| Unimproved, boil/filter | $5.331(2.153-10.887)$ |
| Improved water except piped, no HWT | $8.986(3.898-17.446)$ |
| Improved water except piped, chlorine/solar | $6.505(2.905-12.528)$ |
| Improved water except piped, boil/filter | $4.322(1.954-8.243)$ |
| Basic piped water, no HWT | $6.880(3.104-13.016)$ |
| Basic piped water, chlorine/solar | $4.980(2.320-9.296)$ |
| Basic piped water, boil/filter | $3.309(1.564-6.129)$ |
| High-quality piped water | 1 (reference) |

Figure 1: MR-BRT network meta-analysis funnel plot


Red points indicate values that were trimmed
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## Input data and methodological summary

## Exposure

## Case definition

Exposure to unsafe sanitation is defined based on the primary toilet type used by households. For GBD 2019, we modelled three different categories of sanitation: unimproved, improved, and facilities with a sewer connection or septic tank. These categories were defined according to the WHO/UNICEF Joint Monitoring Programme for Water Supply, Sanitation and Hygiene (JMP). ${ }^{1}$ Examples of "improved" sanitation facilities include ventilated improved pit latrines, composting toilets, and pit latrines with slabs. Examples of "unimproved" facilities include open pit latrines, open defecation, and toilets that flush into creeks or open fields. Sewer connection toilets include flush toilets or any toilet with connection to the sewer or septic tank.

## Input data

The search for usable household surveys and censuses was conducted using the Global Health Data Exchange (GHDx) database. For each survey, household sample weights were multiplied by the number of household members to produce a weighting scheme that estimates proportion of individuals, not proportion of households, exposed to a given indicator. Surveys and censuses were then tabulated to two sanitation categories, sewer connection and improved sanitation, for each location and year. Table 1 provides a summary of the input data used.

Table 1: Exposure input data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 1073 |
| Number of countries with data | 157 |

## Modelling

For GBD 2019, sanitation was modelled in an ordinal framework. Two distinct indicators were estimated: (1) the proportion of individuals using sewer connection or septic tank facilities and (2) the proportion of individuals with improved sanitation within the population not connected to a sewer or septic tank. This ordinal framework allows us to estimate the category with the most data (sewer connection/septic tank prevalence) and leverage that estimate to anchor the estimates for the improved and unimproved sanitation categories. The results of the improved-proportion model are multiplied by one minus the sewer connection/septic tank prevalence to calculate improved sanitation prevalence. The sum of improved and sewer connection/septic tank prevalence are subtracted from 1 to yield unimproved sanitation prevalence.

$$
\begin{gathered}
\text { Sewer }=\frac{\# \text { persons with sewer or septic connection }}{\# \text { persons with nonmissing response }} \\
\text { Improved }=\left(\frac{\# \text { persons using improved facilities }}{\# \text { persons without sewer or septic connection }}\right) *(1-\text { Sewer }) \\
\text { Unimproved }=1-(\text { Sewer }+ \text { Improved })
\end{gathered}
$$

The two indicators were each modeled using a three-step modelling scheme of mixed effect linear regression followed by spatiotemporal Gaussian process regression (ST-GPR), which produced full timeseries estimates for each GBD 2019 location. Socio-demographic Index (SDI), a composite metric combining education per capita, income per capita, and fertility, was set as a fixed effect in the linear regression since it proved to be a significant predictor. Random effects were set at GBD 2019 region and super-region levels to fit the models but were not used in the predictions. The same linear regression equation was used for both ST-GPR models (see below).

$$
\text { logit }(\text { data }) \sim \text { sdi }+(1 \mid \text { level_1 })+\left(1 \mid l e v e l \_2\right)
$$

SDI = socio-demographic index
(1|level_1) = super-region-level random effects
(2|level_2) = region-level random effects

The process of vetting and validating models was accomplished primarily through an examination of STGPR scatterplots by GBD 2019 location from 1990 to 2019. Any poorly fitting datapoints were reinspected for error at the level of extraction and survey implementation. If errors in data extraction were found, the study in question was re-extracted. In addition to SDI, a number of different potential fixed effects were considered, including lag-distributed income and urbanicity, but SDI proved to be the strongest predictor of unsafe sanitation in terms of magnitude of the coefficient. Uncertainty in the estimates was initially constructed based on standard deviation around each survey mean, then propagated through ST-GPR modelling by incorporating the variance of each datapoint in the Gaussian process regression step. A datapoint with high variance, for example, would contribute relatively less influence to the model than a datapoint with lower variance.

Once models are vetted, full time-series outputs from ST-GPR modelling are then converted from proportion to prevalence by year and geography and then rescaled using the above equations to form three mutually exclusive categories that sum up to 1 . Table 2 provides the final result of this rescaling.

Table 2: Exposure categories and definitions

| Category | Definition |
| :--- | :--- |
| Unimproved sanitation | Proportion of individuals that use unimproved sanitation facilities. |
| Improved sanitation | Proportion of individuals that use improved sanitation facilities, <br> excluding sewer connection or septic tank. |
| Sanitation facilities with sewer connection or septic tank | Proportion of individuals that use toilet facilities with sewer <br> connection or septic tank. |

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level for unsafe sanitation was defined as having access to a sanitation facility with sewer connection or septic tank.

## Relative risks

For GBD 2019, unsafe sanitation was paired with one outcome, diarrhoeal diseases A meta-analysis by Wolf and colleagues $2014^{2}$ was complemented by a literature review that searched for related intervention studies post-2014 conducted in PubMed. Search terms used were identical to those provided by Wolf and colleagues 2014. ${ }^{2}$ This literature review yielded two additional sources not included in the Wolf and colleagues meta-analysis. Additionally, for GBD 2019, we added new relative risk evidence using an updated version of the 2014 Wolf and colleagues meta-analysis that was published in 2018. ${ }^{3}$ A total of three new sources were added this cycle. Table 3 provides a summary of the relative risk data used.

Table 3: Relative risk input data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 16 |
| Number of countries with data | 13 |

In GBD 2019, relative risk values were calculated using a network meta-analysis approach with MR-BRT. Two study-level covariates - one for whether or not the study was generalisable to the general population, and one for whether or not the measurements used were based on self-reports - were included in the network meta-analysis. No priors were used. We calculated the risk of developing diarrhoea for those using unimproved sanitation facilities and improved sanitation facilities, relative to the reference category of those using facilities with a sewer or septic tank. Table 4 explains each covariate used in more depth. Table 5 shows the results of the MR-BRT analyses, and Figure 1 shows the associated funnel plot. Table 6 shows the relative risks that were ultimately used for modelling. Note that while the MR-BRT analyses used unimproved sanitation as the reference, the relative risks used for modelling use sewer or septic tank as the reference.

Table 4: Covariates used in MR-BRT models

| Covariate | Description |
| :--- | :--- |
| Measurements based on self-reports | $0=$ measurements based on assays, tests, or physician observation <br> $1=$ measurements based on self-report |
| Study generalisation | $0=$ study sample based on general population |


|  | $1=$ study sample based on subgroups, eg, high-risk groups, pregnant <br> women, hospital patients, etc. |
| :--- | :--- |

Table 5: Relative risk network meta-analysis results (reference: unimproved sanitation)

| Exposure category | Beta coefficient, log (95\% CI) | Exponentiated beta (95\% CI) |
| :--- | :--- | :--- |
| Improved sanitation | $-0.261(-0.310,-0.212)$ | $0.770(0.809,0.733)$ |
| Sanitation facilities with sewer connection or septic tank | $-1.162(-1.260,-1.067)$ | $0.312(0.284,0.344)$ |

Table 6: Relative risks for each exposure category (reference: sewer or septic tank)

| Exposure category | Relative risk (95\% CI) |
| :--- | :--- |
| Unimproved sanitation | $3.203(2.897,3.513)$ |
| Improved sanitation | $2.465(2.349,2.587)$ |
| Sanitation facilities with sewer connection or septic tank | 1 (reference) |

Figure 1: MR-BRT network meta-analysis funnel plot


Red points indicate values that were trimmed
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## No access to handwashing facility

## Flowchart

Unsafe Handwashing


Input data and methodological summary
Exposure
Case definition
This risk is defined as lack of access to a handwashing station with available soap and water.

## Input data

Since water and soap availability data are very limited, only country-specific Demographic and Health Surveys (DHS), Multiple Indicator Cluster Surveys (MICS), and Performance Monitoring and Accountability 2020 (PMA2020) surveys conducted from 2000 through 2016 were included as input data. Table 1 provides a summary of the exposure input data.

Table 1: Exposure input data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 98 |
| Number of countries with data | 65 |

## Modelling strategy

By year and location, proportion of households with a handwashing facility is modelled using a threestep modelling scheme of mixed effect linear regression followed by spatiotemporal Gaussian process regression (ST-GPR), which outputs full time-series estimates for each GBD 2019 location. Two covariates were used as fixed effects in the linear regression: Socio-demographic Index (SDI - a composite index that includes income per capita, education, and fertility) and proportion of individuals with access to piped water (see below for model equation). Random effects were set at GBD 2019 region and super-region levels to fit the model but were not used in the predictions.

```
logit(data) \(\sim\) sdi + piped water access + (1|level_1) + (1|level_2)
SDI = socio-demographic index
Piped water access = proportion of individuals with access to piped water
(1|level_1) = super-region-level random effects
(2|level_2) = region-level random effects
```

The process of vetting and validating models was accomplished primarily through an examination of STGPR scatterplots by GBD 2019 location from 1990 to 2019. Based on visual inspection, any poorly fitting datapoints were re-inspected for error at the level of extraction and survey implementation. If errors in data extraction were found, the study in question was re-extracted. In addition to SDI, a number of different potential fixed effects were considered, including lag-distributed income and urbanicity. However, SDI proved to be the strongest predictor.

Data sparseness was a considerable limitation in our modelling process. Even when data were published on handwashing prevalence, the definition as used in the publication often differed from the GBD 2019 standard definition or the data lacked representativeness at the geographical scale we required. The incorporation of questions about soap and water availability in DHS and MICS added much-needed information, but there remains a large data gap to be filled to reduce uncertainty in the estimation of access to handwashing stations.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level for unsafe hygiene is defined as having access to handwashing facility after any contact with excreta, including children's excreta.

## Relative risks

For GBD 2019, unsafe hygiene was paired with two outcomes: diarrhoeal diseases and lower respiratory infections (LRI). A meta-analysis by Cairncross and colleagues $2010^{1}$ provided relative risk values describing the relationship between lack of facility access and diarrhoeal diseases. A meta-analysis by Rabie \& Curtis $2006^{2}$ provided relative risk evidence for the relationship between lack of facility access and LRI. Table 2 provides a summary of the relative risk data.

## Table 2: Relative risk input data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 29 |
| Number of countries with data | 19 |

In GBD 2019, relative risk values were calculated using MR-BRT. For the diarrhoea model, four studylevel covariates were included: whether or not the measurements used were based on self-reports, whether or not the study was randomised, how many confounders were controlled for, and percentage of participants lost to follow-up. No priors were used. For the LRI model, four study-level covariates were included: whether or not the study was generalisable to the general population, whether or not the measurements used were based on self-reports, whether or not the outcome was blind to the individual level of exposure, and percentage of participants lost to follow-up. No priors were used. Table 3 explains each covariate used in more depth. Table 4 shows the results of the MR-BRT analyses, and

Figures 1 and 2 show the associated funnel plots. Table 5 shows the relative risks that were ultimately used for modelling. Note that while the MR-BRT analyses used no access to handwashing facility as the reference, the relative risks used for modelling use access to handwashing facility as the reference.

Table 3: Covariates used in MR-BRT models
\(\left.$$
\begin{array}{|l|l|}\hline \text { Covariate } & \text { Description } \\
\hline \text { Measurements based on self-reports } & \begin{array}{l}0=\text { measurements based on assays, tests, or physician observation } \\
1=\text { measurements based on self-report }\end{array} \\
\hline \text { Study randomisation } & \begin{array}{l}0=\text { randomised study } \\
1=\text { non-randomised study }\end{array} \\
\hline \text { Confounders } & \begin{array}{l}0=\text { randomised study or non-randomised study in which outcome is } \\
\text { controlled for all critical confounders } \\
1=n o n-r a n d o m i s e d ~ s t u d y ~ i n ~ w h i c h ~ o u t c o m e ~ i s ~ c o n t r o l l e d ~ f o r ~ t h r e e ~ o r ~\end{array}
$$ <br>
more critical confounders <br>
2=n o n-r a n d o m i s e d ~ s t u d y ~ i n ~ w h i c h ~ o u t c o m e ~ i s ~ c o n t r o l l e d ~ f o r ~ t w o ~ o r ~ <br>

fewer critical confounders\end{array}\right]\)| Note: critical confounders included age, sex, education, and income |
| :--- | :--- |

Table 4: Relative risk MR-BRT results (reference: no access to handwashing facility)

| Outcome | Beta coefficient, $\log (95 \% \mathrm{Cl})$ | Exponentiated beta (95\% CI) |
| :--- | :--- | :--- |
| Diarrhoeal diseases | $-0.420(-0.503,-0.338)$ | $0.657(0.605,0.713)$ |
| Lower respiratory infections | $-0.277(-0.430,-0.124)$ | $0.758(0.650,0.883)$ |

Table 5: Relative risks for each outcome (reference: access to handwashing facility)

| Outcome | Relative risk (95\% CI) |
| :--- | :--- |
| Diarrhoeal diseases | $1.522(1.400,1.644)$ |
| Lower respiratory infections | $1.321(1.125,1.533)$ |

Figure 1: MR-BRT funnel plot, diarrhoeal diseases


Red points indicate values that were trimmed

Figure 2: MR-BRT funnel plot, lower respiratory infections
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## Ambient particulate matter pollution

## Flowchart



## Input data and modelling strategy

## Exposure

## Definition

Exposure to ambient particulate matter pollution is defined as the population-weighted annual average mass concentration of particles with an aerodynamic diameter less than 2.5 micrometers $\left(\mathrm{PM}_{2.5}\right)$ in a cubic meter of air. This measurement is reported in $\mu \mathrm{g} / \mathrm{m}^{3}$.

## Input data

The data used to estimate exposure to ambient particulate matter pollution comes from multiple sources, including satellite observations of aerosols in the atmosphere, ground measurements, chemical transport model simulations, population estimates, and land-use data. Table 1 summarizes exposure input data.

Table 1: Exposure Input Data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 663 |
| Number of countries with data | 114 |

The following details the updates in methodology and input data used in GBD 2019.

## PM 2.5 ground measurement database

Ground measurements used for GBD 2019 include updated measurements from sites included in 2017 and additional measurements from new locations. New and up-to-date data (mainly from the USA, Canada, EU, Bangladesh, China and USA embassies and consulates), were added to the data
from the 2018 update of the WHO Global Ambient Air Quality Database used in GBD 2017. The updated data included measurements of concentrations of $\mathrm{PM}_{10}$ and $\mathrm{PM}_{2.5}$ from 10,408 ground monitors from 116 countries from 2010 to 2017. The majority of measurements were recorded in 2016 and 2017 (as there is a lag in reporting measurements, few data from 2018 or newer were available). Annual averages were excluded if they were based on less than $75 \%$ coverage within a year. If information on coverage was not available, then data were included unless there were already sufficient data within the same country (monitor density greater than 0.1).

For locations measuring only $\mathrm{PM}_{10}, \mathrm{PM}_{2.5}$ measurements were estimated from $\mathrm{PM}_{10}$. This was performed using a hierarchy of conversion factors ( $\mathrm{PM}_{2.5} / \mathrm{PM}_{10}$ ratios): (i) for any location a 'local' conversation factor was used, constructed as the ratio of the average measurements (of PM 2.5 and $\mathrm{PM}_{10}$ ) from within 50 km of the location of the $\mathrm{PM}_{10}$ measurement, and within the same country, if such measurements were available; (ii) if there was not sufficient local information to construct a conversion factor then a country-wide conversion factor was used; and (iii) if there was no appropriate information within a country, then a regional factor was used. In each case, to avoid the possible effects of outliers in the measured data (both $\mathrm{PM}_{2.5}$ and $\mathrm{PM}_{10}$ ), extreme values of the ratios were excluded (defined as being greater/lesser than the $95 \%$ and $5 \%$ quantiles of the empirical distributions of conversion factors). As with GBD 2013, 2015, 2016, and 2017 databases, in addition to values of $\mathrm{PM}_{2.5}$ and whether they were direct measurement or converted from $\mathrm{PM}_{10}$, the database also included additional information, where available, related to the ground measurements such as monitor geo-coordinates and monitor site type.

## Satellite-based estimates

The global geophysical PM 2.5 estimates for the years 2000-2017 are from Hammer and colleagues Version V4.GL.03.NoGWR used at $0.1^{\circ} \times 0.1^{\circ}$ resolution ( $\sim 11 \times 11 \mathrm{~km}$ resolution at the equator). ${ }^{1}$ The method is based on the algorithms of van Donkelaar and colleagues (2016) as used in GBD 2017, ${ }^{2}$ with updated satellite retrievals, chemical transport modelling, and ground-based monitoring. The algorithm uses aerosol optical depth (AOD) from several updated satellite products (MAIAC, MODIS C6.1, and MISR v23), including finer resolution, increased global coverage, and improved long-term stability. Ground-based observations from a global sunphotometer network (AERONET version 3) are used to combine different AOD information sources. This is the first time that data from MAIAC at 1 km resolution was used to estimate $\mathrm{PM}_{2.5}$ at the global scale. The GEOS-Chem chemical transport model with updated algorithms was used for geophysical relationships between surface PM 2.5 and AOD. Updates to the GEOS-Chem simulation included improved representation of mineral dust and secondary organic aerosol, as well as updated emission inventories. The resultant geophysical $\mathrm{PM}_{2.5}$ estimates are highly consistent with ground monitors worldwide ( $R^{2}=0.81$, slope $=1.03, n=2541$ ).

## Population data

A comprehensive set of population data, adjusted to match UN2015 Population Prospectus, on a high-resolution grid was obtained from the Gridded Population of the World (GPW) database. Estimates for 2000, 2005, 2010, 2015, and 2020 were available from GPW version 4, with estimates for 1990 and 1995 obtained from the GPW version 3 . These data are provided on a $0.0083^{\circ} \times 0.0083^{\circ}$ resolution. Aggregation to each $0.1^{\circ} \times 0.1^{\circ}$ grid cell was accomplished by summing the central $12 \times 12$ population cells. Populations estimates for 2001-2004, 2006-2009, 2011-2014 and 2016-2019 were obtained by interpolation using natural splines with knots placed at 2000, 2005, 2010, 2015, and 2020. This was performed for each grid cell.

## Chemical transport model simulations

Estimates of the sum of particulate sulfate, nitrate, ammonium, and organic carbon and the compositional concentrations of mineral dust simulated using the GEOS Chem chemical transport model, and a measure combining elevation and the distance to the nearest urban land surface (as described in van Donkelaar and colleagues $2016^{2}$ and Hammer and colleagues (submitted) $)^{1}$ were available for 2000-2017 for each $0.1^{\circ} \times 0.1^{\circ}$ grid cell.

## Modelling strategy

The following is a summary of the modelling approach, known as the Data Integration Model for Air Quality (DIMAQ) used in GBD 2015, 2016, 2017, and now in GBD 2019.3,4

Before the implementation of DIMAQ (ie, in GBD 2010 and GBD 2013), exposure estimates were obtained using a single global function to calibrate available ground measurements to a "fused" estimate of $\mathrm{PM}_{2.5}$; the mean of satellite-based estimates and those from the TM5 chemical transport model, calculated for each $0.1^{\circ} \times 0.1^{\circ}$ grid cell. This was recognised to represent a tradeoff between accuracy and computational efficiency when utilising all the available data sources. In particular, the GBD 2013 exposure estimates were known to underestimate ground measurements in specific locations (see discussion in Brauer and colleagues, 2015). ${ }^{5}$ This underestimation was largely due to the use of a single, global calibration function, whereas in reality the relationship between ground measurements and other variables will vary spatially.

In GBD 2015 and GBD 2016, coefficients in the calibration model were estimated for each country. Where data were insufficient within a country, information can be "borrowed" from a higher aggregation (region) and, if enough information is still not available, from an even higher level (super-region). Individual country-level estimates were therefore based on a combination of information from the country, its region, and its super-region. This was implemented within a Bayesian hierarchical modelling (BHM) framework. BHMs provide an extremely useful and flexible framework in which to model complex relationships and dependencies in data. Uncertainty can also be propagated through the model, allowing uncertainty arising from different components, both data sources and models, to be incorporated within estimates of uncertainty associated with the final estimates. The results of the modelling comprise a posterior distribution for each grid cell, rather than just a single point estimate, allowing a variety of summaries to be calculated. The primary outputs here are the median and $95 \%$ credible intervals for each grid cell. Based on the availability of ground measurement data, modelling and evaluation were focused on the year 2016.

The model used in GBD 2017 and GBD 2019 also included within-country calibration variation. ${ }^{6}$ The model used for GBD 2019, henceforth referred to as DIMAQ2, provides a number of substantial improvements over the initial formulation of DIMAQ. In DIMAQ, ground measurements from different years were all assumed to have been made in the primary year of interest and then regressed against values from other inputs (eg, satellites, etc.) made in that year. In the presence of changes over time, therefore, and particularly in areas where no recent measurements were available, there was the possibility of mismatches between the ground measurements and other variables. In DIMAQ2, ground measurements were matched with other inputs (over time), and the (global-level) coefficients were allowed to vary over time, subject to smoothing that is induced by a first-order random walk process. In addition, the manner in which spatial variation can be incorporated within the model has developed: where there are sufficient data, the calibration equations can now vary (smoothly) both within and between countries, achieved by allowing the coefficients to follow (smooth) Gaussian processes. Where there are insufficient data within a
country, to produce accurate equations, as before, information is borrowed from lower down the hierarchy and it is supplemented with information from the wider region.

DIMAQ2 as described above is used for all regions except for the north Africa and Middle East and sub-Saharan Africa super-regions, where there are insufficient data across years to allow the extra complexities of the new model to be implemented. In these super-regions, a simplified version of DIMAQ2 is used in which the temporal component is dropped.

## Model evaluation

Model development and comparison was performed using within- and out-of-sample assessment. In the evaluation, cross-validation was performed using 25 combinations of training ( $80 \%$ ) and validation (20\%) datasets. Validation sets were obtained by taking a stratified random sample, using sampling probabilities based on the cross-tabulation of $\mathrm{PM}_{2.5}$ categories (0-24.9, 25-49.9, 50-74.9, $75-99.9,100+\mu \mathrm{g} / \mathrm{m}^{3}$ ) and super-regions, resulting in them having the same distribution of $P M_{2.5}$ concentrations and super-regions as the overall set of sites. The following metrics were calculated for each training/evaluation set combination: for model fit - $R^{2}$ and deviance information criteria (DIC, a measure of model fit for Bayesian models); for predictive accuracy - root mean squared error (RMSE) and population weighted root mean squared error (PwRMSE). The median $R^{2}$ was 0.9 , and the median PwRMSE was $10.1 \mu \mathrm{~g} / \mathrm{m}^{3}$.

All modelling was performed on the log-scale. The choice of which variables were included in the model was made based on their contribution to model fit and predictive ability. The following is a list of variables and model structures that were included in DIMAQ.

Continuous explanatory variables:
0 (SAT) Estimate of $\mathrm{PM}_{2.5}$ (in $\mu \mathrm{g} / \mathrm{m}^{3}$ ) from satellite remote sensing on the log-scale.
0 (POP) Estimate of population for the same year as SAT on the log-scale.
0 (SNAOC) Estimate of the sum of sulfate, nitrate, ammonium, and organic carbon simulated using the GEOS Chem chemical transport model.
0 (DST) Estimate of compositional concentrations of mineral dust simulated using the GEOS-Chem chemical transport model.
0 (EDxDU) The log of the elevation difference between the elevation at the ground measurement location and the mean elevation within the GEOS Chem simulation grid cell multiplied by the inverse distance to the nearest urban land surface.

Discrete explanatory variables:
o (LOC) Binary variable indicating whether exact location of ground measurement is known.
0 (TYPE) Binary variable indicating whether exact type of ground monitor is known.
0 (CONV) Binary variable indicating whether ground measurement is $\mathrm{PM}_{2.5}$ or converted from $\mathrm{PM}_{10}$.
Interactions:
0 Interactions between the binary variables and the effects of SAT.

Random effects:
o Regional temporal (random walk) hierarchical random-effects on the intercept
o Regional hierarchical random-effects for the coefficient associated with SAT
o Regional hierarchical random-effects for the coefficient associated with POP
o Smoothed, spatially varying random-effects for the intercept

## Inference and prediction

Due to both the complexity of the models and the size of the data, notably the number of spatial predictions that are required, recently developed techniques that perform "approximate" Bayesian inference based on integrated nested Laplace approximations (INLA) were used. ${ }^{7}$ Computation was performed using the R interface to the INLA computational engine (R-INLA). GBD 2019 also makes use of an innovation in the way that samples from the (Bayesian) model are used to represent distributions of estimated concentrations in each grid-cell. Here estimates, and distributions representing uncertainty, of concentrations for each grid are obtained by taking repeated (joint) samples from the posterior distributions of the parameters and calculating estimates based on a linear combination of those samples and the input variables. ${ }^{8}$

DIMAQ2 was used to produce estimates of ambient PM 2.5 for 1990, 1995, and 2010-2019 by matching the gridded estimates with the corresponding coefficients from the calibration. As there is a lag in reporting ambient air pollution based quantities, the input variables were extrapolated (as in GBD 2017), allowing estimates for 2018 and 2019 to be produced in the same way as other years and, crucially, allowing measures of uncertainty to be produced within the BHM framework rather than by using post-hoc approximations.

Estimates from the satellites and the GEOS-Chem chemical transport model in 2018 and 2019 were produced by extrapolating estimates from 2000-2017 using generalised additive models, ${ }^{9}$ on a cell-by-cell basis, except in those grid cells that saw a >100\% increase between 2016 and 2017, in which case only the 2000-2016 estimates were used for extrapolating, in order to avoid unrealistic and/or unjustified extrapolation of trends. Population estimates for 2018 and 2019 were obtained by interpolation as described above.

## Theoretical minimum-risk exposure level

The TMREL was assigned a uniform distribution with lower/upper bounds given by the average of the minimum and fifth percentiles of outdoor air pollution cohort studies exposure distributions conducted in North America, with the assumption that current evidence was insufficient to precisely characterise the shape of the concentration-response function below the fifth percentile of the exposure distributions. The TMREL was defined as a uniform distribution rather than a fixed value in order to represent the uncertainty regarding the level at which the scientific evidence was consistent with adverse effects of exposure. The specific outdoor air pollution cohort studies selected for this averaging were based on the criteria that their fifth percentiles were less than that of the American Cancer Society Cancer Prevention II (CPSII) cohort's fifth percentile of 8.2 based on Turner and colleagues (2016). ${ }^{10}$ This criterion was selected since GBD 2010 used the minimum, 5.8, and fifth percentile solely from the CPS II cohort. The resulting lower/upper bounds of the distribution for GBD 2019 were 2.4 and 5.9. This has not changed since GBD 2015.

## Relative risks and population attributable fractions

We create one set of cause-specific risk curves for both household air pollution and ambient air pollution as two different sources of $\mathrm{PM}_{2.5}$. In GBD 2017, we estimated the particulate matterattributable burden of disease based on the relation of long-term exposure to PM2.5 with Ischemic Heart Disease, stroke (ischemic and hemorrhagic), COPD, lung cancer, acute lower respiratory infection, and Type II Diabetes. In GBD 2019, we added adverse birth outcomes including low birthweight and short gestation. Because these are already risk factors (and not outcomes) in the

GBD, we performed a mediation analysis, in which a proportion of the burden attributable to low birthweight and short gestation was attributed to $\mathrm{PM}_{2.5}$ pollution.

For the six non-mediated outcomes, we used results from cohort and case-control studies of ambient $\mathrm{PM}_{2.5}$ pollution, cohort studies, case-control studies, and randomised-controlled trials of household use of solid fuel for cooking, and cohort and case-control studies of secondhand smoke. For the first time in GBD 2019, we no longer use active smoking data in the risk curves

For GBD 2019, we made several important changes to the risk functions. Previously, we have used relative risk estimates for active smoking, converting cigarettes-per-day to $\mathrm{PM}_{2.5}$ exposure in order to estimate the $\mathrm{PM}_{2.5}$ relative risk at the highest end of the $\mathrm{PM}_{2.5}$ exposure-response curve. We took this approach because the vast majority of the air pollution epidemiological studies have been performed in low-pollution settings in high-income countries, preventing us from extrapolating the steep relationship at the beginning of the exposure range to locations with high exposure but no relative risk estimates, such as India and China. However, with the recent publication of studies in China and other higher-exposure settings and additional studies of HAP, we have been able to include more estimates at high $\mathrm{PM}_{2.5}$ levels in the model. ${ }^{11,12,13,14,15}$ Furthermore, in contrast to previous cycles of the GBD where the power function used to develop the IER required the inclusion of active smoking data to anchor the risk function, with the current use of splines and their flexibility, it is easier to fit functions to the (ambient, household, and SHS) data without active smoking data. Beginning in GBD 2019, we excluded active smoking studies from the risk curves. Removal of active smoking information removes an important source of uncertainty in our earlier estimates related to differences in dose rates and other aspects of exposure between active smoking and the other $\mathrm{PM}_{2.5}$ sources, including differences in voluntary (active smoking) and involuntary (ambient and household $\mathrm{PM}_{2.5}$, secondhand smoke) exposure. ${ }^{16,17}$

Additionally, in the past, we have built the curves for ischaemic heart disease and stroke based on studies of mortality and used evidence from three studies of both mortality and incidence to scale down the mortality curves to generate estimates of incidence risk. This year we extracted incidence and mortality from all available studies and included this as a covariate in the model. There was no significant difference between estimates of incidence risk and mortality risk, so we included both types of risk estimates in the curve fitting and used the same curve for both incidence and mortality. This is what was done for all other outcomes in the past and in GBD 2019.

For cardiovascular diseases, evidence suggests that the relative risk decreases with age. ${ }^{18}$ To account for this in our model, we generate unique risk curves for every five-year age group from 25-29 to 95 and older for both ischaemic heart disease and stroke. Because we do not have risk data for every unique age group, we adjust each study based on the median age during follow-up to generate a full adjusted dataset for every curve. We calculate the median age of follow-up by taking the median (or mean) age at enrollment and adding one-half of median or mean follow-up time. If follow-up time is not available, we take $70 \%$ of total study period based on the observed ratio of follow-up time to total study period for other studies.

Once we have a median age during follow-up (a), we extrapolate each study to the full set of ages where the estimated datapoint for age, $a_{j}$, is calculated with the following equation and accompanying explanatory figure:

$$
\log (R R)_{a_{j}}=\frac{\log (R R)_{a}-0}{a-110} *\left(a_{j}-110\right)
$$



Previously we have used a fixed functional form to fit the risk curves. ${ }^{16}$ In GBD 2019, we used MRBRT (described in detail elsewhere) splines to fit the risk data with a more flexible shape. While previously we built in the TMREL estimates into the model fitting, this year we have fit the curve beginning at zero exposure and incorporate the TMREL into the relative risk calculation process. This allows others to use our risk curves with whatever counterfactual level is of interest to them. Relative risk curves are available upon request.

When fitting the risk curves, we consider the published relative risk over a range of exposure data. For OAP studies, the relative risk informs the curve from the fifth to the $95^{\text {th }}$ percentile of observed exposure. When this is not available in the published study, we estimate the distribution from the provided information (mean and standard deviation, mean and IQR, etc.). We scale the RR to this range.

For HAP studies, we allow each study to inform the curve from the $\operatorname{Exp}_{\text {OAP }}$ to $\operatorname{Exp}_{\text {OAP }}+\operatorname{Exp}_{\text {HAP }}$, where Exp oap is the GBD 2017 estimate of the ambient exposure level in the study location and year, and $\operatorname{Exp}_{\text {нар }}$ is the GBD 2017 estimate of the excess exposure for those who use solid fuel for cooking in the study location and year.

For SHS studies, we updated our strategy of exposure estimation in GBD 2019. For the first time, we are also accounting for outdoor exposure. Similar to the approach used for HAP, we allow each study to inform the curve from the Exp $\operatorname{EAP}$ to $\operatorname{Exp}_{\text {OAP }}+\operatorname{Exp}_{\text {SHS }}$, where $\operatorname{Exp}_{\text {OAP }}$ is the GBD 2017 estimate of the ambient exposure level in the study location and year, and $\operatorname{Exp}_{\mathrm{SHS}}$ is an estimate of the excess exposure for those who experience secondhand smoke. This is estimated from the number of cigarettes smoked per smoker per day in a given location and year, estimated by the smoking team of GBD, and from a study in Sweden, which measured the $\mathrm{PM}_{2.5}$ exposure in homes of smokers. ${ }^{19}$ We divided the household $\mathrm{PM}_{2.5}$ exposure level by the average number of cigarettes smoked per smoker per day in Sweden over the study duration to estimate the SHS PM ${ }_{2.5}$ exposure per cigarette ( $2.31 \mu \mathrm{~g} / \mathrm{m}^{3}$ [95\% UI 1.53-3.39]). To calculate $\operatorname{Exp}_{\text {SHS }}$ we multiplied the estimated number of cigarettes per smoker per day by the average $\mathrm{PM}_{2.5}$ exposures per cigarette to generate a predicted PM ${ }_{2.5}$ exposure level.

## MR-BRT risk splines

We fit splines on the datasets including studies of OAP, HAP, and SHS using the following functional form, where $X$ and $X_{C F}$ represent the range of exposure characterised by the effect size:

$$
\log \left(\frac{M R B R T(X)}{M R B R T\left(X_{C F}\right)}\right) \sim \log (\text { Published Effect Size })
$$

For each of the risk-outcome pairs, we tested various model settings and priors in fitting the MR-BRT splines. The final models used third-order splines with two interior knots and a constraint on the right-most segment, forcing the fit to be linear rather than cubic. We used an ensemble approach to knot placement, wherein 100 different models were run with randomly placed knots and then combined by weighting based on a measure of fit that penalises excessive changes in the third derivative of the curve. Knots were free to be placed anywhere within the fifth and 95th percentile of the data, as long as a minimum width of $10 \%$ of that domain exists between them. We included shape constraints so that the risk curves were concave down and monotonically increasing, the most biologically plausible shape for the $\mathrm{PM}_{2.5}$ risk curve. On the non-linear segments, we included a Gaussian prior on the third derivative of mean 0 and variance 0.01 to prevent over-fitting; on the linear segment, a stronger prior of mean 0 and variance $1 \mathrm{e}-6$ was used to ensure that the risk curves do not continue to increase beyond the range of the data.

For chronic obstructive pulmonary disease, we used a looser Gaussian prior of mean 0 and variance $1 \mathrm{e}-4$ on the linear segment of the risk function. For this outcome, we have epidemiological evidence from household air pollution that the risk continues to increase at higher levels of $\mathrm{PM}_{2.5}$.

Table 2 summarizes relative risk input data for ambient particulate matter pollution and household air pollution.

Table 2: Relative Risk Input Data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 200 |
| Number of countries with data | 40 |

The following table includes all ambient and household sources used in generating risk curves.

| Source | Citation |
| ---: | :--- |
| 1 | Abusalah A, Gavana M, Haidich AB, Smyrnakis E, Papadakis N, Papanikolaou A, Benos A. Low birth weight and <br> prenatal exposure to indoor pollution from tobacco smoke and wood fuel smoke: a matched case-control <br> study in Gaza Strip. Matern Child Health J. 2012; 16(8): 1718-27. |
| 2 | Akhtar T, Ullah Z, Khan MH, Nazli R. Chronic bronchitis in women using solid biomass fuel in rural Peshawar, <br> Pakistan. Chest. 2007; 132(5): 1472-5. |
| 3 | Alam DS, Chowdhury MAH, Siddiquee AT, Ahmed S, Hossain MD, Pervin S, Streatfield K, Cravioto A, Niessen <br> LW. Adult Cardiopulmonary Mortality and Indoor Air Pollution: A 10-Year Retrospective Cohort Study in a <br> Low-Income Rural Setting. Glob Heart. 2012; 7(3): 215-21. |
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The following figures display risk curves for each outcome. The dashed line depicts the GBD 2017 IER including active smoking data, the dotted line depicts the GBD 2019 IER including active smoking data and updates to the AS and SHS exposure incorporation, and the solid line depicts the GBD 2019 MR-BRT curve without the inclusion of active smoking data. The grey shaded areas represent the $95 \% \mathrm{Cl}$. The red box represents the TMREL area of the curve. On each page, the first figure depicts the typical range of outdoor exposure, whereas the second plot includes higher levels typical of household air pollution exposure.

Each point or number represents one study effect size. Each is plotted at the $95^{\text {th }}$ percentile of the exposure distribution (OAP), the expected level of exposure for individual using solid fuel (HAP), or the expected level of exposure for individuals experiencing SHS. The relative risk is plotted relative to the predicted relative risk at the fifth percentile of exposure distribution (OAP), the expected (ambient only) level of exposure for individuals not using solid fuel (HAP), or the expected (ambient only) level of exposure for individuals not exposed to SHS. For example, a study predicting a relative risk of 1.5 for an exposure range of 10 to 20 would be plotted at (20, MRBRT(10)*1.5). Arrows represent studies that would have been outside the range of the plot but have been moved to include on the figure.
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## Low birthweight and short gestation mediation analysis

The outcomes of low birthweight and short gestation include mortality due to diarrhoeal diseases, lower respiratory infections, upper respiratory infections, otitis media, meningitis, encephalitis, neonatal preterm birth, neonatal encephalopathy due to birth asphyxia and trauma, neonatal sepsis
and other neonatal infections, haemolytic disease and other neonatal jaundice, and other neonatal disorders. We also calculate attributable YLDs for neonatal preterm birth. These are specific to ages $0-6$ days and 7-27 days.

In partnership with Dr. Rakesh Ghosh at the University of California, San Francisco, we conducted a systematic review of all cohort, case-control, or randomised-controlled trial studies of ambient PM 2.5 pollution or household air pollution and birthweight or gestational age outcomes. Outcomes measured included continuous birthweight (bw), continuous gestational age (ga), low birthweight (LBW) (<2500 g), preterm birth (PTB) (<37 weeks), and very preterm birth (VPTB) (<32 weeks). We included any papers published until March 31, 2018. Systematic review PRISMA diagrams are below.

Ambient particulate matter pollution, low birth weight
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The following plots depict forest and funnel plots for studies of OAP and birthweight, low birthweight, and preterm birth. Note that these plots do not capture the exposure level of these studies but the linear risk or difference in birthweight per 10-unit increase in $\mathrm{PM}_{2.5}$ exposure.







For studies of household air pollution, we used the same strategy described above to map them to PM 2.5 exposure values.

Because birthweight and gestational age are modelled using a continuous joint distribution for the GBD, we were interested in how those distributions changed under the influence of $\mathrm{PM}_{2.5}$ pollution. We therefore estimated the continuous shift in birthweight (bw, in grams) and gestational age (ga, in weeks) at a given $\mathrm{PM}_{2.5}$ exposure level.


When available, we used estimates of continuous shift in bw or ga directly from each study. When that was not available, we used the published OR/RR/HR for LBW, PTB, or VPTB and the following strategy:

1. Extract the OR/RR/HR from the study.
2. Select the GBD 2017 estimated bw-ga joint distribution for the study location and year.
3. Calculate the number of grams or weeks required to shift the distribution such that the proportion of births under the specified threshold $(P)$ is reduced by the study effect size to a counterfactual level ( $\mathrm{P}_{\mathrm{cf}}$ ).
4. Save the resulting shift and $95 \% \mathrm{Cl}$ as
 the continuous effect.

We then fit a MR-BRT spline to these studies, where the difference in the value of the model at the upper concentration ( $X$ ) and the value of the model at the counterfactual concentration ( $\mathrm{X}_{\mathrm{CF}}$ ) is equal to the published or calculated shift in bw or ga. We fit the same model and priors as the nonmediated outcomes (with the exception of COPD), except, because the change in birthweight and gestational age was expected to be negative, the shape constraints were monotonically decreasing and concave up.

$$
\operatorname{MRBRT}(X)-\operatorname{MRBRT}\left(X_{C F}\right) \sim S h i f t
$$

The following figures depict the MR-BRT curves for shift in grams (bw) and weeks (ga).
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Once we had curves of estimated shifts across the exposure range, we predicted the shift in both birthweight and gestational age for total female particulate matter pollution exposure in each location and year. Because the epidemiological studies mutually controlled for birthweight and gestational age, we assumed these shifts are independent. We then shifted the observed
distributions to reflect the expected bwga distribution in the absence of particulate matter pollution. These shifted distributions were used as the counterfactual in the PAF calculation equation to calculate the burden attributable to $\mathrm{PM}_{2.5}$ pollution.

To calculate PAFs, the distribution is divided into 56 bw-ga categories, each with a unique RR. Let $p_{i}$ be the observed proportion of babies in category, $i$ and $p_{i}{ }^{\prime}$ be the counterfactual proportion of babies in category, $i$ if there were no particulate matter pollution.

$$
P A F_{P M}=\frac{\sum_{i \in b w g a ~ c a t e g o r y} R R_{i} p_{i}-\sum_{i \in b w g a ~ c a t e g o r y} R R_{i} p_{i}^{\prime}}{\sum_{i \in b w g a} R R_{i} p_{i}}
$$

We proportionately split this PAF to ambient and HAP based on exposure as is described below. One important assumption to note is that we are assuming the shift in bw and ga is linear across the bwga distribution.

For lower respiratory infections, we have directly estimated PAFs attributable to $\mathrm{PM}_{2.5}$ in addition to those mediated through birthweight and gestational age. We would expect that some of the directly estimated PAFs are mediated through bw and ga. Additionally, the directly estimated PAF is based on a summary of relative risks for all children under 5 years, so there is a chance that the mediated PAF, which is more finely resolved, could be greater. To avoid double-counting for these two age groups (0-6 days and 0-27 days), we take the max of the two PAF estimates. If the directly estimated PAF is greater than the bw-ga-mediated PAF, we take the direct estimate, and if the mediated PAF is greater, we take the mediated.

PTB incidence and mortality are both outcomes measured in the GBD. 100\% of the burden for this cause is attributable to short gestation. To calculate the percentage attributable to particulate matter pollution, we estimated the percentage of babies born at less than 37 weeks ( $p_{p t b}$ ) and the percentage of babies that would have been born at less than 37 weeks in the counterfactual scenario of no particulate matter pollution ( $p_{p t b}{ }^{\prime}$ ).

$$
P A F_{p t b, p m}=1-\frac{p_{p t b}^{\prime}}{p_{p t b}}
$$

## Limitations

Although in GBD 2019 we have not used active smoking data to estimate the risk curves, we are still using an integrated exposure response approach because we are integrating relative risk estimates across various exposure sources: ambient, SHS, and HAP. The use of various sources to construct a risk curve with $\mathrm{PM}_{2.5}$ as the exposure indicator assumes equitoxicity of particles, despite some evidence suggesting differences in health impact by PM source, size, and chemical composition. However, in the absence of consistent and robust evidence of differential toxicity by source and sufficient estimates of source or composition-specific exposure-response relationships, integrating across OAP, SHS, and HAP studies is the approach most consistent with the current evidence, as reviewed by US EPA and WHO. ${ }^{20,21}$ Use of a common risk function may affect the magnitude of risk estimates for HAP and OAP compared to separate risk functions. As more data from higher OAP concentration locations and from HAP studies for non-respiratory outcomes becomes available it may be possible to evaluate the strength of evidence for each and to develop separate risk functions.

## Proportional PAF approach

Prior to GBD 2017, relative risks for both exposures were obtained from the IER as a function of exposure and relative to the same TMREL. In reality, were a country to reduce only one of these risk
factors, the other would remain. We did not consider the joint effects of particulate matter from outdoor exposure and burning solid fuels for cooking. For GBD 2017 we developed a new approach to use the IER for obtaining PAFs for both OAP and HAP:
 use solid fuel for cooking. Let $P_{H A P}$ be the proportion of the population using solid fuel for cooking. We calculated PAFs at each $0.1^{\circ} \times 0.1^{\circ}$ grid cell. We assumed that the distribution of those using solid fuel for cooking (HAP) was equivalent across all grid cells of the GBD location.

For the proportion of the population not exposed to HAP the relative risk was:

$$
R R_{O A P}=M R B R T\left(z=\operatorname{Exp}_{O A P}\right) / M R B R T(z=T M R E L)
$$

And for those exposed to HAP, the relative risk was

$$
R R_{H A P}=M R B R T\left(z=\operatorname{Exp}_{O A P}+\operatorname{Exp}_{H A P}\right) / \operatorname{MRBRT}(z=T M R E L)
$$

We then calculate a population level RR and PAF for all particulate matter exposure.

$$
\begin{gathered}
R R_{P M}=R R_{O A P}\left(1-P_{H A P}\right)+R R_{H A P} P_{H A P} \\
P A F_{P M}=\frac{R R_{P M}-1}{R R_{P M}}
\end{gathered}
$$

We population weight the grid-cell level particulate matter PAFs to get a country level PAF, and finally, we split this PAF based on the average exposure to each OAP and HAP.
$P A F_{O A P}=\frac{E x p_{O A P}}{E_{O X p_{O A P}+P_{H A P} * E x p_{H A P}} P A F_{P M} \text {, and } P A F_{H A P}=\frac{P_{H A P} * E x p_{H A P}}{\operatorname{Exp}_{O A P}+P_{H A P} * E x p_{H A P}} P A F_{P M} . . . . ~ . ~}$
With this strategy, $P A F_{P M}=P A F_{H A P}+P A F_{O A P}$, and no burden is counted twice.
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## Household air pollution

## Flowchart



Input data and methodological summary

## Exposure

## Case definition

Exposure to household air pollution from solid fuels (HAP) is estimated from both the proportion of individuals using solid cooking fuels and the level of $\mathrm{PM}_{2.5}$ air pollution exposure for these individuals. Solid fuels in our analysis include coal, wood, charcoal, dung, and agricultural residues.

## Input data

We extracted information on use of solid fuels from the standard multi-country survey series such as Demographic and Health Surveys (DHS), Living Standards Measurement Surveys (LSMS), Multiple Indicator Cluster Surveys (MICS), and World Health Surveys (WHS), as well as censuses and countryspecific survey series such as Kenya Welfare Monitoring Survey and South Africa General Household Survey. To fill the gaps of data in surveys and censuses, we also downloaded and updated estimates from WHO Energy Database and extracted from literature through systematic review. Each nationally or subnationally representative datapoint provided an estimate for the percentage of households using solid cooking fuels. We used studies from 1980 to 2019 to inform the time series.

We also excluded sources that did not distinguish specific primary fuel types, estimated fuel used for purposes other than cooking (eg, lighting or heating), failed to report standard error or sample size, had over $15 \%$ of households with missing responses, reported fuel use in physical units, or were secondary sources referencing primary analyses. Table 1 summarizes exposure input data.

Table 1: Exposure Input Data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 1680 |
| Number of countries with data | 195 |

## Family size crosswalk

Many estimates in the WHO Energy Database and other reports quantify the proportion of households using solid fuel for cooking; however, we are interested in the proportion of individuals using solid fuel for cooking. To crosswalk these estimates, whenever we had the available information, we extracted fuel use at both the individual and household levels. We included 3676 source-specific pairs in the MRBRT crosswalk model.

MR-BRT crosswalk adjustment factors for household air pollution exposure

| Data input | Reference or alternative <br> case definition | Gamma | Beta coefficient, logit <br> $\mathbf{( 9 5 \% ~ C I )}$ |
| :--- | :--- | :--- | :--- |
| Proportion of <br> individuals | Ref | 0.097 | --- |
| Proportion of <br> Households | Alt |  | -0.095 |

We then apply this coefficient to household-only reports with the following formula:

$$
\begin{aligned}
& \text { prop }_{\text {individ }}=\text { the proportion of individuals using solid fuel for cooking, and } \\
& \text { prop }_{\text {hh }}=\text { the proportion of households using solid fuel for cooking. }
\end{aligned}
$$

$$
\begin{gathered}
\log \left(\frac{\text { prop }_{\text {individ }}}{1-\text { prop }_{\text {individ }}}\right)=\log \left(\frac{\operatorname{prop}_{h h}}{1-\operatorname{prop}_{h h}}\right)-\beta \\
\text { or } \\
\text { prop }_{\text {individ }}=\frac{\operatorname{prop}_{h h} * e^{-\beta}}{1-\operatorname{prop}_{h h}+\operatorname{prop}_{h h} * e^{-\beta}}
\end{gathered}
$$

The effect is that the household studies are inflated to account for bias. Larger households are more likely to use solid fuel for cooking. The following figure depicts the 3676 data points that informed the crosswalk model. There the red points indicate the $10 \%$ of studies that were trimmed as outliers.


## Modelling strategy

Household air pollution was modelled at individual level using a three-step modelling strategy that uses linear regression, spatiotemporal regression, and Gaussian process regression (GPR). The first step is a mixed-effect linear regression of logit-transformed proportion of individuals using solid cooking fuels. The linear model contains maternal education and the proportion of population living in urban areas as covariates and has nested random effects by GBD region and GBD super-region. The full ST-GPR process is specified elsewhere this appendix. No substantial modelling changes were made in this round compared to GBD 2017.

## First-stage linear model and coefficients

$$
\text { logit(proportion)~maternal education }+ \text { urbanicity }+(1 \mid \text { region })+(1 \mid \text { super }- \text { region })
$$

| Variable | Beta (95\% CI) |
| :--- | ---: |
| Intercept | $3.16(1.59,4.74)$ |
| Maternal education (years per capita) | $-0.45(-0.76,-0.15)$ |
| Urbanicity (proportion of population living in urban areas) | $-1.42(-2.67,-0.17)$ |

## Theoretical minimum-risk exposure level

For cataract, the TMREL is defined as no households using solid cooking fuel. For outcomes related to both ambient and household air pollution, the PAFs are estimated jointly and the TMREL is defined as uniform distribution between 2.4 and $5.9 \mathrm{ug} / \mathrm{m}^{3} \mathrm{PM}_{2.5}$.

## Relative risks

In addition to the previously included outcomes of lower respiratory infections (LRI), stroke, ischaemic heart disease (IHD), chronic obstructive pulmonary disease (COPD), lung cancer, type 2 diabetes, and cataract, in GBD 2019 we added low birthweight and short gestation as new outcomes of household air pollution through a mediation analyses. With the exception of cataract, all causes share risk curves and are jointly calculated with ambient $\mathrm{PM}_{2.5}$ air pollution. Table 2 summarizes relative risk input data for ambient particulate matter pollution and household air pollution.

Table 2: Relative Risk Input Data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 200 |
| Number of countries with data | 40 |

Prior to GBD 2019, we utilised the results of an external meta-analysis with a summary relative of 2.47 with $95 \% \mathrm{Cl}(1.63,3.73) .{ }^{1}$ While this effect estimate was for both sexes, in the past we estimated burden for women only because women are known to have higher HAP exposure than men. In GBD 2019, we performed our own meta-regression analysis of household air pollution and cataracts. We extracted all of the components studies of the above meta-analysis paper but excluded one cross-sectional study. GBD risk factor analyses typically do not include cross-sectional analyses. In additional literature search, we found one additional paper describing different fuel types and cataracts. ${ }^{4}$ We excluded this study because there was no comparison group without solid fuel use. Our resulting dataset contained eight estimates from six sources in India and Nepal.

On these eight estimates, we ran a MR BRT meta-regression to generate a summary effect size of 2.51 $(1.58,3.96)$. We included a study-level bias covariate of whether or not the study participants were blind to the exposure-outcome pair of interest. The prior on this covariate was a Gaussian distribution with mean 0 and variance 0.1 . The prior on gamma was a Gaussian distribution with mean 0.04 and 0.1 . The table and figure below provide the model coefficients and a visual representation.

MR-BRT relative risk meta-analysis for household air pollution and cataract

| Covariate | Gamma | Beta coefficient, logit <br> (95\% CI) | Beta coefficient, adjusted <br> (95\% CI) |
| :--- | :--- | :---: | :--- |
| Intercept | 0.40 | $0.918(0.460,1.377)$ | $2.51(1.58,3.96)$ |
| Outcome unblinded |  | $0.031(-0.450,0.512)$ | $1.03(0.64,1.67)$ |



Studies reported effect sizes for males, females, and/or both sexes. In a sensitivity analysis we included a covariate for sex and found no significant difference in effect size by sex. Therefore, we now estimate cataract as an outcome of household air pollution in both males and females.

In GBD 2019, we also made substantial changes to our particulate matter risk curves. These risk curves, utilising splines in MR-BRT, the new mediation analysis with birthweight and gestational age, and the joint-estimation PAF approach are described in the ambient particulate matter appendix.

## PM 2.5 mapping value

In order to use the particulate matter risk curves, we must estimate the level of exposure to particulate matter with diameter of less than 2.5 micrometers $\left(\mathrm{PM}_{2.5}\right)$ for individuals using solid fuels for cooking. The Global Household Air Pollution (HAP) Measurements database from WHO contains 196 studies with measurements from 43 countries of various pollution metrics in households using solid fuel for cooking. ${ }^{2}$ From this database, we take all measurements of $\mathrm{PM}_{2.5}$ using indoor or personal monitors. In addition to the WHO database, we included eight additional studies from a systematic review conducted in 2015 for GBD.

The final dataset included 336 estimates from 75 studies in 43 unique locations. We included 260, 64, nine, and three measurements indoors, on personal monitors for females, children (under 5), and males, respectively. 274 estimates were in households using solid fuels, 47 in households only using clean (gas or electricity) fuels, and 15 in households using a mixture of solid and clean fuels.

We use the following model:
$\log ($ excess $P M) \sim$ solid + measure group +24 hr measurement $+S D I+(1 \mid$ study $)$
Where,

- 24-hour measurement: binary variable equal to 1 if the measurement occurred over at least a 24-hour period and not only during mealtimes
- Measure group: categorical variable indicating indoor, female, male, or children
- Solid: indicator variable equal to 1 if the measurements were among households using solid fuel only, 0.5 if the measurements represented a mix of clean and solid fuels, and 0 if the households only used clean fuels.

We also included the Socio-demographic Index (SDI) as a variable to predict a unique value of HAP for each location and year based on development. We also included a random effect on study. We weighted each study by its sample size.

Before modelling, we calculated the excess particulate matter in households using solid fuel by subtracting off the predicted ambient PM 2.5 value in the study location and year based on the GBD 2017 $\mathrm{PM}_{2.5}$ exposure model. The final model coefficients are included below:

## HAP mapping model and coefficients

| Variable | Beta, $\log (95 \% \mathrm{Cl})$ | Beta, adjusted (95\% CI) |
| :--- | ---: | ---: |
| Intercept | $6.23(4.58,7.88)$ | $506(97,2635)$ |
| Solid | $2.60(2.06,3.13)$ | $13.4(7.8,23.0)$ |
| Measure group |  |  |
| $\quad$ • Indoor (ref) |  |  |
| $\bullet$ Female | $-0.56(-1.15,0.04)$ | $0.57(0.32,1.04)$ |
| $\bullet$ Male | $-1.56(-3.81,0.70)$ | $0.21(0.02,2.02)$ |
| $\quad$ - Child | $-1.13(-2.06,-0.20)$ | $0.32(0.13,0.82)$ |
| 24-hour measurement | $-0.29(-1.04,0.46)$ | $0.75(0.35,1.59)$ |
| SDI | $-6.42(-9.30,-3.54)$ | $1.6 \mathrm{e}-3(9.1 \mathrm{e}-5,2.9 \mathrm{e}-2)$ |

Therefore, for females in households using solid fuel, we would expect their long-term mean excess $P M_{2.5}$ exposure due to the use of solid fuels to be 1522,117 , and $9 \mu \mathrm{~g} / \mathrm{m}^{3}$ in SDI of $0.1,0.5$, and 0.9 , respectively.

Because there are so few studies of personal monitoring in men and children, rather than directly using the results of the model, we generated ratios using studies that measured at least two of the population groups for any size particulate matter. For $\mathrm{PM}_{2.5}$ we used the predicted ambient $\mathrm{PM}_{2.5}$ value in the study location and year based on the GBD 2017 PM 2.5 exposure model as the "outdoor" measurement, and for $P M_{4}$ and $\mathrm{PM}_{10}$ we used published values in the studies themselves. We first subtracted off this outdoor value from each PM measurement, and then calculated the ratio of male to female and child to female exposure, weighted by sample size.

| Study | Location | Year | Pollutant | Female N | Female PM | Group | N | PM | Outdoor |
| :--- | :--- | :--- | :--- | ---: | ---: | :--- | :--- | ---: | ---: |
| Balakrishnan et <br> al., 2004 | Andhra <br> Pradesh, Rural | 2004 | $\mathrm{PM}_{4}$ | 591 | 352 | male | 503 | 187 | 94 |
| Gao X et al., <br> 2009. | Tibet | 2009 | $\mathrm{PM}_{2.5}$ | 52 | 127 | male | 85 | 111 | 27 |
| Dasgupta et al., <br> 2006 | Bangladesh | 2006 | $\mathrm{PM}_{10}$ | 944 | 209 | male | 944 | 166 | 50 |
| Devkumar et al., <br> 2014 | Nepal | 2014 | $\mathrm{PM}_{2.5}$ | 405 | 169 | male | 429 | 167 | 90 |
| Balakrishnan et <br> al., 2004 | Andhra <br> Pradesh, Rural | 2004 | $\mathrm{PM}_{4}$ | 591 | 352 | child | 56 | 262 | 94 |


| Dionisio et al., <br> 2008. | The Gambia | 2008 | $\mathrm{PM}_{2.5}$ | 13 | 275 | child | 13 | 219 | 31 |
| :--- | :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Dasgupta et al., <br> 2006 | Bangladesh | 2006 | $\mathrm{PM}_{10}$ | 944 | 209 | child | 944 | 199 | 50 |

The final ratios were $0.6495 \% \mathrm{Cl}(0.45,0.91)$ for males and $0.8595 \% \mathrm{Cl}(0.56,1.31)$ for children. We used these results to scale the $\mathrm{PM}_{2.5}$ mapping model for these age and sex groups to input into the $\mathrm{PM}_{2.5}$ risk curves.
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## Ambient ozone pollution

## Flowchart



## Exposure

To estimate the global distribution of exposure to ozone in ambient air (the highest seasonal [six-month] average of eight-hour daily maximum ozone concentrations, in parts per billion [ppb]) for the years 1990 to 2017, ozone ground measurement data were combined with chemical transport model estimates using Bayesian maximum entropy. Table 1 summarizes exposure input data.

## Table 1: Exposure Input Data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 14 |
| Number of countries with data | 1 |

## Measurements data

Ozone monitoring data were obtained from the Tropospheric Ozone Assessment Report (TOAR), which contains the world's largest collection of surface ozone metrics (Schultz and colleagues, 2017). Since TOAR has released data until 2015 to the public, an update was made to include readily available datasets until 2017. In addition to TOAR, our analysis included ozone data from the China National Environmental Monitoring Center (CNEMC) Network, which contains surface ozone measurements for 2013-2017 in China (Lu and colleagues, 2018). All observations were processed to provide the six-month ozone season average of eight-hour daily maximum ozone concentrations.

## Model combination

We used a combination of global atmospheric chemical transport models in our analysis, many of which simulated specified dynamics for the Chemistry-Climate Model Initiative (CCMI) (Morgenstern et al., 2017). Note that some of these modelling teams completed extra years of simulations beyond 2010 specifically for this project. The eight models and years available include the following: CHASER (19902010), MOCAGE (1988-2016), MRI-ESM (1988-2017), NASA MERRA2-GMI (1988-2017), NCAR CESMChem (1988-2010), NCAR WACCM (1988-2010), GFDL AM3 (1988-2014), and GFDL AM4 (2010-2016).

We obtained hourly ozone data for each of these models and then calculated the six-month maximum daily eight-hour maximum ozone mixing ratio (ppb). The $\mathrm{M}^{3}$ Fusion method (Chang and colleagues, 2019) was used to create a multi-model composite of the specified-dynamics models in each year from 1990 to 2017. This multi-model composite finds the linear combination of models available for each year that minimises the mean square error as compared to the observations in each world region, and in the process it corrects to minimise the mean model bias in each region. The world was divided geographically into eight regions: North America, South America, Europe, Africa, south central Asia, east Asia, Russia, and Oceania. In every region, each model was weighted to minimise the difference between the multi-model average and observations as described by the following:

Let $s_{g}$ be the grid cell at resolution $0.5^{\circ} \times 0.5^{\circ}, \hat{y}(\mathrm{sg})$ be the interpolated observations, $\left\{\eta_{k}(\mathrm{sg}) ; k=\right.$ $1, \ldots, n\}$ be the model output registered onto the same grid from the $n$ models available in a given year. $\alpha_{r}$ is a constant that allows adjustment to the overall (regional) underestimation or overestimation and $\beta_{r k}$ is an optimal weight for the $k$-th model in region $r$.

$$
\begin{gathered}
\begin{array}{c}
\text { minimize } \\
\left\{\alpha_{r}, \beta_{r k} ; k=1, \ldots, n\right\}
\end{array} \sum_{s_{q} \in \text { Region } r}\left(\hat{y}\left(s_{g}\right)-\alpha_{r}-\sum_{k=1}^{n} \beta_{r k} \eta_{k}\left(s_{g}\right)\right)^{2}, \\
\text { subject to } \sum_{k=1}^{n} \beta_{r k}=1 \text { and } \beta_{r k} \geq 0
\end{gathered}
$$

In the $M^{3}$ Fusion method, weights are constrained to be positive and sum to 1. A constant offset, $\alpha_{r}$, was included to guarantee that the residuals from this optimisation have a zero mean, through which the mean model bias is corrected (Chang and colleagues, 2019). In most regions and years, the multi-model mean ozone was biased high, so this method tends to decrease the average ozone.

Since the $M^{3}$ Fusion method relies on surface measurements to change the weights, regions with sparse data had to be taken into account. North America and Europe use weights-based model and observation values for each individual year. The rest of the world regions (South America, Africa, south central Asia, east Asia, Russia, and Oceania) use individual year weights for 2000-2010, and apply weights calculated from the aggregated 2000 to 2010 period for 1990-1999. For 2011-2017, east Asia uses individual year weights, while South America, Africa, south central Asia, Russia, Oceania, and Antarctica use weights from the aggregated 2011-2014 period.

An example of the weighted values used to create the $\mathrm{M}^{3}$ Fusion model in North America and Europe are shown below, accompanied by a map of the $\mathrm{M}^{3}$ Fusion model in 2005.

| North America |  |  |  | Europe |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Year | 1995 | 2005 | 1995 | 2005 |  |
| CESM-Chem | 0.38 | 0.29 |  |  |  |
| CHASER | 0.04 |  |  |  |  |
| GFDL-AM3 |  |  | 0.18 | 0.62 |  |
| MERRA |  | 0.32 | 0.82 | 0.38 |  |
| MOCAGE | 0.36 | 0.01 |  |  |  |
| MRI-ESM | 0.22 | 0.27 |  |  |  |
| WACCM |  | 0.11 |  |  |  |



## Bayesian maximum Entropy (BME)

BME is a geostatistical modelling tool that can be used to combine various knowledge bases for an air pollutant and combine them to create a single product. In this case, we use BME to combine site-specific measurements and modelled concentrations, making use of the correlations between measurement locations. BME uses the measurement values to correct the $\mathrm{M}^{3}$ Fusion Model locally around each station spatially and temporally, allowing future and past observations to provide input. Since more measurement locations became available through time, this method allows later measurements to influence ozone surfaces earlier in the period, which is particularly important in China and data-sparse regions. The range over which each measurement can correct the $M^{3}$ Fusion Model and how each measurement's impact decreases over distance in time and space are calculated as part of BME.

Beyond combining these knowledge bases to provide an estimate of ozone pollution, BME also estimates a variance, which can be used to assess estimation confidence at different locations.

In short, the steps are:

1. Let $\mathbf{Z}(\mathbf{p})$ be a field of ozone concentration estimations in space and time and let $\mathbf{m o ( p )}$ be the $\mathrm{M}^{3}$ Fusion model output values in space and time.
2. Subtract the $M^{3}$ Fusion model output values at each measure point from the observed values, $\mathbf{z}(\mathbf{p})$, to obtain residuals $\mathbf{x}(\mathbf{p})=\mathbf{z}(\mathbf{p})$-mo(p). Examples for 2005 of $\mathbf{z}$ and $\mathbf{x}$ are shown below on the left and right, respectively:

3. Model the covariance (the correlation between locations in space and time) $\mathbf{c}_{\mathrm{x}}$ based on the residuals $\mathbf{x}$. The covariance of the residuals is the range of influence of a measurement to predict other concentrations in space and time. A shallower curve indicates that ozone values are correlated over a greater distance, while a steep dropoff indicates the reverse. The modelled spatial and temporal covariance are displayed below with the corresponding equation:

Covariance c(r, $\tau$ )


$C_{x}(r, \tau)=59.9938 p b^{2}\left(0.7 \exp \left(-\frac{3 r}{1.2 \text { degrees }}\right) \exp \left(-\frac{3 \tau}{80 \text { years }}\right)+0.05 \exp \left(-\frac{3 r}{25 \text { degrees }}\right) \exp \left(-\frac{3 \tau}{80 \text { years }}\right)+0.25 \exp \left(-\frac{3 r}{25 \text { degrees }}\right) \exp \left(-\frac{3 \tau}{1.5 \text { years }}\right)\right.$

Where $\boldsymbol{\tau}$ is temporal distance and $r$ is spatial distance

Note that the spatial covariance drops off steeply spatially such that the influence of a measurement location becomes very small beyond 1 degree of distance. However, the temporal covariance remains high, meaning that observations can influence ozone estimates through time over several years.
4. Combine the observation data residuals ( $\mathbf{x}$ ), covariance ( $\mathbf{c x}$ ), and estimation parameters to get the BME estimation ( $\mathbf{x k}$ ) and variance ( $\mathbf{v k}$ ) on a 0.5 o by 0.5 o grid, shown for 2005.


The variance is zero where the location of the estimation point matches an observation point in that year. The variance increases as the space-time distance from an observation increases, until the variance reaches a maximum value equal to the sill of the covariance equation (59.9938 $\mathrm{ppb}^{2}$ ).
5. Obtain final BME estimation values $\left(\mathbf{z}_{\mathbf{k}}\right)$, shown for 2005 in the figure below, by adding back the previously subtracted model values $\mathbf{m o}\left(\boldsymbol{p}_{\mathrm{k}}\right)$ to the BME estimation ( $\mathbf{x}_{\mathbf{k}}$ ).


## Adding fine resolution

Our results were calculated at $0.5^{\circ}$ resolution, so to downscale estimates at finer resolution, we used the NASA G5NR-Chem model. The NASA G5NR-Chem model simulates surface ozone concentrations at $0.125^{\circ}$ by $0.125^{\circ}$ resolution for July 2013 to June 2014 (Hu and colleagues, 2018). We regridded the G5NR-Chem model from $0.125^{\circ}$ resolution to $0.1^{\circ}$ resolution. While we do not expect that the raw values for 2013-2014 hold true for every year, we believe that the spatial distribution of this model can be used to inform the fine-scale spatial pattern for each year. To add fine resolution, we performed the following steps:

1. Regrid NASA G5NR-Chem from $0.125^{\circ}$ resolution to $0.1^{\circ}$ resolution
2. Average each $0.5^{\circ}$ NASA G5NR-Chem grid cell
3. Calculate the difference between our BME estimation results at $0.5^{\circ}$ and the average NASA G5NR-Chem at $0.5^{\circ}$
4. Add the calculated difference to NASA G5NR-Chem at $0.1^{\circ}$ to obtain our BME estimation at $0.1^{\circ}$

Adding fine resolution to our results keeps the average of each $0.5^{\circ}$ grid cell the same as the original estimation at $0.5^{\circ}$, as well as the global average.

| $0.1^{\circ}$ | NASA G5NR Chem <br> $0.1^{\circ}$ Resolution |  |  |  |  |  | BME Estimation $0.5^{\circ}$ Resolution |  |  | $\begin{aligned} & \mathrm{ME} \\ & .1^{\circ} \end{aligned}$ |  | atio <br> utio |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 51 | 52 | 53 | 54 | 55 |  | $50$ |  | 50 | 51 | 52 | 53 | 54 |
|  | 50 | 51 | 52 | 53 | 54 |  |  |  | 49 | 50 | 51 | 52 | 53 |
|  | 49 | 50 | 51 | 52 | 53 |  |  | $\square$ | 48 | 49 | 50 | 51 | 52 |
|  | 48 | 49 | 50 | 51 | 52 |  |  |  | 47 | 48 | 49 | 50 | 51 |
|  | 47 | 48 | 49 | 50 | 51 |  |  |  | 46 | 47 | 48 | 49 | 50 |
| Average $=51 \mathrm{ppb}$ |  |  |  |  |  |  |  |  | Average $=50 \mathrm{ppb}$ |  |  |  |  |

## Final output

Three years are shown as an example below: 1995, 2005, and 2015. For each year, there are five maps displayed: the observations, $\mathrm{M}^{3}$ Fusion Model, BME Estimate, the difference between the BME Estimate and the $\mathrm{M}^{3}$ Fusion Model, and the variance. The difference map shows that the BME method corrects the $M^{3}$ Fusion Model near monitoring stations, including stations in other years.





## Extrapolation and annual means

To estimate global ozone in 2018 and 2019, for each $0.1^{\circ}$ grid cell, we ran a log-linear model of the ozone estimates on year for the most recent ten years (2008-2017) of the following form:
log(ozone) ~ year+1.

We considered using splines, but due to annual variation of ozone, we found a log-linear trend to provide the most reasonable prediction.

For burden estimation we are more interested in long-term trends and effects than annual variation; therefore, for the years 1991-2016, we used a three-year mean of exposure centered on the year of interest. This strategy aligns with the methodology used for ambient particulate matter air pollution. For 1990 and 2017, we used two-year means (1990/1991 and 2016/2017, respectively) because 1989 and 2018 were not available in the estimates.

To estimate the variance for the three-year mean to generate confidence intervals, we did not have information on the covariance between years, so a conservative estimate of the variance was made:

Let $X, Y$, and $Z$ be random variables describing ozone exposure in a given 0.1 degree grid cell for years $i$ 1 , $i$, and $i+1$, respectively. By the laws of variance,

$$
\operatorname{Var}\left(\frac{1}{3}(X+Y+Z)\right)=\frac{1}{9}(\operatorname{Var}(X)+\operatorname{Var}(Y)+\operatorname{Var}(Z)+2 \operatorname{Cov}(X, Y)+2 \operatorname{Cov}(X, Z)+2 \operatorname{Cov}(Y, Z))
$$

We do not know the covariance, but by the Cauchy-Schwartz inequality,

$$
\operatorname{Cov}(A, B) \leq \sqrt{\operatorname{Var}(A) * \operatorname{Var}(B)}
$$

Therefore,

$$
\begin{array}{r}
\operatorname{Var}\left(\frac{1}{3}(X+Y+Z)\right) \leq \frac{1}{9}(\operatorname{Var}(X)+\operatorname{Var}(Y)+\operatorname{Var}(Z)+2 \sqrt{\operatorname{Var}(X) * \operatorname{Var}(Y)}+ \\
2 \sqrt{\operatorname{Var}(X) * \operatorname{Var}(Z)}+2 \sqrt{\operatorname{Var}(Y) * \operatorname{Var}(Z)})
\end{array}
$$

This is a conservative estimate of the variance used when taking a three-year mean.

## Difference from previous estimations

This method improves upon the GBD 2017 ozone exposure estimates (Chang and colleagues, 2019) in the following ways:

1. The previous estimates used observations in a specific year to correct the model within $2^{\circ}$ of a monitoring station. In the current method, the radius of influence of each observation is defined by the spatial covariance. The spatial covariance shows that much of the influence of an observation is lost after $1^{\circ}$.
2. Measurements not only bias-correct the model in the year in which they were observed, but also influence other years according to the temporal covariance. This is important for regions that were not monitored over the entire 1990-2017 time period.
3. The fine spatial structure of the final product represents the spatial distribution of the $0.125^{\circ}$ NASA G5NR-Chem model.

## Theoretical minimum-risk exposure level

As in GBD 2017, the TMREL is based on the exposure distribution from the ACS CPS-II study (Turner and colleagues, 2016). It is a uniform distribution around the minimum and fifth percentile values observed in the cohort, $\sim U(29.1,35.7)$, in ppb.

## Relative risks

COPD mortality is the only included outcome for ambient ozone pollution.
In GBD 2017, we performed a literature review of studies examining long-term ozone exposure and COPD. We included five cohorts from Canada, the UK, and the USA, all of which reported ozone effects on COPD mortality (Turner and colleagues, 2016; Carey and colleagues, 2013, and Burnett RT. "Cox..."). For this reason, we only include mortality and not incidence as an outcome of ozone exposure. Table 2 summarizes relative risk input data.

Table 2: Relative Risk Input Data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 5 |
| Number of countries with data | 3 |

In GBD 2019, we updated our methodology to use MR-BRT for the meta-analysis of relative risks.
Because we had only five datapoints, we included no study-level covariates. We also included no priors. The inverse-variance weighted meta-analysis of the five cohorts provided an estimated relative risk of 1.06 ( $95 \% \mathrm{Cl} 1.03,1.10$ ) with an estimated gamma (including between study heterogeneity) of 0.004 .


We calculated PAFs at the grid-cell level and aggregated up to GBD locations using population data from the Gridded Population of the World database. Estimates came from version 4 except for estimates for 1990 and 1995 from version 3. More details on these estimates are available in the Ambient particulate matter pollution methods appendix.
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## Input data and methodological summary

## Exposure

## Case definition

Radon is a radioactive gas that is produced as a byproduct of the decay chain of uranium, occurring naturally within the Earth's crust. Some fraction of this natural radon production escapes into the atmosphere, where it is present at low concentrations unless build-up is caused by release into enclosed spaces such as homes, mines, or caves. Radon exposure is expressed as average daily exposure to indoor air radon gas levels measured in Becquerels (disintegrations per second) per cubic meter ( $\mathrm{Bq} / \mathrm{m}^{3}$ ). In the GBD we specifically quantify the burden due to indoor radon exposure.

## Input data

An expert group curated the original dataset for residential radon exposure. We have added data sources every cycle, especially as we include additional subnational locations. Data sources include national surveys, government reports, and scientific literature. We include any sources that report results of residential radon measurement in homes (not schools or workplaces). Because of a shortage of data, we also include sources that are not representative of an entire population, but exclude studies or surveys explicitly conducted in high-radon areas.

From each source, we extracted all available information required to estimate the distribution of radon exposure, including arithmetic mean and standard deviation, geometric mean and standard deviation, median, IQR, range, max, sample size, confidence interval, and/or standard error. Table 1 summarizes exposure input data.

Table 1: Exposure Input Data

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 207 |
| Number of countries with data | 78 |

## Modelling strategy

Literature suggests that radon exposure follows a lognormal distribution both on the individual household and national level (Daraktchieva, Miles, and McColl, 2009). We therefore assume that the distribution of radon exposure is lognormal within any one GBD geography or study. For studies reporting at least one measure of central tendency (arithmetic mean, geometric mean, or median) and a measure of spread (standard deviation [arithmetic or geometric], IQR, confidence interval, or standard error), we are able to directly calculate the geometric mean and geometric standard deviation of the underlying distribution. For those only reporting a measure of central tendency and range, max, or sample size, we estimate the geometric mean and standard deviation based on several assumptions.

- When the range or max is provided, we assume that the range divided by 4 is a reasonable estimate of standard deviation because $95 \%$ of observations occur within 2 standard deviations of the mean. This calculation happens in log space.
- For studies only providing a measure of central tendency and sample size, we impute standard deviation based on sample size from what we see in other estimates.
- If we only have the mean, we impute the median standard deviation of all other studies.

Once we convert all estimates to the mean and standard deviation of a lognormal distribution, we run all analyses in log-space to meet assumptions of normality.

Though we exclude studies intentionally performed in high-exposure areas, we still see a bias in studies that are not representative of their geography. To account for this difference we perform a crosswalk adjustment using MR-BRT. We match all locations where we have both representative and nonrepresentative sources. These locations include Canada, Egypt, Gansu, Greece, Hiroshima, Ireland, Jordan, Portugal, Puebla, Querétaro, Romania, San Luis Potosí, Saudi Arabia, Shanghai, Spain, Syria, Taiwan, Turkey, Urban Andhra Pradesh, Urban Assam, Urban Gujarat, Urban Haryana, Urban Karnataka, Urban Kerala, Urban Maharashtra, Urban Meghalaya, Urban Punjab, Urban Rajasthan, Urban Tripura, and Urban Uttar Pradesh. We perform the following model on the log difference of the log of the geometric means:

Let

$$
\begin{aligned}
& \text { ref }=\log (\text { geometric mean representative }), \text { and } \\
& \text { alt }=\log (\text { geometric mean non representative }) .
\end{aligned}
$$

$$
\begin{gathered}
\log \left(\frac{a l t}{r e f}\right) \sim \text { Beta } \\
r e f \sim e^{-B e t a} * a l t \\
\text { ref } \sim(\text { adjustment factor }) * a l t
\end{gathered}
$$

We use the results of this crosswalk to downscale all non-representative input sources and inflate their uncertainty in the model. The effect is equivalent to scaling the log of the geometric mean of nonrepresentative sources by a factor of 0.899 .

Table 2: MR-BRT crosswalk adjustment factor for radon exposure

| Data input | Reference or <br> alternative <br> case definition | Gamma | Beta <br> coefficient, <br> log (95\% CI) | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Geographically representative <br> survey or report | Ref | 0.29 | --- |  |
| Estimate not representative of <br> geographic unit | Alt |  | 0.106 <br> $(0.095,0.112)$ | 0.899 <br> $(0.894,0.909)$ |

*Adjustment factor is the transformed beta coefficient in normal space, and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

After crosswalking non-representative sources, we run a model to estimate the log(geometric mean). Because radon is naturally occurring and is not considered to have much long-term temporal fluctuation, we used a mixed effects linear model independent of time (Steck, 2009). The model included nested random effects on super-region, region, and location (most detailed) and one fixed effect covariate, long-term mean temperature (average annual temperature averaged over 1990-2019) as a proxy for adequate building ventilation. We weighted the model by inverse standard error. We tried weighting by inverse variance and sample size, but did not get a stable fit. To predict the log of the geometric mean we used the following model:

$$
\begin{gathered}
\log (\text { geometric mean }) \sim \beta * \text { long term mean temp }+(1 \mid \text { super region })+(1 \mid \text { region }) \\
+(1 \mid \text { location })
\end{gathered}
$$

## Regression coefficients for predicting mean radon

| Input | Coefficient (95\% CI) |
| :--- | ---: |
| Intercept | $4.05(3.532,4.560)$ |
| Long term mean temperature | $-0.040(-0.065,-0.015)$ |

We also ran a model to predict the standard deviation (in log space) for every country. We included all studies that were representative of a geography and that included a measure of spread for which we were able to directly calculate the standard deviation. The model was a mixed effects linear regression
of standard deviation on mean including random effects on location (most-detailed) and region. The model was not stable when including super-region. To predict the log of the geometric standard deviation we used the following model:

$$
\log (\text { geometric standard deviation }) \sim \beta * \log (\text { geometric mean })+(1 \mid \text { region })+(1 \mid l o c a t i o n)
$$

## Regression coefficients for predicting standard deviation of radon

| Input | Coefficient (95\% CI) |
| :--- | ---: |
| Intercept | $0.616(0.389,0.843)$ |
| log(geometric mean) | $0.014(-0.030,0.057)$ |

We used the estimated mean and standard deviation for each location to generate an exposure distribution used in PAF calculation.

## Theoretical minimum-risk exposure level

While in GBD 2017 we sampled from a uniform distribution from $7-14 \mathrm{~Bq} / \mathrm{m}^{3}$ representing outdoor air, in GBD 2019 we updated the radon TMREL to zero. This was decided because the risk we are estimating is indoor air radon, and it is theoretically possible with mitigation strategies to reduce all indoor exposure to zero.

## Relative risks

In GBD 2017, the RR was based on a single meta-analysis (Darby and colleagues 2005) which reported a relative risk of 1.16 (1.05-1.31) per $100 \mathrm{~Bq} / \mathrm{m}^{3}$ increase in radon exposure. In GBD 2019 we conducted a systematic review of studies examining residential exposure to radon and lung cancer incidence or mortality. We extracted the component studies from the following meta-analyses: Lubin and colleagues 2003, Darby and colleagues 2005, Krewski and colleagues 2005, Zhang and colleagues 2012, TorresDurán and colleagues 2014, and Dobrzynski and colleagues 2018. We excluded studies that were crosssectional or ecological, studied high-risk populations such as miners, or were not available in English. When multiple studies were published on the same dataset, we took the one with the longest follow-up. We also excluded studies that only reported cumulative exposure because this does not align with our exposure definition. Table 3 summarizes relative risk input data.

Table 3: Relative Risk Input Data

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 25 |
| Number of countries with data | 12 |

We converted all reported risks to the RR increase per 100 -unit increase in $\mathrm{Bq} / \mathrm{m}^{3}$, assuming a linear increase in RR across the exposure range. We tested a spline model to determine if there were any differences in risk over the exposure range, but the data suggested a linear trend.

Some studies only reported RR between exposure categories. In these instances, we took the mean, median, or midpoint of the exposed and unexposed categories to calculate an "exposure range." We
then scaled the reported RR based on that exposure range to estimate the corresponding increase per 100 units.

This resulted in a total of 49 estimates from 25 studies in 12 countries: England, Czech Republic, Finland, France, Germany, Italy, Spain, Sweden, the USA, China, Denmark, and Japan.

For those studies that reported no confidence intervals or standard error, we imputed the standard error based on sample size. To do this we created a model of the following form:

$$
s e \sim \beta * \frac{1}{\sqrt{n}}
$$

Where we predict the standard error, se, as a function of some constant, $\beta$, times the inverse square root of the sample size, $n$. Here $\beta$ is an estimate of the population-level standard deviation.

Once we had all 49 estimates of the RR increase per 100 unit change in exposure, we fit a MR-BRT metaregression including covariates for selection bias and quality of exposure measurement. Studies that included a full residential history were assigned a 0 for cv_exposure_study, while those who only measured the current household or one household were assigned a 1 . We assigned studies to one of three categories for selection bias. Studies with greater than 95\% follow-up received a 0, those with 85\% to $85 \%$ follow-up received a 1 , and those with less than $85 \%$ follow-up received a 2 . For case-control studies we assigned this based on the percentage of cases and controls for which exposure category could be ascertained.

We also included loose priors on Gamma and each of the covariates. The prior on Gamma was a gamma distribution with mean 0.2 and variance 0.1 . The prior on each of the covariates was a gamma distribution with mean 0 and variance 0.1.


## MR-BRT relative risk meta-regression for radon

| Data input | Gamma | Beta coefficient, log <br> (95\% CI) | Exponentiated <br> coefficient (95\% CI) |
| :--- | :--- | ---: | ---: |
| Intercept | 0 | $0.094(0.023,0.165)$ | $1.09(1.02,1.18)$ |
| cv_exposure_study | 0.23 | $0.124(-0.060,0.308)$ | $1.13(0.94,1.36)$ |
| cv_selection_bias | 0 | $-0.017(-0.073,0.038)$ | $0.98(1.04,0.93)$ |
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## Definitions

Exposure to lead is defined in two different ways according to the currently known pathways of attributable health loss. Acute lead exposure, measured as micrograms of lead per deciliter of blood ( $\mu \mathrm{g} / \mathrm{dL}$ ), is associated with IQ loss in children. Chronic lead exposure, measured as micrograms of lead per gram of bone ( $\mu \mathrm{g} / \mathrm{g}$ ), is associated with increased systolic blood pressure and cardiovascular diseases.

## Input data

The input data for lead exposure is primarily extracted from literature reports of blood lead levels, in addition to a few blood lead surveys. Blood lead values are derived from studies that take blood samples and analyse them using various techniques to determine the level of lead present. Our literature review, which was last updated in GBD 2017, resulted in 3183 usable datapoints from 554 different studies, which span the years 1970 to 2017. The second pathway of burden, bone lead exposure, was estimated by calculating a cumulative blood lead index for cohorts using estimated blood lead exposure over their lifetime. The cumulative blood lead index is then used to estimate bone lead using a scalar defined in literature. ${ }^{1}$ Table 1 provides a summary of the exposure input data used.

Table 1: Data inputs for exposure

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 552 |
| Number of countries with data | 84 |

## Data processing

In GBD 2019, we used MR-BRT to crosswalk our data. Blood lead exposure data are reported in the literature as either an arithmetic mean, a geometric mean, or a median. To standardise the data, we adjusted all values reported as a geometric mean or median to reflect what they would have been had the study reported the arithmetic mean. Additionally, the data come from locations of varying urbanicity (proportion of individuals in a given location living in an urban area). Because we expected the urbanicity of a location to affect our estimates, we adjusted our data so that they were equivalent to the average urbanicity of the country from which the data were collected. Tables 2 and 3 show the MR-BRT crosswalk adjustment factors.

Table 2: MR-BRT crosswalk adjustment factors for lead exposure (mean)

| Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, log <br> (95\% Cl) | Adjustment factor* |
| :--- | :--- | :--- | :--- |
| Reference (data <br> reported as <br> arithmetic mean) | 0.25 | --- | --- |
| Alternative (data <br> reported as <br> geometric mean) |  | $-0.178(-0.667$ to 0.311$)$ | $0.837(0.513$ to 1.365) |
|  |  | $-0.157(-0.646$ to 0.333$)$ | $0.855(0.524$ to 1.395) |

Table 3: MR-BRT crosswalk adjustment factors for lead exposure (urbanicity)

| Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, log <br> (95\% Cl) | Adjustment factor* |
| :--- | :--- | :--- | :--- |
| Reference (study <br> urbanicity equals <br> national average <br> urbanicity) | 0.32 | --- | --- |
| Alternative (study <br> urbanicity does not <br> equal national <br> average urbanicity) |  | $0.222(-0.411$ to 0.855$)$ | 1.248 (0.663 to 2.351) |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

As an example of how the crosswalking works, a datapoint of 4.85 reported as a geometric mean was multiplied by the adjustment factor of 0.837 to get an estimated arithmetic mean of 4.06 . The estimated arithmetic mean value was then used as the final datapoint in our modelling process.

## Exposure modelling

The methodology to estimate lead exposure last underwent significant change in GBD 2013. Global exposure had been previously modelled using age-integrating Bayesian hierarchal modelling (DisModMR). The modelling process was updated for GBD 2013 by shifting to a spatiotemporal Gaussian process regression methodology (ST-GPR). This allowed for estimates of all country-age-sex-year groups for single years instead of five-year periods. This approach improved the granularity of estimates for bone lead, which requires back-estimation of previous blood lead to calculate a cumulative blood lead index.

For GBD 2019, the spatiotemporal Gaussian process regression modelling methodology was updated as detailed in the appendix specific to this analytical technique, which is common to a variety of risk factors. In order to predict blood lead in country-years with insufficient data, covariates that have been produced across time and space relevant to this analysis were used. For blood lead exposure, the covariates determined to have predictive ability were the Socio-demographic Index (SDI), urbanicity, the combined number of two- and four-wheeled vehicles per capita, and a covariate indicating whether leaded gasoline had been phased out in a given country-year (smoothed over the first five years of phase-out to reflect its gradual implementation). ST-GPR was used to produce estimates of mean and standard deviation of blood lead for all age groups, for both sexes, and for all GBD locations from 1970 to 2019. The linear regression equation is shown below.

$$
\begin{aligned}
\log (\text { data }) \sim & \text { sdi }+ \text { urbanicity }+(\text { leaded gas outphase } * \text { vehicles per capita })+(1 \mid \text { level_1 }) \\
& \text { SDI = Socio-demographic Index } \\
& \text { Urbanicity = proportion of population living in urban areas } \\
& \text { Leaded gas outphase = whether or not a country has banned use of leaded gasoline } \\
& \text { Vehicles per capita = number of } 2 \text { - and } 4 \text {-wheeled vehicles per capita } \\
& \left(1 \mid l e v e l \_1\right)=\text { super-region-level random effects }
\end{aligned}
$$

In earlier iterations of GBD, the distribution of lead exposure was assumed to be log-normal. Since GBD 2016, ensemble modelling techniques were used to find an optimal global distribution by fitting a variety of distributions to the available blood lead microdata. This was a common update for all continuous risk factors. The ST-GPR mean and standard deviation estimates for blood lead were used with the global distribution shape to determine distributions for blood lead exposure. The distribution ultimately included 11 different probability distributions: exponential, gamma, inverse-gamma, mirrored gamma, log-logistic, Gumbel, mirrored Gumbel, Weibull, log-normal, normal, and beta. A little over 80\% of the final distribution was log-logistic (35\%), inverse-gamma (18\%), log-normal (16\%), or mirrored Gumbel (12\%), with the seven other distributions comprising the remaining 20\%.

To calculate blood lead over the lifetime of a given cohort, blood lead was assumed to grow linearly from $2.0 \mu \mathrm{~g} / \mathrm{dL}$ in 1920 (see section Theoretical minimum-risk exposure level) to the value for that cohort in 1970. Using the exposure distributions of blood lead over time and space, cohorts were constructed such that lifetime blood lead could be expressed as a curve over each year of life. The area under this
curve was the cumulative blood lead index, which was used to estimate bone lead in a given year with the aforementioned scalar.

## Estimating attributable burden

## Assessment of risk-outcome pairs

We included outcomes based on the strength of available evidence supporting a causal relationship. Blood lead level (a measure of acute lead exposure) is paired with idiopathic developmental intellectual disability as modelled through the impact of blood lead levels on IQ in children. Bone lead level (a measure of chronic lead exposure) is paired with systolic blood pressure, and subsequently to all cardiovascular outcomes to which systolic blood pressure is paired, which include the following: rheumatic heart disease, ischaemic heart disease, ischaemic stroke, intracerebral haemorrhage, hypertensive heart disease, other cardiomyopathy, atrial fibrillation and flutter, aortic aneurysm, peripheral artery disease, endocarditis, other cardiovascular and circulatory diseases, chronic kidney disease due to hypertension, chronic kidney disease due to glomerulonephritis, and chronic kidney disease due to other and unspecified causes.

## Theoretical minimum-risk exposure level

In previous iterations of GBD, the TMREL was estimated at $2.0 \mu \mathrm{~g} / \mathrm{dL}$. This level was based upon ambient sources of lead that would be impossible to eliminate ${ }^{2}$ and a review of the literature indicating no consistent statistically significant estimates of increased relative risks at lower levels of blood lead. We have continued to use a TMREL of $2.0 \mu \mathrm{~g} / \mathrm{dL}$ for GBD 2019. While the majority of global exposure is estimated to be well above this level, average blood lead exposures in a number of countries have fallen below $2.0 \mu \mathrm{~g} / \mathrm{dL}$ in recent years (including, for example, the United States, where the average adult BLL was $1.2 \mu \mathrm{~g} / \mathrm{dL}$ in 2009-2010). ${ }^{3}$ This is consistent with estimates of pre-industrial blood lead in humans, which are as low as $0.018 \mu \mathrm{~g} / \mathrm{dL} .{ }^{4}$ This suggests that the TMREL ought to be lowered, and this change will be evaluated for the GBD 2020 cycle.

## Relative risks

Because the relative risk of IQ loss from lead exposure is specific to children, in previous iterations of GBD, no burden of lead via IQ loss was estimated in the population aged 15 and above. To better account for the continued burden of past lead exposure on IQ in older age groups, since GBD 2016 we have constructed cohorts from the entire population. Estimates of a cohort's lead exposure in early childhood (at 24 months of age) were used to determine past IQ loss, and thus calculate burden via the impact on concurrent IQ in the older population.

Blood lead relative risks were previously taken from a 2005 pooled analysis that was first incorporated in GBD 2010. ${ }^{5}$ Those relative risks were then updated for GBD 2017 using a 2013 re-analysis of the findings of that 2005 paper, providing slightly adjusted relative risk estimates specific to exposure at 24 months of age. ${ }^{6}$ The bone lead relative risks were taken from a 2008 meta-analysis that showed a 0.26 mmHg increase in systolic blood pressure (SBP) per $10 \mu \mathrm{~g} / \mathrm{g}$ increase in bone lead ( $95 \% \mathrm{Cl}: 0.02$ to 0.50 ). ${ }^{7}$ Table 4 shows a summary of this information. Because bone lead is associated with increases in SBP, all of the health burden attributable to exposure to bone lead is mediated through SBP. As such, the relative risks for bone lead exposure are all the same as the relative risks that SBP has for its outcomes. Table 5 shows the relative risks for exposure to blood lead, and Table 6 shows a snapshot of the relative risks for bone lead (a full table can be found in Appendix Table 4a).

Table 4: Data inputs for relative risks

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 2 |

Table 5: Relative risks for exposure to blood lead

| Exposure level | IQ shift |
| :---: | :---: |
| $2 \mu \mathrm{~g} / \mathrm{dL}$ | $0.0(0.0$ to 0.0$)$ |
| $4 \mu \mathrm{~g} / \mathrm{dL}$ | $3.146(1.154$ to 5.139$)$ |
| $6 \mu \mathrm{~g} / \mathrm{dL}$ | $3.804(1.395$ to 6.213$)$ |
| $8 \mu \mathrm{~g} / \mathrm{dL}$ | $4.296(1.575$ to 7.016$)$ |
| $10 \mu \mathrm{~g} / \mathrm{dL}$ | $4.688(1.719$ to 7.656$)$ |
| $12 \mu \mathrm{~g} / \mathrm{dL}$ | $5.014(1.839$ to 8.19$)$ |
| $15 \mu \mathrm{~g} / \mathrm{dL}$ | $5.42(1.988$ to 8.853$)$ |
| $20 \mu \mathrm{~g} / \mathrm{dL}$ | $5.952(2.183$ to 9.721$)$ |
| $25 \mu \mathrm{~g} / \mathrm{dL}$ | $6.37(2.336$ to 10.403$)$ |
| $30 \mu \mathrm{~g} / \mathrm{dL}$ | $6.713(2.462$ to 10.965$)$ |
| $35 \mu \mathrm{~g} / \mathrm{dL}$ | $7.006(2.569$ to 11.442$)$ |
| $40 \mu \mathrm{~g} / \mathrm{dL}$ | $7.26(2.662$ to 11.857$)$ |

Table 6: Relative risks for exposure to bone lead (snapshot)

| Exposure level | Outcome | 25-29 years | 60-64 years | 95+ years |
| :---: | :---: | :---: | :---: | :---: |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Ischaemic heart disease | 1.042 (1.022 to 1.06) | 1.021 (1.018 to 1.025) | 1.014 (1.008 to 1.022) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Ischaemic stroke | 1.038 (1.021 to 1.06) | 1.021 (1.016 to 1.026) | 1.011 (1.006 to 1.019) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Haemorrhagic stroke | 1.047 (1.021 to 1.068) | 1.024 (1.018 to 1.03) | 1.015 (1.007 to 1.026) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Hypertensive heart disease | 1.066 (1.038 to 1.09) | 1.04 (1.023 to 1.073) | 1.033 (1.006 to 1.075) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Non-rheumatic calcific aortic valve disease | 1.035 (1.015 to 1.055) | 1.014 (1.01 to 1.016) | 1.007 (1.004 to 1.013) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Atrial fibrillation and flutter | 1.035 (1.018 to 1.056) | 1.016 (1.014 to 1.018) | 1.008 (1.005 to 1.01) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Aortic aneurysm | 1.027 (1.014 to 1.048) | 1.014 (1.011 to 1.016) | 1.007 (1.004 to 1.01) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Peripheral vascular disease | 1.034 (1.011 to 1.056) | 1.009 (1.006 to 1.011) | 1.006 (1.003 to 1.009) |
| $10 \mu \mathrm{~g} / \mathrm{g}$ | Endocarditis | 1.035 (1.015 to 1.055) | 1.014 (1.01 to 1.016) | 1.007 (1.004 to 1.013) |

## Population attributable fraction

We used the standard GBD population attributable fraction (PAF) equation to calculate PAFs for bone lead exposure and each of its paired outcomes using exposure estimates and relative risks. We used a similar approach for estimating PAFs for the burden of intellectual disability attributable to blood lead, which uses the estimated distribution of intellectual disability and the modeled shifts in IQ due to blood lead levels to determine the PAF.
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## Exposure definitions

The following definitions were used for occupational risk factor exposures. All exposures were estimated for ages 15 and older.

| Occupational asbestos | Proportion of the population occupationally exposed <br> to asbestos, using mesothelioma death rate as an <br> analogue |
| :--- | :--- |
| Occupational asthmagens | Proportion of the working population exposed to <br> asthmagens, based on population distributions across <br> nine occupational categories |
| Occupational carcinogens (arsenic, benzene, <br> beryllium, cadmium, chromium, diesel <br> engine exhaust, formaldehyde, nickel, <br> polycyclic aromatic hydrocarbons, silica, <br> sulfuric acid, and trichloroethylene) | Proportion of the population that was ever <br> occupationally exposed to carcinogens at high or low <br> exposure levels, based on population distributions <br> across 17 economic activities |
| Occupational ergonomic factors | Proportion of the working population exposed to work <br> that causes low back pain, based on population <br> distributions across nine occupational categories |
| Occupational injuries | Proportion of injuries in the working-age population <br> attributable to occupation, based on fatal injury rates <br> in 17 economic activities |
| Occupational noise | Proportion of the population occupationally exposed <br> to 85+ decibels of noise, based on population <br> distributions across 17 economic activities |
| Occupational particulates | Proportion of the population occupationally exposed <br> to particles, based on population distributions across <br> 17 economic activities |

Economic activities and occupations were coded according to the following categories:

| Economic activities | Occupations |  |  |
| :--- | :--- | :---: | :---: |
| Agriculture, hunting, forestry | Legislators, senior officials, and managers |  |  |
| Fishing | Professionals |  |  |
| Mining and quarrying | Technicians and associate professionals |  |  |
| Manufacturing | Clerks |  |  |
| Electricity, gas, and water | Service workers and shop/market sales workers |  |  |
| Construction | Skilled agricultural and fishery workers |  |  |
| Wholesale and retail trade/repair | Plant and machine operators and assemblers |  |  |
| Hospitality | Craft and related workers |  |  |
| Transport, storage, and communication | Elementary occupations |  |  |
| Financial intermediation |  |  |  |
| Real estate/renting |  |  |  |
|  |  |  |  |


| Public administration/defense; compulsory social <br> security |
| :--- |
| Education |
| Health and social work |
| Other community/social/personal service <br> activities |
| Private households |
| Extra-territorial organisations/bodies |

## Input data

Primary inputs were obtained from the International Labour Organization (ILO). ${ }^{1-4}$ These inputs included raw data on economic activity proportions, occupation proportions, fatal injury rates, and employment to population ratio estimates. No data on informal employment was included due to data sparseness. In 2017, a systematic review was conducted in order to collect the underlying microdata from the ILO's estimates to aid in re-extraction at greater levels of granularity. Where freely available, survey datasets were downloaded from the survey organisations in question. Other datasets were obtained through submission of requests to agencies and through the GBD collaborator network. Microdata were tabulated in order to create survey-weighted estimates of economic activities and occupations for the GBD geographies and years. Various classification systems were adjusted to match the ISIC Rev. 3 classification (for economic activities) and ISCO 1988 classification (for occupations).

In 2019, a substantial amount of new ILO data were added. The new data comprise 1197 new unique location-years, including 174 unique locations and 13 unique years (2006-2018). Additionally, a number of old microdata were re-extracted.

For occupational asbestos, primary inputs were obtained through GBD 2019 cause of death estimates and published studies. ${ }^{7,13,14}$

Uncertainty for inputs where microdata were unavailable was generated by fitting a Loess curve to the data and determining the standard deviation of the data from the fitted curve.

Table 1 provides a summary of the exposure input data used.
Table 1: Data inputs for exposure

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 2485 |
| Number of countries with data | 199 |

## Modelling strategies

A spatiotemporal Gaussian process regression (ST-GPR) was used to generate estimates for all years and locations for the primary inputs. Space-time parameters were chosen by maximising out-of-sample cross-validation and minimising RMSE. A number of different study-level covariates were used in the linear regression models. The linear models for each of the 46 different ST-GPR models used in occupational exposure estimation are listed below. Although there might appear to be duplicates, there is a distinction between occupation and economic activity (detailed in the footnotes). For example,
"skilled agriculture/fisheries" involves the proportion of the workforce doing agricultural and fishing work, while "agriculture, hunting, forestry" and "fishing" involve the proportion of the workforce employed in those respective industries (ie, one doesn't have to be actually doing agricultural or fishing work - someone who transports crops would count as being employed in this industry, but their occupation would fall under "plant and machine operators \& assemblers"). Additionally, each model included random effects at the region and super-region levels. The covariates are explained in greater detail below.

| ST-GPR model | Linear regression equation |
| :---: | :---: |
| Employment (\% of population employed) | logit (data $)=$ gov_exp + prop_muslim + education |
| Armed forces* | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Management* | $\operatorname{logit}($ data $)=$ sdi + education + urbanicity |
| Professional occupations* | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Scientific/technicians* | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Clerical work ${ }^{*}$ | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Service \& shop/market sales workers* | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Skilled agriculture/fisheries* | $\operatorname{logit}($ data $)=$ sdi + latitude + urbanicity |
| Craft and related trades* | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Plant and machine operators \& assemblers* | $\operatorname{logit}($ data $)=s d i+e d u c a t i o n+$ urbanicity |
| Elementary occupations* | $\operatorname{logit}($ data $)=$ sdi + education + urbanicity |
| Agriculture, hunting, forestry ${ }^{\dagger}$ | logit (data) = sdi + latitude + urbanicity |
| Fishing ${ }^{\dagger}$ | logit $($ data $)=\log ($ coastal_prop +0.01$)$ |
| Mining/quarrying ${ }^{\dagger}$ | $\begin{aligned} \text { logit }(\text { data })= & \text { sdi }+\log (\text { coastal_prop }+0.01) \\ & + \text { urbanicity }+ \text { asbestos } \end{aligned}$ |
| Manufacturing ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=$ sdi + education + urbanicity |
| Electricity/gas/water supply ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=\log ($ sdi $)+$ urbanicity + temperature |
| Construction ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| Wholesale and retail trade/repair ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Hospitality ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| Transport/storage/communications ${ }^{\dagger}$ |  |
| Financial intermediation ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| Real estate/renting ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| Public administration/defence ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| Education ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+$ education + urbanicity |
| Health and social work ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=\log ($ sdi $)+\log ($ health_exp $)$ |
| Other community/social/personal service activities $^{\dagger}$ | $\operatorname{logit}($ data) $=s d i+u r b a n i c i t y ~$ |
| Private households ${ }^{\dagger}$ | logit (data) $=$ sdi + urbanicity |
| Extraterritorial organisations and bodies ${ }^{\dagger}$ | $\operatorname{logit}($ data $)=s d i+u r b a n i c i t y ~$ |
| All occupational injuries models ${ }^{\ddagger}$ | $\operatorname{logit}($ data $)=s d i$ |

*Proportion of workforce working this type of occupation
${ }^{\dagger}$ Proportion of workforce employed in this type of economic activity
${ }^{\ddagger}$ There are 18 different models, corresponding to one for each type of economic activity and a "total" model

| Covariate | Description |
| :--- | :--- |
| gov_exp | Total government expenditure |
| prop_muslim | Proportion of population that is Muslim |
| education | Age-standardised years of education per capita |
| sdi | Socio-demographic Index |
| urbanicity | Proportion of population living in urban areas |
| latitude | Absolute value of average latitude of country's center point |
| coastal_prop | Percentage of total country area within 10 km of a coastal zone |
| asbestos | Asbestos consumption (metric tons per year per capita) |
| temperature | Population-weighted mean temperature |
| vehicles_pc | Number of 2- and 4-wheeled vehicles per capita |
| health_exp | Total health expenditure per capita |

For economic activity and occupation proportions, estimates from ST-GPR were then re-scaled to sum to 1 across categories by dividing each estimate by the sum of all the estimates.

The following sections describe the modelling approaches for each occupational risk's exposure prevalence. These approaches were developed for GBD 2016 and have not changed substantially since then. The GBD 2019 methods are largely the same as those from the previous cycle, with the exception of the data processing for occupational injuries, which is explained in greater detail in that section below.

## Occupational carcinogens, occupational noise, and occupational particulates

Prevalence of exposure to these risks was determined using the following equation:
Prevalence of Exposure $c_{c, y, s, a, r, l}=\sum_{E A}$ Proportion $_{E A, c, y} * E A P_{c, y, s, a} *$ Exposure rate $_{E A, r, l, d}$ where:

$$
\begin{array}{lll}
\text { EAP = economically active population } & c=\text { country } & r=r i s k \\
E A=\text { economic activity } & d=\text { duration } & s=s e x \\
a=\text { age } & I=\text { level of exposure } & y=\text { year }
\end{array}
$$

Exposure rate (proportion of population exposed) was provided by expert group recommendations and literature. ${ }^{8-11}$ The CAREX (carcinogen exposure) database ${ }^{7}$ was used in order to quantify the association between exposure by industry/carcinogen to SDI across all the countries in the database. This effect was used to predict exposure in countries that were not included in CAREX. Duration was considered for occupational carcinogens through application of occupational turnover factors ${ }^{12}$ and for occupational noise and particulates by calculating cumulative exposure as the average exposure over the lifetime (the past 50 years) for each age/sex cohort.

## Occupational ergonomic factors and occupational asthmagens

Prevalence of exposure to these risks was determined using the following equation:
Prevalence of Exposure ${ }_{c, y, y, a, r}=\sum_{E A}$ Proportion $_{\text {Occ }, c, y} * E A P_{c, y, s, a}$ where:

| $E A P=$ economically active population | $c=$ country | $r=r i s k$ |
| :--- | :--- | :--- |
| $E A=$ economic activity | $a=$ age | $s=s e x$ |
| $O C C=$ occupation | $y=y e a r$ |  |

## Occupational injuries

Occupational injury counts were estimated using the following equation:


$$
=\sum_{E A} \text { Injury rate }_{E A, c, y, s} * \text { Population }_{c, y, a, s} * E A P_{c, y, s, a} * \text { Proportion }_{E A, c, y}
$$

where:

$$
\begin{array}{lll}
\text { EAP = economically active population } & c=\text { country } & y=\text { year } \\
E A=\text { economic activity } & a=\text { age } & s=s e x
\end{array}
$$

Additionally, in GBD 2019, we updated our data processing to use MR-BRT to crosswalk our data. Occupational injuries exposure data come from a number of different sources: insurance records, labour inspectorate records, establishment surveys, establishment or business registers, labour force surveys, economic or establishment censuses, official estimates, records of employers' organizations, and other administrative records and related sources. We expect insurance records to be the gold-standard source, because people should have more incentive to report injuries when they stand to benefit from their insurance plans. As such, we wanted to correct the data reported from other sources for underreporting, and so we crosswalked all of the data with insurance records data as our reference. To do so, we ran a mixed-effects log-linear regression using MR-BRT, with fixed effects on type of data source and random effects on super-region and region. Table 2 shows the beta coefficients from the MR-BRT model, as well as the crosswalk adjustment factors.

Table 2: MR-BRT crosswalk adjustment factors for occupational injuries

| Reference or alternative case definition | Gamma | Beta coefficient, log (95\% CI) | Adjustment factor* |
| :---: | :---: | :---: | :---: |
| Reference (insurance records) | 0.1 | --- | --- |
| Alternative (labour inspectorate records) |  | 0.09 (-0.10, 0.29) | 0.91, (0.76, 1.13) |
| Alternative (establishment surveys) |  | -0.27 (-0.47, -0.08) | 1.31 (1.10, 1.63) |
| Alternative (labour force surveys) |  | -0.85 (-1.05, -0.66) | 2.34 (1.96, 2.91) |
| Alternative (economic or establishment censuses) |  | -0.07 (-0.26, 0.13) | 1.07 (0.89, 1.33) |
| Alternative (official estimates) |  | -0.24 (-0.43, -0.04) | 1.27 (1.06, 1.57) |


| Alternative <br> (establishment or <br> business registers) |  | $-0.35(-0.60,-0.09)$ | $1.41(1.13,1.90)$ |
| :--- | :--- | :--- | :--- |
| Alternative <br> (records of <br> employers' <br> organizations) |  | $-0.99(-1.19,-0.79)$ | $2.69(2.25,3.35)$ |
| Alternative (other <br> administrative <br> records and related <br> sources) |  | $-0.45(-0.64,-0.25)$ | $1.56(1.31,1.94)$ |

*Adjustment factor is the inverse transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

## Occupational asbestos

Prevalence of exposure to asbestos was estimated using the asbestos impact ratio (AIR), which is equivalent to the excess deaths due to mesothelioma observed in a population divided by excess deaths due to mesothelioma in a population heavily exposed to asbestos. Formally, this is defined using the following equation:

$$
A I R=\frac{\operatorname{Mort}_{c, y, s}-N_{c, y, s}}{\text { Mort }_{c, y s,}^{*}-N_{c, y, s}}
$$

where:

$$
\begin{array}{ll}
\text { Mort = Mortality rate due to mesothelioma } & \mathrm{c}=\text { country } \\
\text { Mort }^{*}=\text { Mortality rate due to mesothelioma in } & \mathrm{y}=\text { year } \\
\text { population highly exposed to asbestos } & \mathrm{s}=\text { sex } \\
\mathrm{N}=\text { Mortality rate due to mesothelioma in } & \\
\text { population not exposed to asbestos } &
\end{array}
$$

Mortality rate due to mesothelioma was estimated using GBD 2019 causes of death results. Mortality rate due to mesothelioma in populations not exposed to asbestos was calculated using the model in Lin and colleagues, ${ }^{13}$ while the mortality rate due to high exposure to asbestos was estimated using Goodman and colleagues' model. ${ }^{14}$ Asbestos exposure prevalence created using the AIR was used to estimate population attributable fractions (PAFs) for all asbestos-associated causes except for mesothelioma. Custom PAFs were calculated for mesothelioma by using the ratio of the excess mortality with respect to an unexposed population (Mort - N) divided by the mortality rate in the population in question (Mort). This calculation assumes that all mesothelioma is a product of occupational asbestos exposure and could potentially overestimate the burden due to occupational asbestos exposure in populations with high non-occupational asbestos exposure.

## Theoretical minimum-risk exposure level

For all occupational risks, the theoretical minimum-risk exposure level was assumed to be no exposure to that risk.

## Relative risks

Relative risks were obtained for all occupational risks by conducting a systematic review of published meta-analyses. This review was last updated for GBD 2016. Table 3 provides a summary of the relative risk input data used.

Table 3: Data inputs for relative risks

| Input data | Relative risk |
| :--- | :---: |
| Source count (total) | 21 |

## Population attributable fractions (PAFs)

For all occupational risks, with the exception of injuries (outlined below) and asbestos (outlined above), PAFs were calculated using the exposure prevalences estimated above, using the PAF formula in outlined in the GBD 2019 methods appendix.

## Occupational injuries PAF

The PAFs for occupational injuries were calculated using the following formula:

$$
P A F_{c, y, a, s}=\frac{\text { Occupational fatal injuries }_{c, y, a, s}-\text { TMREL }}{\text { Fatal injuries }}
$$

where:

$$
\begin{array}{ll}
c=\text { country } & a=\text { age } \\
y=\text { year } & s=\text { sex }
\end{array}
$$

Fatal injury totals were obtained from GBD 2019 causes of death.
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## Input data and methodological summary

## Exposure definitions

Exposure to suboptimal breastfeeding is composed of two distinct categories: non-exclusive breastfeeding and discontinued breastfeeding.

Non-exclusive breastfeeding is defined as the proportion of children under 6 months of age who are not exclusively breastfed. We then parse those not exclusively breastfed into three categories predominant, partial, and no breastfeeding. Exclusive breastfeeding is defined as the proportion of children who receive no other food or drink except breastmilk (allowing for ORS, drops, or syrups containing vitamins, minerals, or medicines). Predominant breastfeeding is the proportion of children whose predominant source of nourishment is breastmilk but also receive other liquids. Partial breastfeeding refers to those infants who receive breastmilk as well as food and liquids, including nonhuman milk and formula. No breastfeeding refers to infants who do not receive breastmilk as a source of nourishment.

Discontinued breastfeeding is defined as the proportion of children between 6 and 23 months who receive no breastmilk as a source of nourishment.

## Input data

The data used in the analysis consist mostly of processed individual-level microdata from surveys; in the cases where microdata were unavailable, we used reported tabulated data from survey reports and
scientific literature. Data used to categorise type of non-exclusive breastfeeding (predominant, partial, and none) come from surveys with 24 -hour dietary logs based on maternal recall.

We updated our systematic review in GBD 2019 by searching the Global Health Data Exchange (GHDx) using the keyword "breastfeeding." We prioritised extraction of surveys with microdata and new surveys from major survey series such as Demographic and Health Surveys (DHS) and Multiple Indicator Cluster Surveys (MICS).

Table 1. Input Data Counts - Non-Exclusive Breastfeeding

| Input data | Exposure | Relative Risk |
| :--- | :--- | :--- |
| Source count (total) | 688 | 43 |
| Number of countries with data | 162 | 26 |

Table 2. Input Data Counts - Discontinued Breastfeeding

| Input data | Exposure | Relative Risk |
| :--- | :--- | :--- |
| Source count (total) | 613 | 43 |
| Number of countries with data | 156 | 26 |

## Exposure modelling

Using the processed microdata and tabulated data from reports, we generated a complete time series from 1980 to 2019 for the prevalence of breastfeeding patterns for children 0 to 5 months and 6 to 23 months using a three-step spatiotemporal Gaussian process regression modelling process.

First, a mixed-effects linear regression with fixed effects on location-level covariates and nested geographical random effects produces a stage 1 prediction. In GBD 2019, we revised this step to include an ensemble stage 1 prediction, estimating candidate models consisting of all combinations of covariates and averaging across the top 50 models weighted by out-of-sample predictive validity. We included the following covariates: Socio-demographic Index, SEV for unsafe water (age-standardised), total fertility rate, maternal education (years per capita), antenatal care (4+ visits), HIV mortality (women of reproductive age), high BMI (women of reproductive age), and underweight (women of reproductive age).

We then followed this with a spatiotemporal regression that uses the residuals of the predictions from the linear regression to perform a locally weighted regression that provides a greater weighting factor to those nearer in space and time. The predicted residuals from this step are then added to those created in the linear regression step.

Finally, we ran a Gaussian process regression that incorporated the variance of the input data as well as the variance of the model predictions. It uses predictions from the spatiotemporal regression as the mean function and generates draws from a multinomial distribution (based on the data uncertainty in the prior) to generate the final prevalence estimates and their confidence intervals.

We estimated six models to produce each of our categories: the proportion of currently breastfeeding infants 0-5 months of age, the ratio of infants exclusively breastfed to breastfed infants 0-5 months of age, the ratio of infants predominantly breastfed to breastfed infants 0-5 months of age, the ratio of infants partially breastfed to breastfed infants 0-5 months of age, the proportion of currently breastfeeding infants 6-11 months of age, and the proportion of currently breastfeeding infants 12-23 months of age. We convert the ratios of exclusive, predominant, and partial breastfeeding to the total category prevalence proportions by multiplying each ratio by the estimates of any breastfeeding among infants aged 0-5 months. This ensures that these categories sum correctly to the "any breastfeeding 0-5 months" envelope. We calculate the proportion of infants receiving no breastmilk 0-5 months of age by subtracting the estimates of current breastfeeding from 1 . We perform the same operation to estimate discontinued breastfeeding in the 6-11 months and 12-23 months categories.

## Modelling strategy

## Assessment of risk-outcome pairs

We included outcomes based on the strength of available evidence supporting a causal relationship. Studies evaluating the causal evidence for our risk-outcome pairs came primarily from articles found in a review published by the World Health Organization. ${ }^{1}$ Non-exclusive breastfeeding was paired with diarrhoea and lower respiratory infection as diseases outcomes. Discontinued breastfeeding was paired with diarrhoea as an outcome.

## Theoretical minimum-risk exposure level

For non-exclusive breastfeeding, those children that received no source of nourishment other than breastmilk ("exclusively breastfed") were considered to be at the lowest risk of any of the disease outcomes. For discontinued breastfeeding, we assumed that children aged 6 to 23 months who received any breastmilk as a source of nourishment to be at the lowest risk of disease outcome.

## Relative risks

We estimated relative risks for both non-exclusive and discontinued breastfeeding in a meta-analysis using relative risks from studies compiled in a published review by the World Health Organization. ${ }^{1}$

## Population attributable fraction

We used the standard GBD population attributable fraction (PAF) equation to calculate PAFs for nonexclusive breastfeeding and discontinued breastfeeding and each of their paired outcomes using exposure estimates, the theoretical minimum-risk exposure level, and relative risks.
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## Input data and methodological summary

## Exposure

## Case definition

Child growth failure is estimated using three indicators (stunting, wasting, and underweight), all of which are based on categorical definitions using the WHO 2006 growth standards for children 0-59 months. Definitions are based on $Z$ scores from the growth standards, which were derived from an international reference population. Mild (<-1 to -2 Z score), moderate (<-2 to -3 Z score), and severe (<3 Z score) categorical prevalences were estimated for each of the three indicators.

## Input data

There are three main inputs for the GBD child growth failure models: microdata from population surveys, tabulated data from reports and published literature, and the WHO Global Database on Child Growth and Malnutrition. ${ }^{1}$ The primary data additions in GBD 2019 for child growth failure were from population surveys that include anthropometry. Population surveys include a variety of multi-country
and country-specific survey series such as Multiple Indicator Cluster Surveys (MICS), Demographic and Health Surveys (DHS), Living Standards Measurement Surveys (LSMS), and the China Health and Nutrition Survey (CHNS), as well as other one-time country-specific surveys such as the Indonesia Family Life Survey and the Brazil National Demographic and Health Survey of Children and Women. These microdata contain information about each individual child's age (from which age in weeks and age in months are calculated), as well as height and/or weight. From that information, a height-for-age z-score (HAZ), weight-for-age z-score (WAZ), and weight-for-height z-score (WHZ) are calculated using the WHO 2006 Child Growth Standards and the LMS method. ${ }^{2}$ In GBD 2019, several new data-cleaning criteria were applied to increase the quality of the microdata set. Data that did not meet the following criteria were dropped: 1) non-sex-specific data, 2) data with invalid Z-scores (HAZ, WAZ, WHZ, or BMI above 6 SD or below -6 SD), and 3) data with impossible values (negative height, weight, or age).

All available data from the WHO Global Database on Child Growth and Malnutrition were extracted in GBD 2016 - much of which are from published studies. Exclusions included examination date prior to 1985, non-population-representative studies, and those based on self-report. A systematic literature review was last completed in GBD 2010. We looked for four metrics from all sources with tabulated data: mean Z score, prevalence <-1 Z score, prevalence <-2 Z score, and prevalence <-3 Z score. All data for each metric were extracted for each of stunting (height-for-age Z score; HAZ), wasting (weight-forheight Z score; WHZ), and underweight (weight-for-age Z score; WAZ).

Table 1: Input data counts for Child wasting exposure models

| Input data | Exposure |
| :--- | :---: |
| Source count (total) | 1240 |
| Number of countries with data | 151 |

Table 2: Input data counts for Child underweight exposure models

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 1270 |
| Number of countries with data | 150 |

Table 3: Input data counts for Child stunting exposure models

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 1262 |
| Number of countries with data | 151 |

## Data processing

To maximise internal consistency and comprehensiveness of the modelling dataset, we performed three data transformations. First, any data that were reported using the National Center for Health Statistics (NCHS) 1978 growth standards were crosswalked to corresponding values on the WHO 2006 Growth Standards curves based on a study that evaluated growth standard concordance. ${ }^{3}$ Crosswalks from 1978 to 2006 growth standards were performed using OLS linear regression only on <-2 (ie, moderate) prevalence data, as that is where the concordance was most consistent. Second, for any study that lacked a measure of mean $Z$ score for any of stunting, wasting, or underweight, we predicted a mean value for that study based on an ordinary-least-squares regression of mean $Z$ score versus <-2 prevalence for that metric from all sources where both were available. Third, for any data that were presented as both sexes combined or for 0-59 months combined, we used the age and sex pattern from all data sources that included that detail to split into corresponding and age- and sex-specific data.

## Modelling strategy

## Exposure estimation

The following four-step modelling process was applied in parallel to each of stunting, wasting, and underweight.

First, all microdata were fit using an ensemble modelling process, a modelling framework developed for GBD 2019 that is described elsewhere in this appendix. A series of 12 individual distributions (normal, log-normal, log-logistic, exponential, gamma, mirror gamma, inverse gamma, gumbel, mirror gumbel, Weibull, inverse Weibull, and beta) were fit to the entire set of microdata (approximately 2.5 million individual $z$-scores) at the individual survey level. A weighting algorithm combined each distribution to find the optimal combination of these distributions for each survey, minimising the absolute prediction error across the entire distribution. Ensemble weights for each survey were then averaged across all surveys to produce a single set of global weights of the ensemble distributions. Weights were different for each sex, but invariant across geography, time, and age group. All component distributions that were used to derive weights were parameterised using "method of moments," meaning that each corresponding probability density function (PDF) could be described as a function of the mean and variance of the quantity of interest.

Second, models were developed for mean Z scores and prevalence of moderate and severe growth failure. Individual-level microdata were collapsed to calculate three metrics: mean $z$-score, moderate prevalence, and severe prevalence. These data were combined with those derived from literature, GHDx review, and the WHO Global Database on Child Growth and Malnutrition. Each of the three metrics was then modelled using spatiotemporal Gaussian process regression (ST-GPR), a common modelling framework used across GBD, generating estimates for each age group, sex, year, and location. Locationlevel covariates used in all models included Socio-demographic Index (SDI) and logit-transformed proportion of households with improved sanitation.

Third, we combined estimates of mean, prevalence (moderate and severe) with ensemble weights in an optimisation framework in order to derive the variance that would best correspond to the predicted mean and prevalence. This variance was then paired with the mean and, using the method of moments equation for each of the component distributions of the ensemble, PDF of the distribution of Z-scores were calculated for each location, year, age group, and sex.

Fourth, PDFs were integrated to determine the prevalence between -1 and -2 Z scores (mild), between 2 and -3 Z scores (moderate), and below -3 Z scores (severe). These were categorical exposures used for subsequent attributable risk analysis.

## Theoretical minimum-risk exposure level

Theoretical minimum risk exposure level (TMREL) for underweight, stunting, and wasting was assigned to be greater than or equal to -1 SD of the WHO 2006 standard weight-for-age, height-for-age, and weight-for-height curves, respectively. This has not changed since GBD 2010.

## Relative risks

The final list of outcomes paired with child growth failure risks included lower respiratory infections (LRI), diarrhoea, measles, and protein-energy malnutrition (PEM), as shown in Table 5. These were derived from a pooled cohort analysis by Olofin and colleagues. ${ }^{5}$

Table 4: Input data counts for Child growth failure relative risk models

| Input data | Exposure |
| :--- | :---: |
| Source count (total) | 1 |

There is a high degree of correlation between stunting, wasting, and underweight. Failing to account for their covariance and assuming independence would overestimate the total burden significantly. This is the main reason that GBD 2010 only included childhood underweight. In GBD 2013, a method was developed to adjust observed RRs of Olofin and colleagues by simulating the joint distribution of the three indicators using the distribution of each indicator and covariance between indicators in the countries included in the meta-analysis (extracted from Demographic and Health Survey (DHS) microdata). ${ }^{4}$ Based on the analysis done by McDonald and colleagues, we assumed there is an interaction between the three indicators, and extracted the interaction terms from the corresponding analysis. We calculated the adjusted RRs by minimising the error between observed crude RRs (from meta-analysis) and expected crude RRs derived from adjusted RRs.

Of historical note, upper respiratory infections and otitis media were included as outcomes in the GBD 2013 risk analysis, based on the "analogy" causal criterion, assuming there is similar pathway as LRI outcome. However, closer review for GBD 2015 did not find sufficient evidence to support their inclusion and they were excluded, a decision that was carried forward into GBD 2016. We also attributed $100 \%$ of PEM to childhood wasting and underweight but not stunting. To build on the existing literature base for GBD on risk-outcome pairs, a literature search was conducted for GBD 2017 searching for case-control studies published after January 1, 1985 did not return any sources that were usable.

Table 5: Adjusted RRs for each risk-outcome pair for child growth failure

| Outcome | Stunting | Wasting | Underweight |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Diarrhoea | $<-1:$ | $1.111(1.023-1.273)$ | $<-1:$ | $6.601(2.158-11.243)$ | $<-1:$ |
|  | $<-2:$ | $1.222(1.067-1.5)$ | $<-2:$ | $23.261(9.02-35.845)$ | $<-2:$ |
|  | $<-3:$ | $1.851(1.28-2.699)$ | $<-3:$ | $105.759(42.198-157.813)$ | $<-3:$ |
|  |  | $2.332(2.076-2.802)$ |  |  |  |


| Lower respiratory infections (LRI) | $\begin{array}{ll} \hline-1: & 1.125(0.998-1.655) \\ <-2: & 1.318(1.014-2.165) \\ <-3: & 2.355(1.15-5.114) \end{array}$ | $\begin{array}{ll} <-1: & 5.941(1.972-11.992) \\ <-2: & 20.455(70.84-37.929) \\ <-3: & 47.67(15.923-94.874) \end{array}$ | $\begin{array}{ll} <-1: & 1.145(1.044-1.364) \\ <-2: & 1.365(1.215-1.755) \\ <-3: & 2.593(1.908-4.39) \end{array}$ |
| :---: | :---: | :---: | :---: |
| Measles | $\begin{array}{ll} l-1: & 1.103(0.861-1.719) \\ <-2: & 1.54(1.029-3.222) \\ <-3: & 2.487(1.129-6.528) \\ \hline \end{array}$ | $\begin{array}{ll} \hline<-1: & 1.833(0.569-8.965) \\ <-2: & 8.477(1.33-42.777) \\ <-3: & 37.936(5.088-199.126) \\ \hline \end{array}$ | $\begin{array}{ll} \hline<-1: & 0.995(0.5-1.726) \\ <-2: & 2.458(1.26-5.118) \\ <-3: & 5.668(1.767-12.414) \end{array}$ |
| Protein-energy malnutrition | 0\% PAF | 100\% PAF | 100\% PAF |
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## Input data and methodological summary

Short gestational age and low birthweight are highly correlated risk factors associated with poor child health outcomes. The "low birthweight and short gestation" (LBWSG) risk factor quantifies the burden of disease attributable to increased risk of death and disability due to 1) less than ideal birthweight ("low birthweight") and 2) shorter than ideal length of gestation ("short gestation").

Generally, within GBD, attributable burden is estimated separately for each individual risk factor. However, within the global health community, the combined burden attributable to multiple risk factors is of general interest. In GBD, attributable burden due to multiple risk factors is typically estimated through a "mediation analysis" that is applied after independent estimation of each risk factor's exposure, relative risk, theoretical minimum risk exposure level (TMREL), and population attributable fraction (PAF). In the mediation analysis, a "mediation factor" adjusts the PAF of each risk factor by the amount of attributable burden mediated through the other GBD risk factors. While mediation analysis is the standard approach in GBD used to estimate combined attributable burden, direct quantification of the joint exposure, relative risk, and PAF of the combined risk factors is a conceptually more straightforward analysis. However, in practice, data informing joint exposure and relative risk of multiple risk factors is typically scarce.

In GBD 2016, LBWSG became the first (and, as of GBD 2019, only) group of GBD risk factors in which combined attributable burden is quantified by direct estimation of the joint exposure, relative risk, TMREL, and PAF of multiple risk factors. Compared to other risk factor groups in GBD, the data needed to estimate the joint exposure and joint relative risk of birthweight and gestational age are relatively abundant, as birthweight and gestational age are commonly reported together. LBWSG was also an appealing candidate to pilot joint direct estimation because the combined burden attributable to birthweight and gestational age, as well as the separately attributable burden due to birthweight or gestational age, are both of interest to the global health community.

After first directly estimating the joint exposure, relative risk, TMREL, and PAF of birthweight and gestational age together, we then separate out the independent PAFs due to birthweight only or gestational age only. Because of this modelling strategy, the joint GBD risk factor quantifying the burden of disease due to both less than ideal birthweight ("low birthweight") and shorter than ideal gestational age ("short gestation") is grouped into a single "parent" risk factor termed "low birthweight and short gestation". LBWSG is disaggregated into two "child" risk factors: "low birthweight for gestation" and "short gestation for birthweight". Low birthweight for gestation quantifies the burden of disease attributable to less than ideal birthweight, after adjusting for the influence of gestational age. Likewise, short gestation for birthweight quantifies the burden of disease attributable to shortened gestational age, after adjusting for the influence of birthweight.

Ideally, the model for joint exposure and joint relative risk would be fully continuous. To simplify the computation for the analysis, a grid of 500-gram and 2-week units ("bins") is used as the LBWSG dimensions and to approximate a fully continuous joint distribution model (see Figure 1).

Figure 1: Fully continuous analysis of joint gestational age and birthweight (left) is approximated with a grid of birthweight and gestational age with 500-gram and 2-week "bins" (right)


## Case definition

"Low birthweight" has historically referred to any birthweight less than 2500 grams, dichotomising birthweight into two categories: "normal" and "low". In the context of the GBD LBWSG risk factor, low birthweight refers to any birthweight less than the birthweight TMREL (the birthweight that minimises risk at the population level). Because LBWSG is estimated in a grid of 500 -gram and 2-week bins, any 500 -gram birthweight unit less than the TMREL, which was determined as $[38,40$ ) weeks and $[3500$, 4000) g for the LBWSG parent risk factor, is considered "low birthweight". This includes, for example, birthweight of $[2500,3000$ ) grams, which the traditional, dichotomous definition of "low birthweight" would not include.

Like birthweight, gestational age is typically classified into broad categories. "Preterm" is used to describe any newborn baby born less than 37 completed weeks of gestation. In the GBD context, "short gestation" is used to refer to all gestational ages below the gestational age TMREL.

LBWSG is paired with the outcomes listed in Table 1 and is only attributed to burden in the early and late neonatal period.

Table 1: Cause list of outcomes for low birthweight and short gestation
Cause name

| Diarrhoeal diseases |
| :--- |
| Lower respiratory infections |
| Upper respiratory infections |
| Otitis media |
| Pneumococcal meningitis |
| H influenzae type B meningitis |
| Meningococcal meningitis |
| Other meningitis |
| Encephalitis |


| Neonatal preterm birth complications |
| :--- |
| Neonatal encephalopathy due to birth asphyxia and trauma |
| Neonatal sepsis and other neonatal infections |
| Haemolytic disease and other neonatal jaundice |
| Other neonatal disorders |
| Sudden infant death syndrome |

## Exposure

In LBWSG, exposure refers to the portion of the joint distribution of gestational age and birthweight less than the TMREL, by location/year/sex (l/y/s), from birth to the end of the neonatal period. Modelling LBWSG exposure can be summarised in three steps:
A. Model univariate gestational age and birthweight distributions at birth, by $\mathrm{l} / \mathrm{y} / \mathrm{s}$
B. Model joint distributions of gestational age and birthweight at birth, by l/y/s
C. Model joint distributions from birth to the end of the neonatal period, by l/y/s

Table 2: Analytic steps in estimation of YLDs due to preterm birth

|  | Summary of exposure modelling strategy |
| :---: | :---: |
| Step A <br> Model univariate distributions at birth | 1. Model mean gestational age, prevalence of gestational age <28 weeks, and prevalence of gestational age <37 weeks, by l/y/s <br> 2. Model mean birthweight and prevalence of birthweight <2500 grams, by l/y/s <br> 3. Model univariate gestational age and birthweight distributions separately at birth, by $1 / \mathrm{y} / \mathrm{s}$ |
| Step B <br> Model joint distributions at birth | 1. Use copulae to model the correlation structure of the joint distribution of gestational age and birthweight, globally <br> 2. Model the joint distribution of gestational age and birthweight, by location/year/sex at birth, by applying the globally modelled correlation structure to the location/year/sex-specific univariate models of gestational age and birthweight distributions |
| Step C <br> Model joint distributions from birth to 28 days | 1. Model all-cause mortality rates by gestational age and birthweight <br> 2. Model gestational age and birthweight distributions of surviving neonates for all $\mathrm{I} / \mathrm{y} / \mathrm{s}$ from birth to end of the neonatal period, using allcause mortality rates by gestational age and birthweight |

Input data and data processing
Input data needed to model univariate gestational age and birthweight distributions at birth (Step A) are:

- Prevalence of preterm birth (<37 weeks), by I/y/s
- Prevalence of preterm birth (<28 weeks), by l/y/s
- Mean gestational age, by l/y/s
- Gestational age microdata
- Prevalence of low birthweight (<2500 grams), by I/y/s
- Mean birthweight, by $\mathrm{I} / \mathrm{y} / \mathrm{s}$
- Birthweight microdata

To model joint distributions of gestational age and birthweight (Step B), joint microdata of gestational age and birthweight are also required. Additional inputs to modelling joint distributions from birth to 28 days (Step C) are all-cause mortality by $\mathrm{I} / \mathrm{y} / \mathrm{s}$ and joint birthweight and gestational age microdata linked to mortality outcomes.

Prevalence of extremely preterm birth (<28 weeks) and preterm birth (<37 weeks) were modelled using vital registration, survey, and clinical data. For the preterm models, only inpatient and insurance claims data were included from clinical informatics datasets; outpatient data were excluded because they were more likely to capture repeated visits by the same child rather than unique visits. Prevalence of low birthweight (<2500 grams) was modelled using only vital registration and survey data.

## Literature review

Before GBD 2016, available preterm birth data were sourced by a technical working group. In GBD 2016 and GBD 2017, we conducted systematic reviews to identify additional sources beyond the data already used in the models. The PubMed database was searched using the following search string:
((("Infant, Premature"[Mesh] OR ("infant"[All Fields] AND "premature"[All Fields]) OR "premature infant"[All Fields] OR ("preterm"[All Fields] AND "infant"[All Fields]) OR "preterm infant"[All Fields] OR ("infant, newborn"[MeSH Terms] OR ("infant"[All Fields] AND "newborn"[All Fields]) OR "newborn infant"[All Fields] OR ("newborn"[All Fields] AND "infant"[All Fields])) AND (premature[All Fields] OR preterm[All Fields]) OR "premature birth"[MeSH Terms] OR ("premature"[All Fields] AND "birth"[All Fields]) OR "premature birth"[All Fields] OR ("preterm"[All Fields] AND "birth"[All Fields]) OR "preterm birth"[All Fields]) ((("Infant, Premature"[Mesh] OR ("infant"[All Fields] AND "premature"[All Fields]) OR "premature infant"[All Fields] OR ("preterm"[All Fields] AND "infant"[All Fields]) OR "preterm infant"[All Fields] OR ("infant, newborn"[MeSH Terms] OR ("infant"[All Fields] AND "newborn"[All Fields]) OR "newborn infant"[All Fields] OR ("newborn"[All Fields] AND "infant"[All Fields])) AND (premature[All Fields] OR preterm[All Fields]) OR "premature birth"[MeSH Terms] OR ("premature"[All Fields] AND "birth"[All Fields]) OR "premature birth"[All Fields] OR ("preterm"[All Fields] AND "birth"[All Fields]) OR "preterm birth"[All Fields]) AND ("1985"[PDAT] : "3000"[PDAT]) AND "humans"[MeSH Terms].

The exclusion criteria were: studies that did not provide primary data on epidemiological parameters, non-representative studies (eg, only high-risk pregnancies), and reviews. Table 3 shows the search hits, number of full-texts reviewed, and number of extracted sources.

Table 3. LBWSG search hits, full-text review, extracted sources

| Search | Hits | Full-text review | Extracted | Search date |
| :--- | :--- | :--- | :--- | :--- |
| GBD 2017 | 16174 | 2200 | 154 | $6 / 6 / 2017$ |

Table 4. Input data for exposure models

| Input data | Exposure |
| :--- | :---: |


| Source count (total) | 1695 |
| :--- | :--- |
| Number of countries with data | 161 |

## Data processing

Starting in GBD 2019, as was the case with all other non-fatal analyses, we applied empirical age and sex ratios from previous GBD 2019 Decomposition 1 models to disaggregate observations that did not entirely fit in one GBD age category or sex. Ratios were determined by dividing the result for a specific age and sex by the result for the aggregate age and sex specified in a given observation. It is our intention to update this splitting process annually.

Low birthweight (<2500 grams) data were extracted from literature, vital registration systems, and surveys. DHS survey data were observed to have high missingness; to correct for the missingness, birthweight was imputed using the Amelia II (Version 1.7.6) package in R. Birthweight was predicted using standard Amelia imputation methods from the following variables also in the DHS surveys: urbanicity, sex, birthweight recorded on card, birth order, maternal education, paternal education, child age, child weight, child height, mother's age at birth, mother's weight, shared toilet facility, and household water treated.
"Crosswalking", or the process of reducing non-random bias by adjusting non-standard data to the likely value had the data been "gold-standard", was used to process data in the extremely preterm (<28 weeks) and preterm (<37 weeks) models. All preterm crosswalks were done using meta-regression regularized, Bayesian, trimmed (MR-BRT). Insurance claims data in extremely preterm (<28 weeks) data were adjusted to vital registration data. Insurance claims data and inpatient data were also adjusted to vital registration in preterm (<37 weeks) conditions. The crosswalk for inpatient data had a spline on the prevalence of inpatient data. Once all claims and inpatient preterm (<37 weeks) data were adjusted, low birthweight data were crosswalked to post-claims and inpatient preterm (<37 weeks) data. If low birthweight data in countries that were 1) categorised as "data-rich" locations in cause-of-death modelling or had at least ten consecutive years of vital registration data recording gestational age and 2) had both preterm birth and low birthweight data, crosswalked low birthweight data were outliered so that the model was informed only by the gestational age data.

Table 5. MR-BRT VR-insurance claims crosswalk adjustment factor for extremely preterm birth (<28 weeks of gestation)

| Data input | Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, <br> log <br> $(95 \% \mathrm{Cl})$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Vital registration | Reference | 0.00 | --- | --- |
| Insurance claims | Alt |  | $-0.651(-0.602,-$ <br> $0.699)$ | $0.521(0.500$, <br> $0.548)$ |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

Table 6. MR-BRT VR-insurance claims crosswalk adjustment factor for preterm birth (<37 weeks of gestation)

| Data input | Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, <br> $\log$ <br> $(95 \% ~ C I)$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Vital registration | Reference | 0.16 | --- | --- |
| Insurance claims | Alt |  | $-0.728(-0.705,-$ <br> $0.752)$ | $0.483(0.471$, <br> $0.494)$ |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

Figure 2: MR-BRT clinical inpatient data crosswalk with spline on prevalence of preterm birth


Table 7. MR-BRT preterm birth-low birthweight crosswalk adjustment factor for neonatal preterm birth (<37 weeks of gestation)

| Data input | Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, <br> $\log$ <br> $(95 \% \mathrm{Cl})$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Preterm birth | Reference | 0.41 | --- | --- |


| Low birthweight | Alt |  | $-0.0974(-0.0807,-$ <br> $0.1161)$ | $0.907(0.890$, <br> $0.922)$ |
| :--- | :--- | :--- | :--- | :--- |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

## Modelling strategy

## Step A: Model univariate birthweight and gestational age distributions at birth, by l/y/s

Microdata are the ideal data source for modelling distributions; however, microdata are not widely available for birthweight and are scarcer for gestational age. Categorical prevalence data are more readily available from a wider range of locations and years for low birthweight ( $<2500 \mathrm{~g}$ ), extremely preterm (<28 weeks of gestation), and preterm birth (<37 weeks of gestation). Because categorical prevalence has wider availability than microdata, we use prevalence data to assist in modelling birthweight and gestational age ensemble distributions.

Ensemble distribution models can be constructed with three pieces of information: mean of the distribution, variance of the distribution, and the weights of the distributions being ensemble. To model mean and variance for all $I / \mathrm{y} / \mathrm{s}$ for birthweight and gestational age, we first used spatiotemporal Gaussian process regression (ST-GPR) models to model prevalence of low birthweight, extremely preterm, and preterm birth for all I/y/s at birth. To model mean birthweight for all I/y/s, OLS linear regression was used to regress mean birthweight on log-transformed low birthweight prevalence. This model was then used to predict mean birthweight for all $\mathrm{I} / \mathrm{y} / \mathrm{s}$, using the prevalence of low birthweight (<2500 grams) modelled for all I/y/s in ST-GPR. Similarly, to model gestational age mean for all I/y/s, OLS linear regression model was used to regress mean gestational age on log-transformed preterm prevalence. Mean gestational age for all I/y/s was predicted using the preterm birth (<37 weeks) estimated modelled in ST-GPR.

Global ensemble weights for gestational age were derived by using a 3 million sample of all available gestational age and birthweight microdata in Table 8 to select the ensemble weights. The two distribution families that received the highest weights were the Weibull (43\%) and log-logistic (21\%) distributions. Global ensemble weights for birthweight were derived using a 3 million sample of all available microdata in Table 8, in addition to birthweight microdata available primarily through the DHS and MICS surveys. The four distribution families that received the highest weights were the mirror gamma (31\%), log-logistic (19\%), normal (10\%), and mirror gumbel (10\%) distributions.

For each $I / y / s$, given the mean and ensemble weights, the variance was optimised to minimise error on the prevalence of preterm birth (<37 weeks) for the gestational age distribution and prevalence of low birthweight (<2500 grams) for the birthweight distribution.

## Step B: Model joint birthweight and gestational age distributions at birth, by I/y/s

In order to model the joint distribution of gestational age and birthweight from separate distributions, information was needed about the correlation between the two distributions. Distributions of gestational age and birthweight are not independent; the Spearman correlation for each country where
joint microdata were available (Table 8), pooling across all years of data available, ranged from 0.25 to 0.49 . The overall Spearman correlation was 0.38 , pooling across all countries in the dataset.

Table 8. Summary of microdata inputs

| Location | Years of <br> data | Total <br> births* | Format of <br> data | Spearman <br> correlation | Used in <br> ensemble <br> weight <br> selection | Used in <br> copula <br> parameter <br> selection | Used in <br> relative risk <br> models |
| ---: | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| BRA | 2016 |  |  | Yes | Yes | No |  |
| ECU | $2003-2015$ | $2,473,039$ | Microdata | 0.34 | Yes | Yes | No |
| ESP | $1990-2014$ | $8,537,220$ | Microdata | 0.42 | Yes | Yes | No |
| JPN | $1995-2015$ | $23,644,506$ | Tabulations | 0.41 | No | No | Yes |
| MEX | $2008-2012$ | $10,256,117$ | Microdata | 0.35 | Yes | Yes | No |
| NOR | $1990-2014$ | $1,489,210$ | Microdata | 0.44 | Yes | Yes | Yes |
| NZL | $1990-2016$ | $1,600,501$ | Microdata | 0.25 | Yes | Yes | Yes |
| SGP | $1993-2015$ | 972,775 | Tabulations | 0.41 | No | No | Yes |
| TWN | $1998-2002$ | $1,331,760$ | Tabulations | 0.38 | No | No | Yes |
| URY | $1996-2014$ | 698,622 | Microdata | 0.49 | Yes | Yes | No |
| USA | $1990-2014$ | $81,929,879$ | Microdata | 0.38 | Yes | Yes | Yes |

* Pooled across all years and sexes, excluding data missing year of birth, gestational age, or birthweight

Joint distributions between the birthweight and gestational age marginal distributions were modelled with copulae. The Copula and VineCopula packages in $R$ were used to select the optimal copula family and copula parameters to model the joint distribution, using joint microdata from the country-years in Table 8. The copula family selected from the microdata was "Survival BB8", with theta parameter set to 1.75 and delta parameter set to 1 .

The joint distribution of birthweight and gestational age per location-year-sex was modelled using the global copula family and parameters selected and the location-year-sex gestational age and birthweight distributions. The joint distribution was simulated 100 times to capture uncertainty. Each simulation consisted of 10,000 simulated joint birthweight and gestational age datapoints. Each joint distribution was divided into 500 g by 2 -week bins to match the categorical bins of the relative risk surface. Birth prevalence was then calculated for each 500 g by 2 -week bin.

Step C: Model joint distributions from birth to the end of the neonatal period, by l/y/s
Early neonatal prevalence and late neonatal prevalence were estimated using life table approaches for each 500 g and 2 -week bin. Using the all-cause early neonatal mortality rate for each location-year-sex, births per location-year-sex-bin, and the relative risks for each location-year-sex-bin in the early neonatal period, the all-cause early neonatal mortality rate was calculated for each location-year-sexbin. The early neonatal mortality rate per bin was used to calculate the number of survivors at seven days and prevalence in the early neonatal period. Using the same process, the all-cause late neonatal mortality rate for each location-year-sex was paired with the number of survivors at seven days and late neonatal relative risks per bin to calculate late neonatal prevalence and survivors at 28 days.

## Relative risks \& theoretical minimum-risk exposure level

## Causes

The available data for deriving relative risk was only for all-cause mortality. The exception was the USA linked infant birth-death cohort data, which contained three-digit ICD causes of death, but also had nearly $30 \%$ of deaths coded to causes that are ill-defined, or intermediate, in the GBD cause classification system. We analysed the relative risk of all-cause mortality across all available sources and selected outcomes based on criteria of biological plausibility. Some causes, most notably congenital birth defects, haemoglobinopathies, malaria, and HIV/AIDS, were excluded based on the criteria that reverse causality could not be excluded.

## Input data

In the Norway, New Zealand, and USA Linked Birth/Death Cohort microdata datasets, livebirths are reported with gestational age, birthweight, and an indicator of death at 7 days and 28 days. For this analysis, gestational age was grouped into two-week categories, and birthweight was grouped into 500gram categories. The Taiwan, Japan, and Singapore datasets were prepared in tabulations of joint 500gram and two-week categories. A pooled country analysis of mortality risk in the early neonatal period and late neonatal period by "small for gestational age" category in developing countries in Asia and subSaharan Africa were also used to inform the relative risk analysis.

Table 9: Input data for relative risk models

| Input data | Relative Risk |
| :--- | :--- |
| Source count (total) | 113 |
| Number of countries with data | 6 |

## Modelling strategy

For each location, data were pooled across years, and the risk of all-cause mortality at the early neonatal period and late neonatal period at joint birthweight and gestational age combinations was calculated. In all datasets except for the USA, sex-specific data were combined to maximise sample size. The USA analyses were sex-specific. To calculate relative risk at each 500 -gram and two-week combination, logistic regression was first used to calculate mortality odds for each joint two-week gestational age and 500-gram birthweight category. Mortality odds were smoothed with Gaussian process regression, with the independent distributions of mortality odds by birthweight and mortality odds by gestational age serving as priors in the regression.

A pooled country analysis of mortality risk in the early neonatal period and late neonatal period by SGA category in developing countries in Asia and sub-Saharan Africa were also converted into 500 -gram and two-week bin mortality odds surfaces. The relative risk surfaces produced from microdata and the Asia and Africa surfaces produced from the pooled country analysis were meta-analysed, resulting in a metaanalysed mortality odds surface for each location. The meta-analysed mortality odds surface for each location was smoothed using Gaussian process regression and then converted into mortality risk. To calculate mortality relative risks, the risk of each joint two-week gestational age and 500-gram birthweight category were divided by the risk of mortality in the joint gestational age and birthweight category with the lowest mortality risk.

For each of the country-derived relative risk surfaces, the 500-gram and two-week gestational age joint bin with the lowest risk was identified. This bin differed within each country dataset. To identify the universal 500-gram and two-week gestational age category that would serve as the universal TMREL for our analysis, we chose the bins that was identified to be the TMREL in each country dataset to contribute to the universal TMREL. Therefore, the joint categories that served as our universal TMREL for the LBWSG risk factor were "38-40 weeks of gestation and 3500-4000 grams", "38-40 weeks of gestation and 4000-4500 grams", and "40-42 weeks of gestation and 4000-4500 grams". As the joint TMREL, all three categories were assigned to a relative risk equal to 1.

## PAF calculations

The total PAF for the low birthweight and short gestation joint risk factor was calculated by summing the PAF calculated from each $500 \mathrm{~g} x$ two-week category, with the lowest risk category among all the $500 \mathrm{~g} x$ two-week categories serving as the TMREL. The equation for calculating PAF for each $500 \mathrm{~g} x$ two-week category is:

$$
P A F_{\text {joasgt }}=\frac{\sum_{x=1}^{u} R R_{\text {joast }}(x) P_{\text {jasgt }}(x)-R R_{\text {joasg }}\left(T M R E_{\text {jas }}\right)}{\sum_{x=1}^{u} R R_{\text {joas }}(x) P_{\text {jasgt }}(x)}
$$

To calculate the PAFs for the univariate risks ('short gestation for birthweight' and 'low birth weight for gestation'), relative risks are first weighted by global exposure in 2019, summed across one of the dimensions (gestational age or birth weight), and then rescaled by the maximum RR in the TMREL block (38-42 weeks of gestation and 3500-4500 grams). Any RR less than 1 was set to 1 . Exposure was also summed across the same dimension, and the univariate PAF equalled the sum of the product of the weighted RRs and exposures.

## References
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## Iron deficiency

## Flowchart



## Input data and methodological summary

## Case definition

Iron deficiency in the GBD risk factors analysis is defined as inadequate iron to meet the body's needs. Exposure is quantified in terms of mean haemoglobin concentration at the population level from the cumulative effect of all causes that lead to iron deficiency. This is distinct from the GBD cause of "dietary iron deficiency" that only includes the subset of anaemia that is due to inadequate intake of elemental iron and excludes other diseases that manifest as iron deficiency (eg, maternal haemorrhage, uterine fibroids, menstrual disorders, hookworm, schistosomiasis, gastritis and duodenitis, inflammatory bowel disease, etc.).

The tables below provide a summary of data inputs for iron deficiency.
Table 1: Data inputs for exposure for iron deficiency.

| Input data | Exposure |
| :--- | :---: |
| Source count (total) | 683 |
| Number of countries with data | 153 |

Table 2: Data inputs for relative risks for iron deficiency ${ }^{3}$.

| Input data | Relative risk |
| :--- | :---: |
| Source count (total) | 1 |
| Number of countries with data | 1 |

## Modelling strategy

Iron deficiency was quantified as an output of the GBD Anaemia Causal Attribution framework. The GBD anaemia model has two main steps - estimation of the anaemia envelope and causal attribution - both of which inherently impact estimates of iron deficiency. See the methodological description of "Anaemia (impairment)" for detailed description of the analytic approach and inputs.

Briefly, the first step is estimating the anaemia envelope - the prevalence of mild, moderate, and severe anaemia prevalence for each GBD location, age group, sex, and year. The inputs to the envelope model are mean and standard deviation (SD) of haemoglobin concentration, each of which are modeled in STGPR. Individual-level data sources are then used to develop a set of ensemble distribution weights using method of moments, which are then paired with mean and SD model results to produce estimates of the entire distribution of haemoglobin for each population group. A population group is a specific geography, sex, age group, and year combination. The second step is anaemia causal attribution, the approach for which was revised in GBD 2019 to, instead of Bayesian contingency table modelling, generate counterfactual haemoglobin distributions for each cause of anaemia based on the cause-level prevalence (or incidence, in the case of maternal haemorrhage) estimates from the respective GBD analyses and cause-specific haemoglobin shifts that were determined via meta-analysis for each cause. The counterfactual distribution methods used the same ensemble distribution weights as the overall anaemia envelope because there are inadequate data to guide alternate distributions for each subcause. Mild, moderate, and severe anaemia were assigned to each cause based on the difference between the counterfactual and observed haemoglobin distributions in each population group. The sum of severity-specific prevalence was then summed to match the total, with a minimum residual of $10 \%,{ }^{1,2}$ and then the remainder was distributed between five GBD causes using fixed proportion redistribution methods: 1) dietary iron deficiency (GBD cause), 2) other haemoglobinopathies and haemolytic anaemias, 3) other infectious diseases, 4) other neglected tropical diseases, and 5) endocrine, metabolic, blood, and immune disorders.

Iron-deficiency exposure for GBD risk factors analysis is the haemoglobin concentration for each population group for all diseases and injuries that manifest with iron deficiency. This was operationalised by using the observed haemoglobin concentration in each population as the actual exposure and then calculating a separate TMREL for each population group as described below.

## Theoretical minimum-risk exposure level

The implied mean haemoglobin in the absence of iron deficiency is the theoretical minimum risk exposure level. This was calculated by summing cause-specific haemoglobin shift times prevalence for all causes classified as iron-responsive and then adding that sum to the observed haemoglobin concentration for each population group.

## Relative risk

We attribute $100 \%$ of iron-deficiency anaemia to iron deficiency. Data directly linking iron deficiency to other outcomes is sparse. The CHERG iron report ${ }^{3}$ presents data supporting low haemoglobin as a risk factor for maternal outcomes. This evidence was used as a proxy for assigning the corresponding relative risks from that report to all maternal outcomes. No other outcomes were identified as having sufficient evidence of causal relationship with iron deficiency.
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## Vitamin A deficiency

## Flowchart



Input data and methodological summary

## Case definition

## Exposure

For GBD 2019, vitamin A deficiency is defined as serum retinol $<70 \mu \mathrm{~mol} / \mathrm{L}$. We examined vitamin A deficiency as a risk factor in children aged 6 months to 5 years.

## Input data

For GBD 2019, we used data from the WHO Vitamin and Mineral Nutrition Information System, health surveys such as DHS and MICS, and studies identified through literature review for the vitamin A deficiency model. We used data from the UNICEF State of the World's Children database and DHS and MICS surveys for the vitamin A supplementation model. Tables 1 and 2 provide a summary of data inputs for vitamin A deficiency risk factor modeling. A systematic review was last conducted for GBD 2013. The PubMed search terms were: ((vitamin A deficiency[Title/Abstract] AND prevalence[Title/Abstract]) AND ("2009"[Date - Publication] : "2013"[Date - Publication])). Exclusion criteria were:

1. Studies that were not population-based, eg, hospital or clinic-based studies
2. Studies that did not provide primary data on epidemiological parameters, eg, commentaries
3. Review articles
4. Case series
5. Self-reported cases

Table 1: Data inputs for exposure for vitamin A deficiency.

| Input data | Exposure |
| :--- | :---: |
| Site-years (total) | 274 |
| Number of countries with data | 96 |

Table 2: Data inputs for relative risks for vitamin A deficiency.

| Input data | Relative risk |
| :--- | :---: |
| Source count (total) | 16 |
| Number of countries with data | 12 |

## Modelling strategy

Exposure model

The steps of the modelling strategy for GBD 2019 remained consistent those used in GBD 2017, however several step-specific updates were made. Broadly the strategy consists of three steps, beginning with a model of vitamin A supplementation coverage. The supplementation estimates are then used as a location-level covariate to guide prevalence estimates of overall vitamin A deficiency.

To ensure we are using as much information as possible, and therefore maximise the data basis of our estimates, we first model vitamin A supplementation. The case definition for the supplementation model is the proportion individuals who received at least one dose of vitamin $A$ in the previous six months; although the typical metric on which supplementation is tracked is $2+$ doses of vitamin $A$ in the previous 12 months for children under 5 years, most existing health surveys do not routinely provide sufficient information to calculate it. In GBD 2019, the supplementation model was moved to ST-GPR to achieve a better time trend that accounts for the introduction of supplementation programs in the late 1990s. Additionally, vitamin A supplementation was previously modeled as an all-age and both-sex indicator with the proportion of children 6-59 months of age who received at least one dose of vitamin A in the previous six months as the case definition. In an effort to capture the effect of supplementation programs on the prevalence of deficiency across age-specific groups, we modeled vitamin A supplementation as an age and sex-specific indicator for GBD 2019 so that high coverage would be restricted to children 6-59 months who are targeted in supplementation campaigns. As in GBD 2017, we used the natural log of lag-distributed income per capita (LN-LDI) as a location-level covariate to inform supplementation estimates where data were absent.

Second, we estimated the age- and sex-specific prevalence of vitamin A deficiency (serum retinol < 0.7 $\mu \mathrm{mol} / \mathrm{L})$. This year we updated the deficiency data processing steps to include a separate sex ratio model (using MR-BRT) and a separate age pattern model (using DisMod) which were used to split bothsex and all-age data prior to modeling. As with the supplementation model, we moved vitamin A deficiency to ST-GPR to utilize its superior time trends. The age-specific stunting SEV was added as a location-level covariate for the vitamin A deficiency ST-GPR model, alongside the three used last year: sociodemographic index, the availability of retinol activity equivalent (rae) units in foods, and (newly updated) vitamin A supplementation.

## Theoretical minimum risk exposure

The theoretical minimum risk exposure is that the prevalence of vitamin A deficiency is zero.

## Relative risk

The relative risk data were updated in GBD 2017 to reflect studies included in the most recently published systematic review by Imdad and colleagues. 1 In GBD 2019, we revisited the underlying studies reported in this analysis and re-analysed and evaluated the evidence on vitamin A deficiency as a risk factor for diarrhoea, measles, and lower respiratory infections using MR-BRT. Lower respiratory infections were removed as an outcome due to insufficient evidence, and the relative risks for diarrhoea and measles were updated. Additionally, in our updated analysis, we found no significant relationship between background vitamin A deficiency prevalence and the magnitude of the relative risk. Thus, in GBD 2019, we no longer adjust RRs for background vitamin A deficiency prevalence.

| Cause | GBD 2017 RR | GBD 2019 RR | Include in GBD 2019 |
| :--- | :---: | :---: | :---: |
| Diarrhoea | $2.35(2.17-2.54)$ | $1.14(1.03,1.26)$ | Yes |
| Measles | $2.76(2.01-3.78)$ | $1.39(1.03,1.90)$ | Yes |
| Lower respiratory <br> infections (LRI) | $1.23(1.03-1.48)$ | $1.05(0.98,1.12)$ | No |
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## Zinc deficiency

## Input data and methodological summary

## Definition

## Exposure

Exposure to zinc deficiency is defined as consumption of less than 2.5 milligrams of zinc per day among children between the ages of 1 and 4 years old.

## Input data

We used dietary data from nationally and subnationally representative nutrition surveys, food frequency questionnaires, and United Nations FAO Supply and Utilization Accounts to estimate the mean intake of zinc at the population level.

Table 1: Data inputs for exposure for zinc deficiency.

| Input data | Exposure |
| :---: | :---: |
| Source count (total) | 28 |
| Number of countries with data | 175 |

Table 2: Data inputs for relative risks for zinc deficiency.

| Input data | Relative risk |
| :---: | :---: |
| Source count (total) | 20 |
| Number of countries with data | 8 |

As with the rest of the dietary risks, the gold-standard data source are 24-hour dietary recall surveys, and we perform a bias adjustment to crosswalk alternate definitions to dietary recall. In GBD 2019, we updated the crosswalk regression to utilise MR-BRT.

Table 3: MR-BRT crosswalk adjustment factors for zinc deficiency

| Sex | Data input | Reference or alternative case definition | Gamma | Beta coefficient, log (95\% CI) | Adjustment factor* |
| :---: | :---: | :---: | :---: | :---: | :---: |
| --- | DR | Ref | 0.41 | --- | --- |
| Male | FAO | Alt |  | 0.58 (-0.26,1.42) | 0.56 (0.77,4.15) |
| Female | FAO | Alt |  | 0.57 (-0.26,1.41) | 0.56 (0.77,4.11) |
| Male | FFQ | Alt |  | 0.64 (-0.3,1.51) | 0.53 (0.74,4.53) |
| Female | FFQ | Alt |  | 0.63 (-0.32,1.51) | 0.53 (0.73,4.52) |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

## Modelling strategy

## Exposure model

For GBD 2019, we first used a spatiotemporal Gaussian process regression (ST-GPR) framework to estimate the mean intake of zinc by age, sex, country, and year. To assist with estimation for locations and years without data, we used the lag-distributed income and energy availability (kcal) of that location-year as a covariate. Using the method described in the dietary risks section, we characterised the distribution of zinc intake for children between ages of 1 and 4 years old and then integrated to determine the proportion of the children with intake of less than 2.5 milligrams of zinc per day.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure is that the prevalence of zinc deficiency is zero.

## Relative risk

In GBD 2019, we revisited the most recent meta-analysis evaluating the effects of zinc supplementation on disease endpoints. Specifically, we re-analysed and evaluated the evidence of zinc deficiency as a risk factor for diarrhoea and lower respiratory infections (GBD 2017 outcomes) using MR-BRT. Lower respiratory infections were removed as an outcome due to insufficient evidence, and the relative risks for diarrhoea were updated. Additionally, in our updated analysis, we found no significant relationship between background zinc deficiency prevalence and the magnitude of the relative risk. Thus, in GBD 2019, we did not adjust the relative risk of diarrhoea for background zinc deficiency prevalence.

## Smoking



Input data and methodological summary

## Definition

## Exposure

As in GBD 2017, we estimated the prevalence of current smoking and the prevalence of former smoking using data from cross-sectional nationally representative household surveys. We defined current smokers as individuals who currently use any smoked tobacco product on a daily or occasional basis. We defined former smokers as individuals who quit using all smoked tobacco products for at least six months, where possible, or according to the definition used by the survey.

## Input data

Our extraction method has not changed from GBD 2017. We extracted primary data from individuallevel microdata and survey report tabulations. We extracted data on current, former, and/or ever smoked tobacco use reported as any combination of frequency of use (daily, occasional, and unspecified, which includes both daily and occasional smokers) and type of smoked tobacco used (all smoked tobacco, cigarettes, hookah, and other smoked tobacco products such as cigars or pipes),
resulting in 36 possible combinations. Other variants of tobacco products, for example hand-rolled cigarettes, were grouped into the four type categories listed above based on product similarities.

For microdata, we extracted relevant demographic information, including age, sex, location, and year, as well as survey metadata, including survey weights, primary sampling units, and strata. This information allowed us to tabulate individual-level data in the standard GBD five-year age-sex groups and produce accurate estimates of uncertainty. For survey report tabulations, we extracted data at the most granular age-sex group provided.

Table 1: Data inputs for exposure for smoking.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 3439 |
| Number of countries with data | 201 |

Table 2: Data inputs for relative risks for smoking.

| Input data | Relative risk |
| :--- | :---: |
| Source count (total) | 673 |
| Number of countries with data | 16 |

## Crosswalk

Our GBD smoking case definitions were current smoking of any tobacco product and former smoking of any tobacco product. All other data points were adjusted to be consistent with either of these definitions. Some sources contained information on more than one case definition and these sources were used to develop the adjustment coefficient to transform alternative case definitions to the GBD case definition. The adjustment coefficient was the beta value derived from a linear model with one predictor and no intercept. We used the same crosswalk adjustment coefficients as in GBD 2017, and thus we have not included a methods explanation in this appendix, as it has been detailed previously.

## Age and sex splitting

As in GBD 2017, we split data reported in broader age groups than the GBD 5 -year age groups or as both sexes combined by adapting the method reported in Ng et al $^{1}$ to split using a sex- geography- timespecific reference age pattern. We separated the data into two sets: a training dataset, with data already falling into GBD sex-specific 5 -year age groups, and a split dataset, which reported data in aggregated age or sex groups. We then used spatiotemporal Gaussian process regression (ST-GPR) to estimate sex-geography-time-specific age patterns using data in the training dataset. The estimated age patterns were used to split each source in the split dataset.

The ST-GPR model used to estimate the age patterns for age-sex splitting used an age weight parameter value that minimises the effect of any age smoothing. This parameter choice allowed the estimated age pattern to be driven by data, rather than being enforced by any smoothing parameters of the model. Because these age-sex split data points were to be incorporated in the final ST-GPR exposure model, we
did not want to doubly enforce a modelled age pattern for a given sex-location-year on a given aggregate data point.

## Modelling strategy

## Smoking prevalence modelling

We used ST-GPR to model current and former smoking prevalence. The model is nearly identical to that in GBD 2017. Full details on the ST-GPR method are reported elsewhere in the appendix. Briefly, the mean function input to GPR is a complete time series of estimates generated from a mixed effects hierarchical linear model plus weighted residuals smoothed across time, space, and age. The linear model formula for current smoking, fit separately by sex using restricted maximum likelihood in $R$, is:

$$
\operatorname{logit}\left(p_{g, a, t}\right)=\beta_{0}+\beta_{1} C P C_{g, t}+\sum_{k=2}^{19} \beta_{k} I_{A[a]}+\alpha_{s}+\alpha_{r}+\alpha_{g}+\epsilon_{g, a, t}
$$

Where $C P C_{g, t}$ is the tobacco consumption covariate by geography $g$ and time $t$, described above, $I_{A[a]}$ is a dummy variable indicating specific age group $A$ that the prevalence point $p_{g, a, t}$ captures, and $\alpha_{s}, \alpha_{r}$, and $\alpha_{g}$ are super-region, region, and geography random intercepts, respectively. Random effects were used in model fitting but not in prediction.

The linear model formula for former smoking is:

$$
\operatorname{logit}\left(p_{g, a, t}\right)=\beta_{0}+\beta_{1} \text { PctChange }_{A[a], g, t}+\beta_{3} \operatorname{CSP}_{A[a], g, t}+\sum_{k=3}^{20} \beta_{k} I_{A[a]}+\alpha_{s}+\alpha_{r}+\alpha_{g}+\epsilon_{g, a, t}
$$

Where PctChange $_{A[a], g, t}$ is the percentage change in current smoking prevalence from the previous year, and $C S P_{A[a], g, t}$ is the current smoking prevalence by specific age group $A$, geography $g$, and time $t$ that point $p_{g, a, t}$ captures, both derived from the current smoking ST-GPR model defined above.

## Supply-side estimation

The methods for modelling supply-side-level data were changed substantially from those used in GBD 2017. The raw data were domestic supply (USDA Global Surveillance Database and UN FAO) and retail supply (Euromonitor) of tobacco. Domestic supply was calculated as production + imports - exports. The data went through three rounds of outliering. First, they were age-sex split using daily smoking prevalence to generate number of cigarettes per smoker per day for a given location-age-sex-year. If more than 12 points for a particular source-location-year (equal to over $1 / 3$ of the split points) were above the given thresholds, that source-location-year was outliered. A point would not be outliered if it was (in cigarettes per smoker): under five (10-14 year olds); under 20 (males, $15-19$ year olds); under 18 (females, 15-19 year olds); under 38/35 and over three (males/females, $20+$ year olds). These thresholds were chosen by visualising histograms of the data for each age-sex, as well as with expert knowledge about reasonable consumption levels. In the second round of outliering, the mean tobacco per capita value over a 10-year window was calculated. If a point was over $70 \%$ of that mean value away
from the mean value, it was outliered. The $70 \%$ limit was chosen using histograms of these distances. Additionally, some manual outliering was performed to account for edge cases. Finally, data smoothing was performed by taking a three-year rolling mean over each location-year.

Next, a simple imputation to fill in missing years was performed for all series to remove compositional bias from our final estimates. Since the data from our main sources covered different time periods, by imputing a complete time series for each data series, we reduced the probability that compositional bias of the sources was leading to biased final estimates. To impute the missing years for each series, we modelled the log ratio of each pair of sources as a function of an intercept and nested random effects on super-region, region, and location. The appropriate predicted ratio was multiplied by each source that we did have, and then the predictions were averaged to get the final imputed value. For example, if source A was missing for a particular location-year, but sources $B$ and $C$ were present, then we predicted A twice: once from the modelled ratio of $A$ to $B$, and again from the modelled ratio of $A$ to $C$. These two predictions were then averaged. For some locations where there was limited overlap between series, the predicted ratio did not make sense, and a regional ratio was used.

Finally, variance was calculated both across series (within a location-year) as well as across years (within a location-source). Additionally, if a location-year had one imputed point was, the variance was multiplied by 2 . If a location-year had two imputed points, the variance was multiplied by 4 . The average estimates in each location-year were the input to an ST-GPR model. For this, we used a simple mixed effects model, which was modelled in log space with nested location random effects. Subnational estimates were then further modelled by splitting the country-level estimates using current smoking prevalence.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level is 0 .

## Exposure among current and former smokers

Identical to GBD 2017, we estimated exposure among current smokers for two continuous indicators: cigarettes per smoker per day and pack-years. Pack-years incorporates aspects of both duration and amount. One pack-year represents the equivalent of smoking one pack of cigarettes (assuming a 20cigarette pack) per day for one year. Since the pack-years indicator collapses duration and intensity into a single dimension, one pack-year of exposure can reflect smoking 40 cigarettes per day for six months or smoking 10 cigarettes per day for two years.

To produce these indicators, we simulated individual smoking histories based on distributions of age of initiation and amount smoked. We informed the simulation with cross-sectional survey data capturing these indicators, modelled at the mean level for all locations, years, ages, and sexes using ST-GPR. We rescaled estimates of cigarettes per smoker per day to an envelope of cigarette consumption based on supply-side data. We estimated pack-years of exposure by summing samples from age- and time-specific distributions of cigarettes per smoker for a birth cohort in order to capture both age trends and time trends and avoid the common assumption that the amount someone currently smokes is the amount they have smoked since they began smoking. All distributions were age-, sex-, and region- specific ensemble distributions, which were found to outperform any single distribution.

We estimated exposure among former smokers using years since cessation. We utilised ST-GPR to model mean age of cessation using cross-sectional survey data capturing age of cessation. Using these
estimates, we generated ensemble distributions of years since cessation for every location, year, age group, and sex.

## Relative risk

The same risk-outcome pairs from GBD 2017 were used: tuberculosis, lower respiratory tract infections, oesophageal cancer, stomach cancer, bladder cancer, liver cancer, laryngeal cancer, lung cancer, breast cancer, cervical cancer, colorectal cancer, lip and oral cancer, nasopharyngeal cancer, other pharyngeal cancer, pancreatic cancer, kidney cancer, leukaemia, ischaemic heart disease, ischaemic stroke, haemorrhagic stroke, subarachnoid haemorrhage, atrial fibrillation and flutter, aortic aneurysm, peripheral arterial disease, chronic obstructive pulmonary disease, other chronic respiratory diseases, asthma, peptic ulcer disease, gallbladder and biliary tract diseases, Alzheimer disease and other dementias, Parkinson disease (protective), multiple sclerosis, type-II diabetes, rheumatoid arthritis, low back pain, cataracts, macular degeneration, and fracture.

## Dose-response risk curves

Input data for relative risks were nearly the same as in GBD 2017. The only addition was for chronic obstructive pulmonary disease, for which a few additional studies were included. We synthesised effect sizes by cigarettes per smoker per day, pack-years, and years since quitting from cohort and case-control studies to produce nonlinear dose-response curves using a Bayesian meta-regression model. For outcomes with significant differences in effect size by sex or age, we produced sex- or age-specific risk curves.

We estimated risk curves of former smokers compared to never smokers taking into account the rate of risk reduction among former smokers seen in the cohort and case-control studies, and the cumulative exposure among former smokers within each age, sex, location, and year group.

## Population attributable fraction (PAF)

As in GBD 2017, we estimated PAFs based on the following equation:

$$
P A F=\frac{p(n)+p(f) \int \exp (x) * r r(x)+p(c) \int \exp (y) * r r(y)-1}{p(n)+p(f) \int \exp (x) * r r(x)+p(c) \int \exp (y) * r r(y)}
$$

where $p(n)$ is the prevalence of never smokers, $p(f)$ is the prevalence of former smokers, $p(c)$ is the prevalence of current smokers, $\exp (x)$ is a distribution of years since quitting among former smokers, $\operatorname{rr}(x)$ is the relative risk for years since quitting, $\exp (y)$ is a distribution of cigarettes per smoker per day or pack-years, and $\operatorname{rr}(y)$ is the relative risk for cigarettes per smoker per day or pack-years.

We used pack-years as the exposure definition for cancers and chronic respiratory diseases, and cigarettes per smoker per day for cardiovascular diseases and all other health outcomes.
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## Secondhand smoke

## Flowchart

Secondhand smoke


## Exposure

## Case definition

We define secondhand smoke exposure as current exposure to secondhand tobacco smoke at home, at work, or in other public places. We use household composition as a proxy for non-occupational secondhand smoke exposure and make the assumption that all persons living with a daily smoker are exposed to tobacco smoke. We use surveys to estimate the proportion of individuals exposed to secondhand smoke at work. We only consider non-smokers to be exposed to secondhand smoke. Nonsmokers are defined as all persons who are not daily smokers. Ex-smokers and occasional smokers are considered non-smokers in this analysis. Exposure is evaluated for both children and adults.

## Input data

To calculate the proportion of non-smokers who live with at least one smoker, we used unit record data on household composition, which included the ages and sexes of all persons living in the same household. Our sources included representative major survey series with a household composition module, including the Demographic Health Surveys (DHS), the Multiple Indicator Cluster Surveys (MICS), and the Living Standards Measurement Surveys (LSMS); and national and subnational censuses, which included those captured in the IPUMS project and identified using the Global Health Data Exchange catalog (GHDx).

To calculate the proportion of individuals exposed to secondhand smoke at work, by age and sex, we used cross-sectional surveys that ask respondents about self-reported occupational secondhand smoke exposure. Sources include the Global Adult Tobacco Surveys, Eurobarometer Surveys, and WHO STEPS Surveys. We identified sources using the GHDx.

No major changes have been introduced to data inputs since 2016. A new systematic review is planned for the next GBD round. Table 1 summarizes exposure input data.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 721 |
| Number of countries with data | 153 |

Given the nature of the data used in our models (microdata), no crosswalk for case definition adjustment or age- and sex-splitting processes were required. Estimates of daily smoking prevalence in each location were also used in our calculations, as described in the modelling strategy section below.

## Modelling strategy

Identical to GBD 2017, we estimated the probability that each person is living with a smoker and is also a non-smoker themselves using set theory. First, household composition data were used at the individual level to capture the ages and sexes of each person in the household. Second, we analysed surveys with both household composition data and tobacco use questions and determined that the distribution of household size, mean age of the household members, and the age distribution were not significantly different between households with and without a self-reported smoker. Since we did not find that household composition varied between smokers and non-smokers, we then used the GBD 2019 primary daily smoking prevalence model to calculate the probability that each household member is a daily smoker. Next, we used the probability of the union of sets on each individual household member to calculate the overall probability that at least one of the other household members was a daily smoker. As in GBD 2017, we incorporated occupational exposure by modelling prevalence of current exposure to secondhand smoke at work, by age, sex, location, and year, using ST-GPR. In order to avoid double counting we calculated the probability that an individual is exposed through either non-occupational exposure or occupational exposure, given their age, sex, and household composition. Finally, we multiplied this probability of exposure by the probability that the individual is not a smoker themselves (ie, 1 minus primary daily smoking prevalence for that person's location, year, age, and sex). We then collapsed these individual-level probabilities to produce average probabilities of exposure by location, year, age, and sex.

These probabilities were modelled in the GBD ST-GPR framework, which generates exposure estimates from a mixed effects hierarchical linear model plus weighted residuals smoothed across time, space, and age. The linear model formula was fit separately by sex using restricted maximum likelihood in R.

We used the sex-specific overall daily smoking prevalence for adults (age 15 and older) as a countrylevel covariate in the model. The overall male adult daily smoking prevalence was used as the covariate for females of all ages and for males under age 15. The overall female adult daily smoking prevalence was used as the covariate for males age 15 and older.

All input datapoints from the probability calculation had a measure of uncertainty (variance and sample size) coming from the uncertainty of the primary smoking prevalence model and the sample size from
the unit record data going into the modelling process. Geographical random effects were used in model fitting but were not used in prediction.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level for secondhand smoke is zero exposure among nonsmokers, meaning that non-smokers would not live with any primary smokers.

## Relative risks

The same risk-outcome pairs from GBD 2017 were used. For children ages 0-14, we estimated the burden of otitis media attributable to secondhand smoke exposure. For all ages we estimated the burden of lower respiratory infections (LRI), and for adults greater than or equal to 25 years of age we estimated the burden of lung cancer, chronic obstructive pulmonary disease (COPD), ischaemic heart disease, and cerebrovascular disease attributable to secondhand smoke exposure, breast cancer, and type 2 diabetes.

For lung cancer, ischaemic heart disease, cerebrovascular disease, and LRI, we used country-specific relative risks created using integrated exposure response curves (IER) for $\mathrm{PM}_{2.5}$ air pollution. IER curve calculation was updated with the GBD 2019 cigarettes per smoker estimates. The relative risks for otitis media $^{1}$, breast cancer ${ }^{2}$, and diabetes ${ }^{3}$ are derived from published meta-analyses and are the same as the ones used in the previous GBD cycle. Table 2 summarizes relative risk input data.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 232 |
| Number of countries with data | 34 |

We used the standard GBD population attributable fraction (PAF) equation to estimate burden based on exposure and relative risks.
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Input data and methodological summary

## Definition

Exposure
Current chewing tobacco use is defined as current use (use within the last 30 days where possible, or according to the closest definition available from the survey) of any frequency (any, daily, or less than daily). Chewing tobacco includes local products, such as betel quid with tobacco.

## Input data

As in GBD 2017, we included sources that reported primary chewing tobacco, non-chew smokeless tobacco, and all smokeless tobacco use among respondents over age 10. To be eligible for inclusion, sources had to be representative for their level of estimation (ie, national sources needed to be nationally representative, subnational sources subnationally representative). We included only selfreported use data and excluded data from questions asking about others' tobacco use behaviours.

We extracted primary data from individual-level microdata and survey report tabulations on chewing tobacco, non-chew smokeless tobacco, and all smokeless tobacco use. We extracted data on current, former, and/or ever use as well as frequency of use (daily, occasional, and unspecified, which includes both daily and occasional smokers). Products that do not include tobacco, such as betel quid without tobacco, were excluded or estimated separately as part of the drug use risk factor, if applicable.

For microdata, we extracted relevant demographic information, including age, sex, location, and year, as well as survey metadata, including survey weights, primary sampling units, and strata. This information
allowed us to tabulate individual-level data in the standard GBD five-year age-sex groups and produce accurate estimates of uncertainty. For survey report tabulations, we extracted data at the most granular age-sex group provided.

Table 1: Data inputs for exposure for chewing tobacco.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 5030 |
| Number of countries with data | 203 |

Table 2: Data inputs for relative risks for chewing tobacco.

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 827 |
| Number of countries with data | 38 |

## Age and sex splitting

We split data reported in broader age groups than the GBD five-year age groups or as both sexes combined by adapting the method reported in Ng and colleagues (http://jamanetwork.com/journals/jama/fullarticle/1812960) to split using a sex-geography-timespecific reference age pattern. We separated the data into two sets: a training dataset, with data already falling into GBD sex-specific five-year age groups, and a split dataset, which reported data in aggregated age or sex groups. We then used spatiotemporal Gaussian process regression (ST-GPR) to estimate sex-geography-time-specific age patterns using data in the training dataset. The estimated age patterns were then used to split each source in the split dataset.

The ST-GPR model used to estimate the age patterns for age-sex splitting used an age weight parameter value that minimises the effect of any age smoothing. This parameter choice allows the estimated age pattern to be driven by data, rather than being enforced by any smoothing parameters of the model. Because these age-sex-split datapoints will be incorporated in the final ST-GPR exposure model, we do not want to doubly enforce a modelled age pattern for a given sex-location-year on a given aggregate datapoint. We run three separate ST-GPR models for age-sex splitting - one for each smokeless tobacco category (chew, non-chew, and all smokeless).

## Modelling strategy

## Prevalence modelling

We used a ST-GPR to model chewing tobacco prevalence. Full details on the ST-GPR method are reported elsewhere in the Appendix. Briefly, the mean function input to GPR is a complete time series of estimates generated from a mixed effects hierarchical linear model plus weighted residuals smoothed across time, space, and age. The linear model formula for chewing tobacco, fit separately by sex using restricted maximum likelihood in $R$, is:

$$
\operatorname{logit}\left(p_{g, a, t}\right)=\beta_{0}+\sum_{k=1}^{18} \beta_{k} I_{A[a]}+\alpha_{s}+\alpha_{r}+\alpha_{g}+\epsilon_{g, a, t}
$$

Where $I_{A[a]}$ is a dummy variable indicating specific age group $A$ that the prevalence point $p_{g, a, t}$ captures, and $\alpha_{s}, \alpha_{r}$, and $\alpha_{g}$ are super-region, region, and geography random intercepts, respectively. The hyperparameters are the same as in GBD 2017.

We run three ST-GPR models for each prevalence category - one for each smokeless tobacco category (chew, non-chew, and all smokeless).

## All smokeless tobacco prevalence adjustment

Using the 1000 draws from each of the prevalence ST-GPR models, we calculated 1000 draws of chewing tobacco prevalence divided by the sum of chewing tobacco and non-chewing tobacco prevalence for each location, age group, sex, and year. The draws were unordered, as we did not want to enforce an assumption about the relationship between the levels of chewing tobacco and non-chewing tobacco prevalence.

The draws of the ratio of chewing to non-chewing tobacco were then multiplied by the draws from the all smokeless tobacco prevalence model to adjust the estimates to chewing tobacco prevalence. These were then averaged to get the mean estimate. The variance across the ratios was calculated for each location, year, age, and sex, and was added to the variance from the original all smokeless tobacco draws.

## Final chewing tobacco prevalence model

To calculate the final chewing tobacco prevalence, we ran an additional ST-GPR model with both the original chewing tobacco data (post-age-sex splitting), as well as the adjusted data. These adjusted data add more information to the model - as surveys will often only ask about all smokeless tobacco consumption - while taking into consideration the uncertainty from the ratio calculation.

## Theoretical minimum-risk exposure level

The theoretical minimum risk exposure level is that everyone in the population has been a lifelong nonuser of chewing tobacco.

## Relative risk

As in GBD 2017, we included outcomes based on the strength of available evidence supporting a causal relationship. There was sufficient evidence to include oral cancer and oesophageal cancer as health outcomes caused by chewing tobacco use.

Relative risk estimates were derived from prospective cohort studies and population-based case-control studies. We used the same underlying effect size estimates from prospective cohort studies and population-based case-control studies as in GBD 2017. Briefly, we did not include hospital-based case control studies due to concerns over representativeness. We only included sources that adequately adjusted for major confounders, especially smoking status. Summary effect size estimates were calculated in R, using the 'metafor' package. We performed a random effects meta-analysis using the DerSimonian and Laird method, which does not assume a true effect size but considers each input study as selected from a random sample of all possible sets of studies for the outcome of interest. The random-effects method allows for more variation between the studies, and incorporates this variance
into the estimation process. We used an inverse-variance weighting method to determine component study weights. We found significantly different relative risks for oral cancer for males and females, and estimated relative risks separately by sex for oral cancer alone.

## Alcohol use
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## Input data and methodological summary

## Definition

## Exposure

We defined exposure as the grams per day of pure alcohol consumed among current drinkers. We constructed this exposure using the indicators outlined below:

1. Current drinkers, defined as the proportion of individuals who have consumed at least one alcoholic beverage (or some approximation) in a 12-month period.
2. Alcohol consumption (in grams per day), defined as grams of alcohol consumed by current drinkers, per day, over a 12-month period.
3. Alcohol litres per capita stock, defined in litres per capita of pure alcohol, over a 12-month period.

We also used three additional indicators to adjust alcohol exposure estimates to account for different types of bias:

1. Number of tourists within a location, defined as the total amount of visitors to a location within a 12-month period.
2. Tourists' duration of stay, defined as the number of days resided in a hosting country.
3. Unrecorded alcohol stock, defined as a percentage of the total alcohol stock produced outside established markets.

## Input data

A systematic review of the literature was performed to extract data on our primary indicators. The Global Health Exchange (GHDx), IHME's online database of health-related data, was searched for population survey data containing participant-level information from which we could formulate the required alcohol use indicators on current drinkers and alcohol consumption. Data sources were included if they captured a sample representative of the geographical location under study. We documented relevant survey variables from each data source in a spreadsheet and extracted using STATA 13.1 and R 3.3. A total of 6172 potential data sources were available in the GHDx, of which 5091 have been screened and 1125 accepted.

Table 1: Data inputs for exposure for alcohol use.

| Input data | Exposure | Relative risk |
| :--- | :--- | :--- |
| Sources (total) | 10513 | 495 |
| Number of countries with data | 199 | - |

Estimates of current drinking prevalence were split by age and sex where necessary. First, studies that reported prevalence for both sexes were split using a region-specific sex ratio estimated using MR-BRT. Second, where studies reported estimates across non-GBD age groups, these were split into standard five-year age groups using the global age pattern estimated by ST-GPR.

Table 2: MR-BRT sex splitting adjustment factors for current drinking

| Data input | Gamma | Beta coefficient, <br> log (95\% CI) | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- |
| Female: Male | 0 | $-0.16(-0.17,-0.14)$ | 0.85 |
| Age < 50 | 0 | $0.06(0.06,0.06)$ | 1.07 |
| East Asia | 0.36 | $-1.02(-1.74,-0.29)$ | 0.36 |
| Southeast Asia | 0.64 | $-1.06(-2.34,0.22)$ | 0.35 |
| Central Asia | 0.41 | $-0.35(-1.16,0.46)$ | 0.70 |
| Central Europe | 0.18 | $-0.21(-0.58,0.14)$ | 0.80 |
| Eastern Europe | 0.10 | $-0.07(-0.28,0.14)$ | 0.93 |
| High-income Asia Pacific | 1.27 | $-1.11(-4.90,2.68)$ | 0.33 |
| Western Europe | 0.08 | $0.03(-0.14,0.20)$ | 1.03 |
| Southern Latin America | 1.26 | $-0.67(-4.18,2.84)$ | 0.51 |
| High-income North America | 0.09 | $-0.07(-0.26,0.11)$ | 0.93 |
| Caribbean | 0.25 | $-0.52(-1.02,-0.03)$ | 0.59 |
| Andean Latin America | 0.76 | $-0.16(-1.66,1.34)$ | 0.85 |
| Central Latin America | 0.30 | $-0.52(-1.12,0.08)$ | 0.59 |
| Tropical Latin America | 0.08 | $-0.61(-0.79,-0.44)$ | 0.54 |
| North Africa and Middle East | 1.21 | $-1.44(-3.91,1.03)$ | 0.24 |
| South Asia | 0.71 | $-1.17(-2.57,0.23)$ | 0.31 |
| Eastern sub-Saharan Africa | 0.28 | $-0.53(-1.10,0.03)$ | 0.58 |
| Southern sub-Saharan Africa | 0.20 | $-0.16(-0.56,0.23)$ | 0.85 |
| Western sub-Saharan Africa | 0.32 | $-0.19(-0.83,0.45)$ | 0.83 |
| Oceania | 0.94 | $-0.54(-2.42,1.34)$ | 0.58 |
|  |  |  |  |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect the ratio by which both-sex data points were split.

To allow for the inclusion of data that did not meet our reference definition for current drinking, two crosswalks were performed using MR-BRT. The first crosswalk converted estimates of one-month drinking prevalence to what they would be if data represented estimates of 12-month drinking prevalence. This crosswalk incorporated two binary covariates: male and age $\geq 50$. The second crosswalk converted estimates of one-week drinking prevalence to 12-month drinking prevalence. This crosswalk incorporated age < 20 and male as covariates. The covariates utilised in both crosswalks were included as both $x$ and $z$ covariates. A uniform prior of 0 was set as the upper bound for the beta coefficients to enforce the logical constraint that one-month and one-week prevalence could not be greater than 12month prevalence.

Table 3: MR-BRT crosswalk adjustment factors for alcohol use current drinking model

| Data input | Reference or alternative case definition | Gamma | Beta coefficient, logit (95\% CI) |
| :---: | :---: | :---: | :---: |
| 12-month prevalence | Ref | --- | --- |
| 1-month prevalence | Alt | 0.22 | -0.60 (-1.05, -0.16) |
| Age $\geq 50$ |  | 0.13 | 0.16 (-0.10, 0.43) |
| Male |  | 0.29 | 0.01 (-0.57, 0.59) |
| 1-week prevalence | Alt | 0.46 | -1.51 (-2.42, -0.59) |
| Age < 20 |  | 0.47 | -0.29 (-1.34, 0.76) |
| Male |  | 0.00 | 0.38 (0.15, 0.60) |

The methods for modelling supply-side-level data were changed substantially from those used in GBD 2017. The raw data are domestic supply (WHO GISAH; FAO) and retail supply (Euromonitor) of litres of pure ethanol consumed. Domestic supply is calculated as the sum of production and imports, subtracting exports. The WHO and FAO sources were combined, so that FAO data were only used if there were no data available for that location-year from WHO. This was done because the WHO source takes into consideration FAO values when available. Since the WHO data are given in more granular alcohol types, the following adjustments were made:

LPC Pure Ethanol $=0.13 *\left(\frac{\text { Wine }}{0.973}\right)$
LPC Pure Ethanol $=0.05 *\left(\frac{\text { Beer }}{0.989}\right)$
$L P C$ Pure Ethanol $=0.4 *\left(\frac{\text { Spirits }}{0.91}\right)$

Three outliering strategies are used to omit implausible datapoints and data that created implausible model fluctuations. First, estimates from the current drinking model are used to calculate the grams of
alcohol consumed per drinker per day. A point is outliered if the grams of pure ethanol per drinker per day for a given source-location-year is greater than 100 (approximately ten drinks). These thresholds were chosen by using expert knowledge about reasonable consumption levels. In the second round of outliering, the mean liters per capita value over a ten-year window is calculated. If a point is over $70 \%$ of that mean value away from the mean value, it is outliered. The $70 \%$ limit was chosen using histograms of these distances. Additionally, some manual outliering is performed to account for edge cases. Finally, data smoothing is performed by taking a three-year rolling mean over each location-year.

Next, an imputation to fill in missing years is performed for all series to remove compositional bias from our final estimates. Since the data from our main sources cover different time periods, by imputing a complete time series for each data series, we reduce the probability that compositional bias of the sources is leading to biased final estimates. To impute the missing years for each series, we model the log ratio of each pair of sources as a function of an intercept and nested random effects on superregion, region, and location. The appropriate predicted ratio is multiplied by the source that we do have, which generates an estimated value for the missing source. For some locations where there was limited overlap between series, the predicted ratio did not make sense, and a regional ratio was used.

Finally, variance was calculated both across series (within a location-year) as well as across years (within a location-source). Additionally, if a location-year had one imputed point, the variance was multiplied by 2. If a location-year had two imputed points, the variance was multiplied by 4 . The average estimates in each location-year were the input to an ST-GPR model. This uses a mixed-effects model modelled in log space with nested location random effects.

We obtained data on the number of tourists and their duration of stay from the UNWTO. ${ }^{3}$ We applied a crosswalk across different tourist categories, similar to the one used for the litres per capita data, to arrive at a consistent definition (ie, visitors to a country).

We obtained estimates on unrecorded alcohol stock from data available in WHO GISAH database, ${ }^{2}$ consisting of 189 locations. For locations with no data available, the national or regional average was used.

For relative risks, in GBD 2016 we performed a systematic literature review of all cohort and casecontrol studies reporting a relative risk, hazard ratio, or odds ratio for any risk-outcome pairs studied in GBD 2016. Studies were included if they reported a categorical or continuous dose for alcohol consumption, as well as uncertainty measures for their outcomes, and the population under study was representative.

## Modelling strategy

While population-based surveys provide accurate estimates of the prevalence of current drinkers, they typically underestimate real alcohol consumption levels. ${ }^{10-12}$ As a result, we considered the litre per capita input to be a better estimate of overall volume of consumption. Per capita consumption, however, does not provide age- and sex-specific consumption estimates needed to compute alcoholattributable burden of disease. Therefore, we use the age-sex pattern of consumption among drinkers modelled from the population survey data and the overall volume of consumption from FAO, GISAH, and Euromonitor to determine the total amount of alcohol consumed within a location. In the paragraphs below, we outline how we estimated each primary input in the alcohol exposure model, as
well as how we combined these inputs to arrive at our final estimate of grams per day of pure alcohol. We estimated all models below using 1000 draws.

For data obtained through surveys, we used spatiotemporal Gaussian process regression (ST-GPR) to construct estimates for each location/year/age/sex. We chose to use ST-GPR due to its ability to leverage information across the nearby locations or time periods. We also modelled the alcohol litres per capita (LPC) data, as well as the total number of tourists, using ST-GPR.

Given the heterogeneous nature of the estimates on unrecorded consumption, as well as the wide variation across countries and time periods, we took 1000 draws from the uniform distribution of the lowest and highest estimates available for a given country. We did this to incorporate the diffuse uncertainty within the unrecorded estimates reported. We used these 1000 draws in the equation below.

We adjusted the alcohol LPC for unrecorded consumption using the following equation:

$$
\text { Alcohol LPC }=\frac{\text { Alcohol LPC }}{(1-\% \text { Unrecorded })}
$$

We then adjusted the estimates for alcohol LPC for tourist consumption by adding in the per capita rate of consumption abroad and subtracting the per capita rate of tourist consumption domestically.

```
Alcohol \(L P C_{d}=\) Unadjusted Alcohol \(L P C_{d}+\) Alcohol LPC Domestic consumption abroad
    - Alcohol LPC Tourist consumption domestically
```

```
Alcohol LPC \({ }_{i}=\)
\(\underline{\sum_{l} \text { Tourist Population }_{l} * \text { Proportion of tourists }_{i, l} * \text { Unadjusted Alcohol LPC }_{l} * \frac{\text { Average length of stay }_{i, l} *}{365}}\)
Population \(_{d}\)
```

where:
$l$ is the set of all locations, $i$ is either Domestic consumption abroad or Tourist consumption domestically, and $d$ is a domestic location.

After adjusting alcohol LPC by tourist consumption and unrecorded consumption for all location/years reported, sex-specific and age-specific estimates were generated by incorporating estimates modelled in ST-GPR for percentage of current drinkers within a location/year/sex/age, as well as consumption trends modelled in the ST-GPR grams per day model. We do this by first calculating the proportion of total consumption for a given location/year by age and sex, using the estimates of alcohol consumed per day, the population size, and the percentage of current drinkers. We then multiply this proportion of total stock for a given location/year/sex/age by the total stock for a given location/year to calculate the consumption in terms of litres per capita for a given location/year/sex/age. We then convert these estimates to be in terms of grams/per day. The following equations describe these calculations:

$$
\begin{gathered}
\text { Proportion of total consumption }_{l, y, s, a} \\
=\frac{\text { Alcohol }^{\text {g/day }}{ }_{l, y, s, a} * \text { Population }_{l, y, s, a} * \%^{\prime} \text { Current drinkers }_{l, y, s, a}}{\sum_{s, a} \text { Alcohol }^{\text {g/day }}{ }_{l, y, s, a} * \text { Population }_{l, y, s, a} * \%^{\text {Current drinkers }}{ }_{l, y, s, a}}
\end{gathered}
$$

$$
\begin{aligned}
& \text { Alcohol } L P C_{l, y, s, a}=\frac{{\text { Alcohol } L P C_{l, y} * \text { Population }_{l, y} * \text { Proportion of total consumption }_{l, y, s, a}}_{\%_{\text {Current drinkers }}^{l, y, s, a}} * \text { Population }_{l, y, s, a}}{} \\
& \text { Alcohol g/day } l_{l, y, s, a}=\text { Alcohol } L P C_{l, y, s, a} * \frac{1000}{365}
\end{aligned}
$$

where:
$l$ is a location, $y$ is a year, s is a sex, and $a$ is an age group.
We then used the gamma distribution to estimate individual-level variation within location, year, sex, age drinking populations, following the recommendations of other published alcohol studies. ${ }^{7,8}$ We chose parameters of the gamma distribution based on the mean and standard deviation of the 1,000 draws of alcohol g/day exposure for a given population. Standard deviation was calculated using the following formula. ${ }^{15}$ We tested several alternative models using our data and found this model performed best.

$$
\text { standard deviation }=\text { mean } *(0.087 * \text { female }+1.171)
$$

## Theoretical minimum-risk exposure level

We calculated TMREL by first calculating the overall risk attributable to alcohol. We did this by weighting each relative risk curve by the share of overall DALYs for a given cause. We then took the minimum of this overall-risk curve as the TMREL of alcohol use. More formally,

$$
T M R E L=\operatorname{argmin} \text { average overall risk }{ }_{\omega}(g / \text { day })
$$

$$
\text { Average overall risk } \omega_{\omega}(g / \text { day })=\sum_{i}^{\omega} R R_{i}(g / \text { day }) * \frac{D A L Y_{i}}{\sum_{i}^{\omega} D A L Y_{i}}
$$

Where:
$\omega$ is the set of causes associated with alcohol, $i$ is a given cause from that set, DALY is the global DALY rate in 2010, and $R R$ is the dose response curve for a given cause and exposure level in grams per day.

In other words, we chose TMREL as being the exposure that minimises your risk of suffering burden from any given cause related to alcohol. We weight the risk for a particular cause in our aggregation by the proportion of DALYs due to that cause (eg, since more observed people die from ischaemic heart disease [IHD], we weight the risk for IHD more in the above calculation of average risk compared to, say, diabetes, even if both have the same relative risk for a given level of consumption).

## Relative risks

We used the studies identified through the systematic review to calculate a dose-response, modelled using DisMod ODE. We chose DisMod ODE rather than a conventional mixed effects meta-regression because of its ability to estimate nonparametric splines over doses (ie, for most alcohol causes, there is a non-linear relationship with different doses) and incorporate heterogeneous doses through doseintegration (ie, most studies report doses categorically in wide ranges. DisMod ODE estimates specific doses when categories overlap across studies, through an integration step.). We used the results of the meta-regression to estimate a non-parametric curve for all doses between zero and $150 \mathrm{~g} /$ day and their corresponding relative risks. For all causes, we assumed the relative risk was the same for all ages and sexes, with the exception of ischaemic heart disease, ischaemic stroke, haemorrhagic stroke, and diabetes, which we estimated by sex.

Table 4: Data inputs for relative risks for alcohol use.

| Input data | Relative risk |
| :--- | :--- |
| Sources (total) | 495 |

For outcomes that are by definition caused by alcohol, such as liver cancer or cirrhosis due to alcohol use, PAFs are set to 1. PAFs for cirrhosis due to all causes that are in excess of the proportion of all cirrhosis burden due to alcohol are proportionally redistributed over cirrhosis due to hepatitis B, hepatitis $C$, and other causes.

Regarding injuries outcomes, we constructed relative risks based on chronic exposure to alcohol rather than acute exposure immediately preceding injury, which has a weaker relationship to the outcome, though still significant. ${ }^{15,16,18-21}$ We decided to use chronic exposure given the lack of available data on acute exposure, as well as the lack of cohort studies using acute exposure as a metric. Further, using chronic exposure allowed us to construct relative risks curves for unintentional injuries, interpersonal violence, motor vehicle accidents, and self-harm using the same method as reported above.

In the case of motor vehicle accidents, we adjusted the PAF to account for victims of drunk drivers who are involved in accidents. Using data from the Fatality Analysis Reporting System in the US, ${ }^{17}$ we calculated the average number of fatalities in a car crash involving alcohol, as well as the percentage of those fatalities distributed by age and sex (figures 1 and 2 ). We aggregated FARS data across the years 1985-2015, given there was little variation in the data temporally and the number of cases in old age groups had too much variance when constructing estimates by year. To adjust PAFs, we multiplied attributable deaths by the average number of fatalities from FARS and redistributed the PAF among each population, based on the probability of being a victim to a certain drunk driver by age and sex, based on the FARS data. The following equation describes this process:

$$
\text { Adjusted } P A F_{i}=\frac{\sum_{d} P A F_{d} * D A L Y_{d} * A v g \text { Fatalities }_{d} * P(i \text { is a victim })_{d}}{D A L Y_{i}}
$$

where:
$i$ is a population by location, year, age, sex and
$d$ is the set of all age and sex exposed groups within that location and year.


Alcohol's involvement - Driver BAC $>=0.01$ - No alcohol involved
Figure 1


Sex - 1•2
Figure 2

## Population attributable fraction

For all causes, we defined PAF as:

$$
P A F(x)=\frac{P_{A}+\int_{0}^{150} P(x) * R R_{C}(x) d x-1}{P_{A}+\int_{0}^{150} P(x) * R R_{C}(x) d x} \quad P(x)=P_{C} * \Gamma(\boldsymbol{p})
$$

where:
$P_{C}$ is the prevalence of current drinkers, $P_{a}$ is the prevalence of abstainers, $R R_{c}(x)$ is the relative risk function for current drinkers, and $\boldsymbol{p}$ are parameters determined by the mean and sd of exposure

We performed the above equation for 1000 draws of the exposure and relative risk models. We then used the estimated PAF draws to calculate YLL, YLDs, and DALYs, as per the other risk factors.
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Input data and methodological summary

## Exposure definition

The drug use risk factor includes four dimensions of exposure. First, we include $100 \%$ attribution of drug use disorder estimates. Second, estimates of prevalence of opioid, amphetamine, and cocaine use disorder are used as exposures for risk of suicide. These drug use disorders are defined based on DSM or ICD diagnostic criteria. Third, instead of starting with an exposure model to estimate the proportion of HIV cases due to injection drug use (IDU), we model the PAF directly, alongside proportion of HIV cases due to sexual transmission and other routes of transmission, which mainly includes blood transfusions. Finally, prevalence of injection drug use is used to model risk of Hepatitis $B$ and $C$ viruses (HBV and HCV, respectively). Injecting drug users are at high risk of bloodborne infections due to the use of shared needles and injection equipment. Injecting drug use is defined as current injection drug use among individuals aged 15 to 64. The theoretical minimum-risk exposure level (TMREL) for drug use is defined as zero exposure to drug use.

## Input data

To estimate the burden of HIV cases attributable to IDU, we extracted data on the proportion of notified HIV cases by transmission route - sexual intercourse, injecting drug use, and other - from a number of agencies that conduct surveillance of HIV across the globe. ${ }^{1-8}$

The prevalence of current injecting drug use was estimated using data from a multistage process of systematic review. It involved multiple stages of peer and expert review, including review by the

Reference Group to the UN on HIV and injecting drug use, ${ }^{9}$ with searches of the peer-reviewed literature in addition to an extensive review of online grey literature databases in the drug and alcohol and HIV fields.

In order to generate a pooled incidence rate/absolute relative risk for viral hepatitis among people who inject drugs, we conducted a meta-analysis of longitudinal epidemiological studies that reported a hepatitis $B$ or hepatitis $C$ incidence rate among persons who inject drugs. ${ }^{10-25}$ We calculated confidence intervals for the incidence rate (where no Cl was reported) from a Poisson distribution around the number of cases.

We excluded studies that focused on non-representative subgroups, such as recent injectors or adolescents, because hepatitis incidence is far higher in those groups than for all people who inject drugs (eg, Larney and colleagues ${ }^{26}$ ). We did not vary incidence among active injectors according to the availability of bloodborne virus-prevention strategies (eg, NSPs, opioid substitution therapy) because too few studies have examined different levels of incidence according to variable coverage, and we were not able to estimate coverage by country over time. In any case, in most countries, effective coverage of virus-prevention strategies remains low among people who inject drugs. ${ }^{27}$

Inputs to the model also include estimates of the incidence of hepatitis $B$ and hepatitis $C$, coming from estimation of non-fatal health outcomes in GBD. Full details on the inputs and modelling process to produce these estimates are available in the disease-specific appendices in the GBD 2019 diseases and injuries manuscript.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 174 |
| Number of countries with data | 75 |

## Modelling strategy

## Burden of HIV attributable to injecting drug use

We estimated the proportion of HIV cases attributable to three transmission categories (sex, IDU, and other) for all country-time periods using DisMod-MR 2.1. In previous rounds, data for estimating the proportion of HIV cases attributable to IDU were age-split using the age pattern of the IDU exposure model and sex-split in DisMod. In GBD 2019, these data were age- and sex-split using the estimated IDU exposure age-sex pattern, resulting in increases in the proportion of HIV due to IDU among men and decreases among women. We scaled the proportions from each of the three transmission models (sex, IDU, and other) to ensure that they fit the total HIV transmission envelope by country, year, age and sex. Scaled estimates are used as direct population attributable fractions, meaning that the proportion coming from the model is the proportion of HIV deaths or DALYs attributable to IDU.


Squeezed global HIV transmission models by age (Female, 2019)


## Burden of hepatitis B and hepatitis C attributable to injecting drug use

To estimate the relative contribution of IDU to hepatitis $B$ and $C$ disease burden at the country, regional, and global level, we used a cohort method. We recalibrated individuals according to history of injecting drug use and their accumulated risk of incident hepatitis B and C due to IDU. We made use of data on prevalence of current injecting drug use, pooled in DisMod-MR 2.1; a meta-analysis of incidence rates of
hepatitis $B$ and hepatitis $C$ among people who inject drugs; and estimates of population-level incidence of hepatitis $B$ and $C$ between 1990 and 2019. We used back-extrapolations to estimate incidence before 1990. These steps are detailed below.

To estimate the lifetime risk of being infected with hepatitis B or C, we undertook a cohort analysis for each country, year, age, and sex category and estimated the probability of an individual having been infected in each preceding year. One of the main inputs to this cohort method was the probability of having injected drugs in a specific age cohort in a given calendar year. For example, for a cohort of 40-year-olds in 2015, the relevant probability in 2005 is the estimated prevalence of injecting drug use among 30-year-olds.

DisMod-MR 2.1 was used to estimate the prevalence of injecting drug use with year as a covariate to estimate the trends over time. DisMod makes an average estimate of the change in drug use over the time period 1990-2019, and we took draws from a normal distribution of the coefficient to project IDU prevalence backward in time to 1960 from baseline level in 1990 (assuming there was little injecting drug use before the 1960s). In GBD 2019, prevalence of IDU was estimated as a single parameter prevalence model in DisMod, as opposed to a full compartmental model, because factoring in causespecific mortality resulted in underestimating prevalence in certain locations, particularly in the north Africa and Middle East and south Asia super-regions.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level is defined as zero exposure to drug use.

## Relative risk

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 42 |
| Number of countries with data | 14 |

We used a pooled absolute risk of hepatitis $C$ and hepatitis $B$ among those who have ever used injecting drugs. Input data for this pooled absolute risk are described above, and there were no methodological or data changes to this parameter in GBD 2019.

Forest plot of absolute risk of HBV incidence among cohorts of people who inject drugs


Forest plot of absolute risk of HCV incidence among cohorts of people who inject drugs


In GBD 2019, we updated the relative risk of suicide among those with substance use disorders to include new studies. Six new studies were included in a meta-analysis on the relative risk of suicide due to opioid, amphetamine, or cocaine use disorders. ${ }^{28-54}$ The meta-analysis was conducted using MR-BRT. Compared to GBD 2017, the new data added resulted in a decrease in the relative risks and, therefore, burden of suicide due to the use of opioids, amphetamines, and cocaine.

Relative Risk Meta-analysis: Amphetamine and Cocaine


Relative RIsk Meta-analysis: Opiold
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Dietary risks
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## Definition

## Exposure

## Risk <br> Diet low in fruit

## Diet low in vegetables

Diet low in whole grains

Diet low in nuts and seeds

## Definition

Average daily consumption (in grams per day) of less than 310-340 grams of fruit including fresh, frozen, cooked, canned, or dried fruit, excluding fruit juices and salted or pickled fruits
Average daily consumption (in grams per day) of less than 280-320 grams of vegetables, including fresh, frozen, cooked, canned, or dried vegetables and excluding legumes and salted or pickled vegetables, juices, nuts and seeds, and starchy vegetables such as potatoes or corn Average daily consumption (in grams per day) of less than 140-160 grams of whole grains (bran, germ, and endosperm in their natural proportion) from breakfast cereals, bread, rice, pasta, biscuits, muffins, tortillas, pancakes, and other sources
Average daily consumption (in grams per day) of less than 10-19 grams of nuts and seeds, including tree nuts and seeds and peanuts

| Diet low in fibre | Average daily consumption (in grams per day) of less than 21-22 grams of <br> fibre from all sources including fruits, vegetables, grains, legumes, and <br> pulses |
| :--- | :--- |
| Aiet low in omega-3 | Average daily consumption (in milligrams per day) of less than 430-470 <br> milligrams of eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) |
| fatty acids | Average daily consumption (in \% daily energy) of less than 7-9\% total <br> energy intake from polyunsaturated fatty acids |
| Diet low in <br> polyunsaturated fatty <br> acids (PUFA) | Average daily consumption (in grams per day) of less than 1.06-1.1 grams <br> of calcium from all sources, including milk, yogurt, and cheese |
| Diet low in calcium | Average daily consumption (in grams per day) of less than 360-500 grams <br> of milk including non-fat, low-fat, and full-fat milk, excluding soy milk and <br> other plant derivatives |
| Diet low in milk | Average daily consumption (in grams per day) of less than of 90-100 grams <br> of legumes and pulses, including fresh, frozen, cooked, canned, or dried <br> legumes |
| Diet low in legumes |  |

## Input data

In GBD 2019, we included new dietary recall sources from a literature search of PubMed and new sources from the IHME GHDx yearly known survey series updates in our models. We also conducted a new systematic review for sodium (Figure 1). As in GBD 2017, the dietary data that we use in the models comes from multiple sources, including nationally and subnationally representative nutrition surveys, household budget surveys, accounts of national sales from the Euromonitor, and availability data from the United Nations FAO Supply and Utilization Accounts (SUA). Table 1 below provides a summary of data inputs used for dietary risk modeling in GBD 2019.

Figure 1: PRISMA diagram for sodium intake data systematic review


Table 1a: Data inputs for exposure for dietary risk factors.

| Dietary risk factor | Total exposure <br> sources | Countries with data |
| :---: | :---: | :---: |
| All dietary risks | 1461 | 195 |
| Calcium | 160 | 178 |
| Fiber | 155 | 180 |
| Fruit | 869 | 180 |
| Legumes | 683 | 169 |
| Milk | 1148 | 177 |
| Nuts and seeds | 100 | 158 |
| Omega 3 | 20 | 178 |
| Processed meat | 737 | 66 |
| PUFA | 70 | 180 |
| Red meat | 760 | 178 |
| Sodium | 92 | 53 |
| SSBs | 720 | 66 |
| Trans fat | 924 | 72 |
| Vegetables | 871 | 180 |
| Whole grains | 52 | 188 |

Table 1b: Data inputs for risk analysis for dietary risk factors.

| Dietary risk factor | Total relative risk <br> sources | Countries with <br> data |
| :---: | :---: | :---: |
| Calcium | 37 | 9 |
| Fiber | 64 | 16 |
| Fruit | 116 | 23 |
| Legumes | 10 | 5 |
| Milk | 12 | 8 |
| Nuts and seeds | 23 | 9 |
| Omega 3 | 50 | 16 |
| Processed meat | 41 | 11 |
| PUFA | 18 | 8 |
| Red meat | 92 | 20 |
| Sodium | 21 | 6 |
| SSBs | 15 | 5 |
| Transfat | 10 | 5 |
| Vegetable | 39 | 11 |
| Whole grains | 37 | 9 |

The availability data for food groups in GBD were previously based on the FAO Food Balance Sheets (FBS), which provide tabulated and processed data of national food supply. In GBD 2019, to more accurately characterise the national availability of various food groups, we used more disaggregated data on food commodities that were included in FAO SUA and recreated the national availability of each food group based on the GBD definition of the food group. We modelled missing country-year data from FAO using a spatiotemporal Gaussian process regression and lag-distributed country income as the covariate. For nutrient availability, we continued to use data from Global Nutrient Database. ${ }^{1}$

For each dietary factor, we estimated the global age pattern of consumption based on nutrition surveys (ie, 24-hour diet recall) and applied that age pattern to the all-age data (availability, sales and household budget surveys) before the data source bias adjustment.

Our gold-standard data source for all dietary risks (except sodium) is 24 -hour dietary recall surveys where food and nutrient intake are reported or convertible to grams per person per day; the goldstandard data source for sodium is 24 -hour urinary sodium. The other data sources we use - household budget surveys, food frequency questionnaires, sales, and availability - are treated as alternate definitions for dietary intake and crosswalked to the gold-standard definition. In GBD 2016 and GBD 2017, we determined the bias adjustment factors from a mixed effects linear regression. In GBD 2019, we used MR-BRT (a network meta-regression) to determine the adjustment factors for non-goldstandard datapoints. Coefficients for these models can be found in Table 3.

Table 2. Types of data sources (other than 24-hour dietary recall) and covariates used in modelling of each dietary factor.

|  | Data sources |  |  |  | Country-level covariate |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Sales | $\mathrm{FFQ}^{1}$ | $\mathrm{HBS}^{2}$ | FAO |  |
| Diet low in fruits | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | Lag distributed income |
| Diet low in vegetables | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | Energy availability (kcal) |
| Diet low in whole grains | - | $\bigcirc$ | - | $\bigcirc$ | Energy availability (kcal) |
| Diet low in nuts and seeds | - | - | $\bigcirc$ | $\bigcirc$ | Energy availability (kcal) |
| Diet low in milk | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | Energy availability (kcal) |
| Diet high in red meat | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | Energy availability (kcal) |
| Diet high in processed meat | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | - | Energy availability (kcal), pigs per capita |
| Diet low in legumes | $\bigcirc$ | $\bigcirc$ | - | $\bigcirc$ | Energy availability (kcal) |
| Diet high in sugar-sweetened beverages | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | - | Energy availability (kcal), availability of sugar |
| Diet low in fibre | - | $\bigcirc$ | - | $\bigcirc$ | Energy availability (kcal) |
| Diet suboptimal in calcium | - | $\bigcirc$ | - | $\bigcirc$ | Energy availability (kcal) |
| Diet low in seafood omega-3 fatty acids | - | - | - | $\bigcirc$ | Lag distributed income, proportion landlocked area |
| Diet low in polyunsaturated fatty acids | - | $\bigcirc$ | - | $\bigcirc$ | Lag distributed income |
| Diet high in trans fatty acids | $\bigcirc$ | $\bigcirc$ | - | - |  |
| Diet high in sodium ${ }^{3}$ | - | - | - | - |  |

${ }^{1}$ Food Frequency Questionnaire
${ }^{2}$ Household Budge Survey
${ }^{3}$ For sodium, we used data from the 24-hour urinary sodium and 24-hour dietary recall.

Table 3: MR-BRT crosswalk adjustment factors for all dietary risks

| Dietary risk | Sex | Data input | Reference <br> or <br> alternative <br> case <br> definition | Gamma | Beta coefficient, $\log$ ( $95 \% \mathrm{CI}$ ) | Adjustment factor* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Calcium | --- | DR | Ref | 0.24 | --- | --- |
| Calcium | Female | FAO | Alt |  | 0.04 (0.04, 0.5) | 0.96 (0.64, 1.65) |
| Calcium | Female | FFQ | Alt |  | -0.04 (-0.04, 0.43) | 1.04 (0.59, 1.53) |
| Calcium | Male | FAO | Alt |  | 0.17 (0.17, 0.63) | 0.84 (0.73, 1.88) |
| Calcium | Male | FFQ | Alt |  | 0.09 (0.09, 0.55) | 0.91 (0.67, 1.74) |
| Fibre | --- | DR | Ref | 0.33 | --- | --- |
| Fibre | Female | FAO | Alt |  | 0.56 (0.56, 1.17) | 0.57 (0.93, 3.23) |
| Fibre | Female | FFQ | Alt |  | 0.27 (0.27, 0.88) | 0.76 (0.69, 2.41) |
| Fibre | Male | FAO | Alt |  | 0.55 (0.55, 1.17) | 0.57 (0.92, 3.22) |
| Fibre | Male | FFQ | Alt |  | 0.26 (0.26, 0.88) | 0.77 (0.69, 2.4) |
| Fruit | --- | DR | Ref | 0.76 | --- | --- |
| Fruit | Female | FAO | Alt |  | 0.36 (0.36, 1.83) | 0.7 (0.31, 6.21) |
| Fruit | Female | Sales | Alt |  | 0.73 (0.73, 2.19) | 0.48 (0.45, 8.98) |


| Fruit | Female | FFQ | Alt |  | -0.15 (-0.15, 1.32) | 1.17 (0.19, 3.73) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fruit | Female | HHBS | Alt |  | 0.23 (0.23, 1.71) | 0.79 (0.27, 5.5) |
| Fruit | Male | FAO | Alt |  | 0.32 (0.32, 1.79) | 0.73 (0.3, 5.97) |
| Fruit | Male | Sales | Alt |  | 0.69 (0.69, 2.16) | $0.5(0.43,8.64)$ |
| Fruit | Male | FFQ | Alt |  | -0.19 (-0.19, 1.28) | 1.21 (0.18, 3.58) |
| Fruit | Male | HHBS | Alt |  | 0.19 (0.19, 1.66) | 0.83 (0.26, 5.27) |
| Legumes | --- | DR | Ref | 0.74 | --- | --- |
| Legumes | Female | FAO | Alt |  | -0.08 (-1.49,1.39) | 1.08 (0.22,4) |
| Legumes | Female | Sales | Alt |  | -0.9 (-2.31,0.56) | 2.47 (0.1,1.75) |
| Legumes | Female | FFQ | Alt |  | -0.53 (-1.94,0.95) | 1.7 (0.14,2.58) |
| Legumes | Male | FAO | Alt |  | 0.06 (-1.35,1.53) | 0.94 (0.26,4.61) |
| Legumes | Male | Sales | Alt |  | -0.76 (-2.16,0.7) | 2.14 (0.12,2.01) |
| Legumes | Male | FFQ | Alt |  | -0.39 (-1.79,1.09) | 1.47 (0.17,2.98) |
| Milk | --- | DR | Ref | 1.06 | --- | --- |
| Milk | Female | FAO | Alt |  | 0.27 (0.27, 2.57) | 0.76 (0.16, 13.01) |
| Milk | Female | Sales | Alt |  | 0.01 (0.01, 2.31) | 0.99 (0.13, 10.11) |
| Milk | Female | FFQ | Alt |  | 0.46 (0.46, 2.78) | 0.63 (0.18, 16.2) |
| Milk | Female | HHBS | Alt |  | -0.61 (-0.61, 1.69) | 1.84 (0.07, 5.4) |
| Milk | Male | FAO | Alt |  | 0.28 (0.28, 2.58) | 0.75 (0.17, 13.17) |
| Milk | Male | Sales | Alt |  | 0.03 (0.03, 2.33) | 0.97 (0.13, 10.23) |
| Milk | Male | FFQ | Alt |  | 0.48 (0.48, 2.8) | 0.62 (0.18, 16.43) |
| Milk | Male | HHBS | Alt |  | -0.59 (-0.59, 1.7) | 1.81 (0.07, 5.48) |
| Nuts | --- | DR | Ref | 1.58 | --- | --- |
| Nuts | Female | FAO | Alt |  | 0.49 (0.49, 3.63) | 0.62 (0.06, 37.68) |
| Nuts | Female | FFQ | Alt |  | -0.34 (-0.34, 2.76) | 1.41 (0.02, 15.75) |
| Nuts | Female | HHBS | Alt |  | -0.72 (-0.72, 2.42) | 2.06 (0.02, 11.27) |
| Nuts | Male | FAO | Alt |  | 0.6 (0.6, 3.73) | 0.55 (0.07, 41.65) |
| Nuts | Male | FFQ | Alt |  | -0.23 (-0.23, 2.87) | 1.26 (0.03, 17.58) |
| Nuts | Male | HHBS | Alt |  | -0.62 (-0.62, 2.54) | 1.85 (0.02, 12.66) |
| Omega-3 | --- | DR | Ref | 0.12 | --- | --- |
| Omega-3 | Male | FAO | Alt |  | -1.15 (-1.15, -0.92) | 3.16 (0.25, 0.4) |
| Omega-3 | Female | FAO | Alt |  | -1.01 (-1.01, -0.78) | 2.75 (0.29, 0.46) |
| Proc. meat | --- | DR | Ref | 1.21 | --- | --- |
| Proc. meat | Female | Sales | Alt |  | 0.79 (0.79, 3.14) | 0.46 (0.19, 23.07) |
| Proc. meat | Female | FFQ | Alt |  | -0.3 (-0.3, 2.25) | 1.35 (0.05, 9.49) |
| Proc. meat | Female | HHBS | Alt |  | -0.46 (-0.46, 1.89) | 1.59 (0.05, 6.63) |
| Proc. meat | Male | Sales | Alt |  | 0.95 (0.95, 3.3) | 0.39 (0.22, 27.03) |
| Proc. meat | Male | FFQ | Alt |  | -0.13 (-0.13, 2.42) | 1.14 (0.06, 11.2) |
| Proc. meat | Male | HHBS | Alt |  | -0.3 (-0.3, 2.06) | 1.35 (0.06, 7.82) |
| PUFA | --- | DR | Ref | 0.14 | --- | --- |
| PUFA | Female | FAO | Alt |  | -0.14 (-0.14, 0.14) | 1.15 (0.65, 1.15) |
| PUFA | Female | FFQ | Alt |  | 1.05 (1.05, 1.43) | 0.35 (1.96, 4.18) |
| PUFA | Male | FAO | Alt |  | -0.18 (-0.18, 0.1) | 1.2 (0.62, 1.1) |


| PUFA | Male | FFQ | Alt |  | 1 (1, 1.38) | 0.37 (1.87, 3.98) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Red meat | --- | DR | Ref | 0.83 | --- | --- |
| Red meat | Female | FAO | Alt |  | 0.89 (0.89, 2.54) | 0.41 (0.45, 12.69) |
| Red meat | Female | Sales | Alt |  | 1.09 (1.09, 2.74) | 0.34 (0.54, 15.49) |
| Red meat | Female | FFQ | Alt |  | -0.34 (-0.34, 1.6) | 1.4 (0.11, 4.95) |
| Red meat | Female | HHBS | Alt |  | 0.45 (0.45, 2.1) | 0.64 (0.29, 8.18) |
| Red meat | Male | FAO | Alt |  | 0.89 (0.89, 2.54) | 0.41 (0.45, 12.66) |
| Red meat | Male | Sales | Alt |  | 1.09 (1.09, 2.74) | 0.34 (0.54, 15.43) |
| Red meat | Male | FFQ | Alt |  | -0.34 (-0.34, 1.6) | 1.4 (0.11, 4.94) |
| Red meat | Male | HHBS | Alt |  | 0.45 (0.45, 2.1) | 0.64 (0.29, 8.15) |
| Sodium | --- | Urinary sodium | Ref | 0.39 | --- | --- |
| Sodium | Female | DR | Alt |  | -0.02 (-0.02, 0.85) | 1.02 (0.38, 2.34) |
| Sodium | Female | FFQ | Alt |  | 0.47 (0.47, 1.29) | 0.63 (0.69, 3.64) |
| Sodium | Male | DR | Alt |  | -0.06 (-0.06, 0.8) | 1.06 (0.38, 2.23) |
| Sodium | Male | FFQ | Alt |  | 0.43 (0.43, 1.26) | 0.65 (0.67, 3.52) |
| SSBs | --- | DR | Ref | 0.61 | --- | --- |
| SSBs | Female | Sales | Alt |  | 0.15 (0.15, 1.43) | 0.86 (0.37, 4.17) |
| SSBs | Female | FFQ | Alt |  | -0.01 (-0.01, 1.32) | 1.01 (0.3, 3.75) |
| SSBs | Female | HHBS | Alt |  | -0.59 (-0.59, 0.68) | $1.8(0.18,1.98)$ |
| SSBs | Male | Sales | Alt |  | 0.35 (0.35, 1.63) | $0.7(0.45,5.1)$ |
| SSBs | Male | FFQ | Alt |  | 0.19 (0.19, 1.53) | 0.83 (0.37, 4.6) |
| SSBs | Male | HHBS | Alt |  | -0.39 (-0.39, 0.89) | 1.48 (0.22, 2.43) |
| Trans fat | --- | DR | Ref | 0.22 | --- | --- |
| Trans fat | Male | Sales | Alt |  | -0.23 (-1.27,0.94) | 1.25 (0.28, 2.55) |
| Trans fat | Female | Sales | Alt |  | -0.23 (-1.27,0.94) | 1.25 (0.28, 2.55) |
| Trans fat | Male | FFQ | Alt |  | 0.59 (-2.72,4.23) | 0.56 (0.07,68.72) |
| Trans fat | Female | FFQ | Alt |  | 0.86 (-2.63,4.9) | 0.42 (0.07,134.0) |
| Vegetables | --- | DR | Ref | 0.64 | --- | --- |
| Vegetables | Female | FAO | Alt |  | 0.12 (0.12, 1.33) | 0.89 (0.31, 3.78) |
| Vegetables | Female | Sales | Alt |  | 0.62 (0.62, 1.83) | 0.54 (0.51, 6.21) |
| Vegetables | Female | FFQ | Alt |  | -0.05 (-0.05, 1.16) | 1.05 (0.26, 3.18) |
| Vegetables | Female | HHBS | Alt |  | $0.1(0.1,1.31)$ | 0.91 (0.3, 3.69) |
| Vegetables | Male | FAO | Alt |  | 0.16 (0.16, 1.37) | 0.85 (0.32, 3.94) |
| Vegetables | Male | Sales | Alt |  | 0.66 (0.66, 1.87) | 0.52 (0.53, 6.49) |
| Vegetables | Male | FFQ | Alt |  | -0.01 (-0.01, 1.2) | 1.01 (0.27, 3.32) |
| Vegetables | Male | HHBS | Alt |  | 0.14 (0.14, 1.35) | 0.87 (0.32, 3.85) |
| Whole grains | --- | DR | Ref | 0.69 | --- | --- |
| Whole grains | Female | FAO | Alt |  | 1.94 (1.94, 3.37) | 0.14 (1.82, 29.05) |
| Whole grains | Female | FFQ | Alt |  | -0.35 (-0.35, 1.37) | 1.42 (0.13, 3.94) |
| Whole grains | Male | FAO | Alt |  | 2.09 (2.09, 3.52) | 0.12 (2.12, 33.76) |
| Whole grains | Male | FFQ | Alt |  | -0.2 (-0.2, 1.52) | 1.22 (0.15, 4.58) |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

## Modelling strategy

## Exposure model

We use a spatiotemporal Gaussian process regression (ST-GPR) framework to estimate the mean intake of each dietary factor by age, sex, country, and year. In GBD 2019, we removed lag-distributed income as a covariate from most of our models and added country-level energy availability (Table 2).

To characterise the distribution of each dietary factor at the population level, we use an ensemble approach that separately fit 12 distributions for individual-level microdata to specific to each data source's sampled population. The respective goodness of fit of each family was assessed, and a weighting scheme was determined to optimise overall fit to the unique distribution of each risk factor. A global mean of the weights for each risk factor's data sources was created. We then determined the standard deviation of each population's consumption through a linear regression that captured the relationship between the standard deviation and mean of intake in nationally representative nutrition surveys using 24-hour diet recalls:

$$
\ln (\text { Standard deviation })=\beta_{0}+\beta_{1} \times \ln \left(\operatorname{Mean}_{i}\right)
$$

Then we applied the coefficients of this regression to the outputs of our ST-GPR model to calculate the standard deviation of intake by age, sex, year, and country. We also quantified the within-person variation in consumption of each dietary component and adjusted the standard deviations accordingly.

## Theoretical minimum-risk exposure level

The dietary TRMELs were updated for GBD 2019. For harmful dietary risks other than sodium, TMREL was set to zero. For protective dietary risk factors, we first calculated the level of intake associated with the lowest risk of mortality from each disease endpoint based on the $85^{\text {th }}$ percentile of intake across all epidemiological studies included in the meta-analysis of the risk-outcome pair. Then we calculated the TMREL as the weighted average of these numbers using the global number of deaths from each outcome as the weight.

Table 4. Theoretical minimum-risk exposure level for dietary factors, GBD 2017 and GBD 2019

## Dietary factor

## Fruits

Vegetables
Whole grains

## Nuts

Red meats
Processed meats

| Milk |  |  |
| :--- | :---: | :---: |
| Legumes |  |  |
| Sugar sweetened beverages | 0 |  |
| Polyunsaturated fatty acids | 0 |  |
| Seafood omega-3 fatty acids | 9 |  |
| Trans fatty acids | 2 |  |
| Dietary fibre | 0 |  |
| Dietary calcium | 1 |  |
| Dietary sodium | 1 |  |

## Relative risks

For GBD 2019, we performed systematic reviews for each dietary risk and its related outcomes. Using the sources identified during these searches, we incorporated the most recent epidemiological evidence assessing the relationship between each GBD dietary risk factor and related outcomes in our relative risk analysis. After evaluating all available evidence, we found sufficient evidence on the casual relationship for 8 new R-O pairs and insufficient evidence for 5 old R-O pairs. Based on these results, we updated the R-O pairs used the GBD dietary risk factor analysis in the following ways:

Removed:
Diet low in fruit and nasopharynx cancer
Diet low in fruit and other pharynx cancer
Diet low in fruit and oesophageal cancer
Diet low in fruit and larynx cancer
Diet low in whole grains and haemorrhagic stroke
Added:
Diet low in whole grains and colon and rectum cancer
Diet high in red meat and breast cancer
Diet high in red meat and ischaemic heart disease
Diet high in red meat and haemorrhagic stroke
Diet high in red meat and ischaemic stroke
Diet low in fibre and ischaemic stroke
Diet low in fibre and haemorrhagic stroke
Diet low in fibre and diabetes mellitus

Additionally, based on the most recent epidemiological evidence and GBD 2019 newly developed methods for characterising the risk curve, we updated the dose-response curve of relative risks for all dietary risks. For sodium, we continued to estimate its effect on cardiovascular disease based on the effect of sodium on systolic blood pressure.

There is a well-documented attenuation of the risk for cardiovascular disease due to metabolic risks factors throughout one's life. To incorporate this age trend in the relative risks, we first identified the
median age-at-event across all cohorts and considered that as the reference age group. We then assigned our newly estimated risk curves to this reference age group. Then, we derived the percentage change in relative risks between each age group and the reference age group by averaging percentage changes in relative risks of all metabolic mediators. The three cardiovascular disease outcomes for dietary risks are haemorrhagic stroke (including intracerebral hemmorhage and subarachnoid hemmorhage), ischaemic stroke, and ischaemic heart disease, and the effects of dietary risks on them are mediated through high systolic blood pressure, cholesterol (not included for haemorrhagic stroke), and fasting plasma glucose. Since the effect of diet is estimated independently of body-mass index (BMI) in the GBD, BMI was not included as a mediator in the RR age trend analysis.

## Citations

1. Schmidhuber, Josef, et al. The Global Nutrient Database: Availability of Macronutrients and Micronutrients in 195 Countries from 1980 to 2013. The Lancet Planetary Health, vol. 2, no. 8, 2018, doi:10.1016/s2542-5196(18)30170-0.

## Intimate partner violence

## Flowchart



Input data and methodological summary

## Definition

## Exposure

The case definition for intimate partner violence (IPV) is ever experienced one or more acts of physical and/or sexual violence by a current or former intimate partner since the age of 15 years. Estimated in females only because evidence of risk-outcomes for males does not meet our criteria.

- Physical violence is defined as "being slapped or having something thrown at you that could hurt you, being pushed or shoved, being hit with a fist or something else that could hurt, being kicked, dragged, or beaten up, being choked or burnt on purpose, and/or being threatened with or actually having a gun, knife, or other weapon used on you."
- Sexual violence is defined as "being physically forced to have intercourse when you did not want to, having sexual intercourse because you were afraid of what your partner might do, and/or being forced to do something that you found humiliating or degrading" (the definition of humiliating and degrading may vary across studies depending on the regional and cultural setting).
- Intimate partner is defined as "a partner to whom you are married or with whom you cohabit." In countries where people date, dating partners will also be considered (a partner with whom you have an intimate [sexual] relationship with but are not married to or cohabiting).


## Theoretical Minimum Risk Exposure Level

The associated Theoretical Minimum Risk Exposure Level (TMREL) is zero exposure to IPV.

## Input data

In addition to incorporating new sources shared with us by collaborators for both our IPV exposure model and our IPV direct PAF model (described in Modelling strategy), we conducted a systematic review of the fraction of homicides against women attributable to an intimate partner for GBD 2019 in Pubmed and EMBASE. We used the following search strings:

## PubMed

((IPV[All Fields] OR ("intimate partner violence"[MeSH Terms] OR ("intimate"[All Fields] AND "partner"[All Fields] AND "violence"[All Fields]) OR "intimate partner violence"[All Fields])) AND (("homicide"[MeSH Terms] OR "homicide"[All Fields]) OR femicide[All Fields])) AND ("2013/01/01"[PDAT] : "3000/12/31"[PDAT])

Date searched: 12/25/2018
Number of hits: 155

## EMBASE

(('IPV':ti,ab OR ('partner violence'/syn OR ('intimate':ti,ab AND 'partner':ti,ab AND 'violence':ti,ab) OR 'intimate partner violence':ti,ab)) AND (('homicide'/syn OR 'homicide':ti,ab) OR 'femicide':ti,ab)) AND [2013-3000]/py

Date searched: 01/03/2019
Number of hits: 199
Number of hits duplicate with pubmed search: 109

Of these, 44 passed a title and abstract review, leading to nine sources passing a full text review and being extracted.

We included all sources that provided population-representative data on the proportion of women who have ever experienced physical or sexual violence by a current or former intimate partner. We also accepted sources reporting on the following non-reference populations:

1. Women who have ever experienced any physical IPV
2. Women who have ever experienced any sexual IPV
3. Women who have ever experienced severe IPV
4. Women who have experienced IPV in the past year
5. Women who have ever had an intimate partner who have experienced physical or sexual IPV
6. Women who currently have an intimate partner who have experienced IPV
7. Women who have experienced intimate partner violence by a spouse
8. Women who have experienced intimate partner violence by a current spouse

For the alternate definitions of IPV (just physical, just sexual, and severe), we ran a logit-difference meta-regression with the MR-BRT tool to estimate correction factors.

Table 1: Data inputs for exposure for intimate partner violence.

| Input data | Exposure |
| :--- | ---: |
| Source count (total) | 601 |
| Number of countries with data | 132 |

Table 2: Data inputs for relative risks for intimate partner violence.

| Input data | Relative risk |
| :--- | ---: |
| Source count (total) | 9 |
| Number of countries with data | 7 |

Table 3: MR-BRT adjustment factors for restricted definitions of intimate partner violence

| Data input | Status | Gamma | Beta coefficient, logit (95\% CI) | Adjustment factor* |
| :---: | :---: | :---: | :---: | :---: |
| Women who have ever experienced any physical or sexual IPV | Ref | 0.21 | --- | --- |
| Women who have ever experienced any physical IPV | Alt |  | -0.43 (-0.85 to -0.0042) | 0.39 |
| Women who have ever experienced any severe IPV | Alt |  | -0.44 (-0.86 to -0.02) | 0.39 |
| Women who have ever experienced any sexual IPV | Alt |  | -0.89 (-1.32 to -0.47) | 0.29 |

*Adjustment factor is the inverse-logit transformed beta coefficient; <0.5 represents that alternative is adjusted upward; >0.5 represents alternative is adjusted downward.

For sources using one-year instead of lifetime recall, we used a logit-difference regression with a cubic spline on age to estimate age-specific correction factors. We introduced these methods in lieu of a random effects meta regression, as was used in GBD 2017.

Graph 1: MR-BRT adjustment factors for intimate partner violence in the past year


To correct for studies reporting only on ever or currently partnered women, we multiplied estimates from these studies by the age-specific fraction of women who had ever been partnered. We generated ever-partnered estimates using MICS and DHS data in a single parameter DisMod model to reflect the most recent data on proportion of women who have ever been partnered.

For studies restricting the perpetrator to spouses or current spouses, due to insufficient data comparing our reference and alternate populations in specific age-location-years, we refrained from calculating under-informed correction factors.

## Modelling strategy

We use three distinct approaches to estimate burden attributable to IPV, including 1) the traditional exposure and relative risk (RR) to percentage attributable fraction (PAF) method for depression; 2) the direct PAF approach for estimating the proportion of homicides that are perpetrated by an intimate partner; and 3) a cumulative risk approach for estimating the burden of HIV/AIDS attributable to IPV. Note that while we estimated the PAF of abortion attributable to IPV for GBD 2017, we stopped calculating this PAF for GBD 2019, due to insufficient evidence of a causal relationship between the risk and outcome.

## Estimating attributable burden to IPV for depression

We estimated exposure as a DisMod model. We first age-split the data, using a regression developed with MR-BRT, before making bias-adjustments for alternate case definitions, as described above. The prepped data were then run as a single-parameter prevalence model in DisMod-MR 2.1.

## Direct PAF for female homicides

The burden of homicides attributable to intimate partner violence was modelled as a direct PAF as data sources provide the direct measurement of proportion of homicide cases where and intimate partner was the perpetrator. Data were run directly into a single-parameter proportion DisMod-MR 2.1 model to produce these estimates.

## Cumulative risk approach for PAF of HIV/AIDS due to IPV

The third and final modelling approach that we used to assess burden attributable to intimate partner violence was a cumulative risk approach to measure the burden of HIV/AIDS attributable to IPV.

The approach itself remained the same in GBD 2019 but included newly estimated relative risk, updated intimate partner violence exposure numbers from the DisMod-MR 2.1 model described above, as well as revised HIV incidence numbers.

As we measure burden based on deaths and prevalence, we needed to quantify attributable fractions for prevalence and death rather than incidence. To get a PAF for prevalence we needed to consider the history of exposure to IPV and the accumulated associated risk of incident HIV due to IPV, relative to the overall risk of HIV at the population level. The ratio of cumulative IPV-attributable HIV incidence to total HIV incidence was an approximation of the relevant PAF for HIV prevalence and we assumed this PAF can also be applied to mortality.

$$
\frac{\text { Cumulative HIV incidence due to IPV }}{\text { Cumulative HIV incidence overall }}=\frac{1-\prod_{a=o}^{a=n}\left(1-P A F_{a y} * I_{a y}\right)}{1-\prod_{a=o}^{a=n}\left(1-I_{a y}\right)}
$$

where:

$$
\begin{aligned}
& \text { I = annual incidence rate of HIV } \\
& a=\text { age }(15-95) \\
& y=\text { year }(1980-2016) \\
& \text { PAF }_{\text {HIV incidence }}=\frac{[\text { Prevalence of } I P V]_{a y} *(I R R-1)}{[\text { Prevalence of } \operatorname{IPV}]_{a y^{*}}(\text { IRR }-1)+1}
\end{aligned}
$$

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level is zero exposure to intimate partner violence, as defined above.

## Relative risk

## Depression

In addition to the six cohort studies used in GBD 2017 (Ackard DM et al, J Pediatr. 2007, Chowhary et al, J Obstet Gynaecol Can 2007, Lipsky S et al, Womens Health Issues 2009, 9 Loxton D et al, J Interpers Violence 2006, Suglia SF et al, J Urban Health 2011 \& Ouellet-Morin et al, Depression and anxiety 2015), we incorporated a new longitudinal study (Han et al, Journal of Affective Disorders 2019) to calculate the relative risk of depression as 1.54 ( $95 \% \mathrm{UI} 1.00-2.36$ ) using MR-BRT.

## HIV incidence

From two cohort studies (Jewkes et al, Lancet 2010 \& Kouyoumdijian et al, AIDS 2013) we calculated the relative risk of HIV incidence as 1.60 ( $95 \%$ UI 1.31-1.93) using a regression with MR-BRT.
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## Childhood sexual abuse

Flowchart


Input data and methodological summary

## Definition

## Exposure

The case definition for childhood sexual abuse (CSA) is ever having experienced intercourse or other contact abuse (ie, fondling and other sexual touching) when aged 15 years or younger, in which the contact was unwanted or the perpetrator was five or more years older than the victim.

Theoretical Minimum Risk Exposure Level
The associated Theoretical Minimum Risk Exposure Level (TMREL) is zero exposure to CSA.

## Input data

Currently, we use self-reported survey data to measure CSA prevalence, and we do not use data from Child Protection Services (CPS) or other crime data. The reliability and comprehensiveness of CPS and crime statistics varies too much geographically to warrant inclusion (it typically identifies only a small proportion of cases).

Although no systematic review of the literature was completed for GBD 2019, we reviewed sources in the GHDx sent by collaborators and extracted new data from our collaborators in Norway.

We then supplemented all literature inputs with data from relevant national health surveys and violence-specific surveys. Several survey series used include the United States Behavioral Risk Factor Surveillance System, the CDC Reproductive Health Surveys, Brazil National Alcohol and Drug Survey, and the Gender, Alcohol, and Culture International Study (GENACIS).

We included all sources that provided population-representative data on the proportion of males or females under the age of 15 who have experienced sexual abuse. In addition, we accepted sources reporting on the following non-reference cases:

1. Proportion of individuals who experienced intercourse CSA
2. Proportion of individuals who experienced contact or non-contact CSA
3. Proportion of individuals who experienced CSA in which the definition of perpetrator is restricted (eg, CSA committed by a father)
4. Proportion of individuals who experienced sexual abuse before some age greater than 15 (such as before age 17)
5. Proportion of individuals who experienced sexual abuse before some age less than 15 (such as before age 13)
6. Proportion of individuals who experienced CSA, measured from a student population
7. Non-nationally representative populations who experienced CSA

For the alternate definitions of CSA (intercourse, contact-non contact, restricted perpetrator), and for sources using alternate age cutoffs (before or after age 15), we ran separate, sex-specific, logitdifference meta-regressions with the MR-BRT tool to estimate correction factors. We introduced these methods in lieu of marking all non-reference data with study-level covariates, and allowing DisMod to make these adjustments internally, as was done in GBD 2017.

Table 1: Data inputs for exposure for childhood sexual abuse.

| Input data | Exposure |
| :--- | ---: |
| Source count (total) | 196 |
| Number of countries with data | 71 |

Table 2: Data inputs for relative risks for childhood sexual abuse.

| Input data | Relative risk |
| :--- | ---: |
| Source count (total) | 10 |


| Number of countries with data | 4 |
| :--- | :--- |

Table 3: MR-BRT adjustment factors for alternate definitions of CSA among females

| Data input | Reference or <br> alternative data <br> collection | Gamma | Beta coefficient, <br> logit-difference <br> $(95 \% \mathrm{Cl})$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Intercourse or <br> contact CSA | Ref | 0.57 | --- | --- |
| Just intercourse <br> CSA | Alt |  | -1.15 <br> $(-2.41,0.10)$ | $(0.08,0.53)$ |
| Either contact or <br> non-contact CSA | Alt |  | 0.77 | $(-0.50,2.03)$ |

*Adjustment factor is the inverse-logit transformed beta coefficient; <0.5 represents that alternative is adjusted upward; $>0.5$ represents that alternative is adjusted downward.

Table 4: MR-BRT adjustment factors for alternate definitions of CSA among males

| Data input | Reference or <br> alternative data <br> collection | Gamma | Beta coefficient, <br> logit-difference <br> $(95 \% \mathrm{Cl})$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Intercourse or <br> contact CSA | Ref | 0.57 | --- | --- |
| Just intercourse <br> CSA | Alt |  | -1.52 | $(-2.68,-0.36)$ |

*Adjustment factor is the inverse-logit transformed beta coefficient; <0.5 represents that alternative is adjusted upward; >0.5 represents that alternative is adjusted downward.

Table 5: MR-BRT adjustment factors for alternate recall periods among females

| Data input | Reference or <br> alternative data <br> collection | Gamma | Beta coefficient, <br> logit-difference <br> $(95 \% \mathrm{CI})$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Study asked about <br> CSA before age 15 | Ref | 0.02 | --- | --- |
| Study asked about <br> CSA before an age <br> less than 15 | Alt |  | -0.79 | $(-0.83,-0.74)$ |


| Study asked about <br> CSA before an age <br> greater than 15 | Alt |  | 0.70 | 0.67 |
| :--- | :--- | :--- | :--- | :--- |
| $(0.65,0.74)$ | $(0.66,0.68)$ |  |  |  |

*Adjustment factor is the inverse-logit transformed beta coefficient; $<0.5$ represents that alternative is adjusted upward; >0.5 represents that alternative is adjusted downward.

Table 6: MR-BRT adjustment factors for alternate recall periods among males

| Data input | Reference or <br> alternative data <br> collection | Gamma | Beta coefficient, <br> logit-difference <br> $(95 \% ~ C I)$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| Study asked about <br> CSA before age 15 | Ref | 0 | --- | --- |
| Study asked about <br> CSA before an age <br> less than 15 | Alt |  | -0.07 <br> $(-0.49,0.34)$ | 0.48 <br> $(0.38,0.58)$ |
| Study asked about <br> CSA before an age <br> greater than 15 | Alt |  | A.06 |  |

*Adjustment factor is the inverse-logit transformed beta coefficient; <0.5 represents that alternative is adjusted upward; >0.5 represents that alternative is adjusted downward

## Modelling strategy

We first apply the correction factors, described above, to all non-reference definition data; CSA prevalence is then modelled as a single parameter prevalence model in DisMod-MR 2.1. CSA exposure is modelled separately for males and females because we observe little correlation between the prevalence of child abuse among females and males, and modelling both sexes together causes unreasonable estimates in countries where we only have data for one sex.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level is zero exposure to contact childhood sexual abuse.

## Relative risk

We estimate burden attributable to CSA for the following health outcomes: unipolar depressive disorders (major depressive disorder and dysthymia) and alcohol use disorders.

In addition to the sources used in GBD 2017 (Brown J et al, J Am Acad Child Adolesc Psychiatry 1999, Chapman DP et al, J Affect Disord 2004, Dinwiddie S et al, Psychol Med 2000, Dube SR et al, Am J Prev Med 2005, Jaffee SR et al, Arch Gen Psychiatry 2002, Kendler KS et al, Arch Gen Psychiatry 2000, Nelson EC et al, Arch Gen Psychiatry 2002, Widom CS et al, Arch Gen Psychiatry 2007), we incorporated an additional case-control study (Cheasty et all, BMJ 1998) to calculate the relative risk of depression as 1.56 ( $95 \%$ UI 1.30-1.86) using a regression developed with MR-BRT. To estimate the relative risk of alcohol abuse disorder, we reviewed the sources from the random effects meta-analysis done in GBD 2017, and excluded one for non-representativeness. With the remaining four (Dinwiddie $S$ et al, Psychol Med 2000, Fleming J et al, Addiction 1998, Kendler KS et al, Arch Gen Psychiatry 2000, \& Nelson EC et al,

Arch Gen Psychiatry 2002), we ran another regression with MR-BRT to estimate a relative risk of 2.21 (90\% UI 1.15-4.04).
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## Bullying victimisation

## Flowchart



Input data and methodological summary

## Exposure

## Case definition

Bullying victimisation is commonly conceptualised as the intentional and repeated harm of a less powerful individual by peers. ${ }^{1}$ This differentiates bullying victimisation from disagreements, conflicts, or playful teasing. The case definition of bullying victimisation in the GBD context is "bullying victimisation of children and adolescents attending school by peers." This definition includes the global concept of bullying victimisation which incorporates combined estimates of subtypes such as physical, verbal, relational, and cyberbullying victimisation. It excludes abuse/harassment by siblings, intimate partners, and adults (eg, teachers). While bullying can be experienced as either a victim or perpetrator, perpetration (ie, those who bully others) is not included in this definition although some victims will also be perpetrators.

## Input data for exposure

In order for a study to be included, it must report the prevalence of bullying victimisation and 1) have been published since 1980,2 ) ask participants about bullying victimisation in the previous year or more recently, 3) use an appropriate frequency threshold to define bullying victimisation (approximating at least once a week or greater than "occasionally"), 4) be representative of the general population rather than a special population (eg, ethnic minorities), and 5) report prevalence for bullying victimisation overall rather than a subtype eg, physical bullying victimisation.

The GBD electronic database searches for bullying victimisation is updated on a two-year rolling basis. A new systematic review for bullying victimisation was conducted for GBD 2017, with the next electronic literature update due for the next round of GBD. Included studies were sourced from a systematic review of three electronic databases (PubMed, EMBASE, and PsycINFO), covering the period 1980 to 2017. No restriction was set on the language of publication. GHDx was also used to source microdata from survey series meeting the above inclusion criteria. Estimates from the Global School-based Student Health Survey (GSHS), the Health Behavior in School-aged Children (HBSC), and the National Crime Victimization Survey - School Crime Supplement (NCVS-SCS) were extracted and included in the dataset. The grey literature search and expert consultation conducted for GBD 2019 did not reveal any additional studies. The table below summarises exposure data inputs for bullying victimisation.

Table 1: Exposure input data for bullying victimization

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 308 |
| Number of countries with data | 119 |

## Age and sex splitting

The extracted data underwent two types of age and sex splitting processes:

1. Where possible, estimates were further split by sex and age based on the data that were available. For instance, if studies reported prevalence for broad age groups by sex (eg, prevalence in 5-to 17-year-old males and females separately), and also by specific age groups but for both sexes combined (eg, prevalence in 5-to 12-year-olds, then in 13-to 17-year-olds, for males and females combined); age-specific estimates were split by sex using the reported sex ratio and bounds of uncertainty
2. A meta-regression with Bayesian priors, regularisation, and trimming (MR-BRT) analysis was used to split the remaining both-sex estimates in the dataset. For each parameter, sex-specific estimates were matched by location, age, and year, and a MR-BRT network meta-analysis was used to estimate pooled sex ratios and bounds of uncertainty. These were then used to split the both-sex estimates in the dataset. The male:female prevalence ratio was 1.21 ( $95 \% \mathrm{Cl}$ : 0.901.51).

## Bias corrections / crosswalks

Estimates with known biases were adjusted/crosswalked accordingly prior to DisMod-MR 2.1. Within the bullying victimisation epidemiological dataset, within and between study estimates were paired by age, sex, location, and year, between the reference and alternative estimates. Pairs were also made between the different alternative estimates. The ratios between these estimates were then used as
inputs in a MR-BRT network meta-analysis. This analysis produced pooled ratios between the reference estimates and alternative estimates. These ratios (see Table 2) were used to adjust all alternative estimates in the dataset. Bullying victimisation had four alternative definitions to crosswalk:

1. Suboptimal frequency threshold used, eg, "sometimes + frequently"
2. No definition of bullying victimisation presented to participants or not specified
3. Asked about bullying victimisation in the past year

Table 2: MR-BRT crosswalk adjustment factors for bullying victimisation

| Data input | Reference or alternative case <br> definition | Gamma | Beta coefficient, <br> log (95\% CI) | Adjustment <br> factor* (95\% CI) |
| :--- | :--- | :--- | :--- | :--- |
|  | Reference: Point proportion of <br> children and adolescents attending <br> school who have been exposed to <br> School <br> burvey |  |  |  |
| bullying victimisation by peers at <br> least once a week or greater than <br> "occasionally". Participants are given <br> a definition of bullying victimisation <br> prior to being asked about exposure. | 0.33 | --- | --- |  |
| School <br> survey |  |  | $1.18(0.52-1.83)$ | $3.24(1.69-6.22)$ |
| School <br> survey | Alternative: No definition of bullying <br> victimisation presented to <br> participants or not specified |  | $0.27(0.18-0.36)$ | $1.31(1.20-1.43)$ |
| School <br> survey | Alternative: Past-year proportion |  | 0.16 (0.06-0.27) | $1.18(1.06-1.31)$ |

*Adjustment factor is the transformed beta coefficient in normal space and can be interpreted as the factor by which the alternative case definition is adjusted to reflect what it would have been if measured as the reference.

Confidence intervals incorporate gamma, which represents the between-study variance across all input data in the model. This added uncertainty widens the confidence intervals for crosswalks with significant fixed effects.

## Modelling strategy

After the above data processes were applied, DisMod-MR 2.1 was used to model the prevalence of bullying victimisation. Bullying victimisation prevalence was modelled as a single parameter prevalence model. The DisMod-MR modelling strategy for bullying victimisation followed the standard GBD 2019 decomposition structure. At each decomposition step, we compared the new model against the GBD 2017 best model and the best model from the previous step. All substantial changes between models were explored and explained. Adjustments to model priors or the dataset were made where appropriate. Where outliers were identified in the data, we reassessed the study's methodology and quality before a decision was made to exclude or include the data. We assumed no prevalence prior to 5 years or after 20 years of age.

## Adjustment for years of schooling

In order to better represent the prevalence of bullying victimisation, prevalence estimates were adjusted for the proportion of children and adolescents attending school by ages 5-9, 10-14, and 15-19 years by sex, location, and year. Data on the proportion of children and adolescents attending school was sourced from the online database (http://data.uis.unesco.org/) published by the United Nations Educational, Scientific, and Culture Organization (UNESCO). The data covered 18,441 country-years for age groups 6-11, 12-14, and 15-17 years by sex. These data were modelled in ST-GPR, with average years of education as a country-level covariate, to predict the proportion of children and adolescents attending school by these age groups. This gave estimates of the proportion of children and adolescents attending school by age, sex, year, and location.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level was assumed to be zero exposure to bullying victimisation.

## Relative risks

We estimate burden attributable to bullying victimisation for major depressive disorder (MDD) and anxiety disorders. Data on the association between bullying victimisation and self-harm was also reviewed but not included due to variation in the definition of "self-harm" and only one study looking at suicide.

## Input data for relative risks

For GBD 2017, studies reporting the prospective longitudinal association between these outcomes and bullying victimisation were sourced from a systematic review of three electronic databases (PubMed, EMBASE, and PsycINFO), covering the period 1980-2017. No restriction was set on the language of publication. Studies had to report relative risks (RRs), odds ratios, or sufficient data to calculate RRs (ie, exposed/non-exposed cases/non-cases). Altogether there were 107 RRs extracted from 23 studies reporting on 14 cohorts (see Table 3). The search for relative-risk estimates is also updated on a twoyear rolling basis, with the next electronic literature update due for the next round of GBD.

Table 3: Relative risk input data for bullying victimization

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 23 |
| Number of countries with data | 6 |

## Estimation of pooled relative risks

A MR-BRT meta-regression was conducted to determine the impact of follow-up time on the risk of MDD and anxiety disorders following exposure to bullying victimisation. This analysis controlled for several biases via covariates which are detailed in Table 4. Estimates were nested within cohorts. All available estimates by cohort that varied across the covariates were extracted to better inform the covariates. MDD was set as the intercept and anxiety was estimated via a covariate ( $\beta=0.06[95 \% \mathrm{Cl}$ : 0.05 to 0.17]). The risk of MDD and anxiety disorders diminished significantly with time ( $\beta=-0.03$ [ $95 \%$ CI: -0.04 to 0.02]).

Table 4: MR-BRT meta-regression bias covariates

| Covariate | Beta coefficient, <br> log (95\%CI) | Gamma |
| :--- | :--- | :--- |
| Intercept | $0.76(0.46-1.05)$ | 0.00 |
| Outcome measured via symptom scale | $0.07(-0.11$ to 0.25$)$ | 2.02 |
| Unadjusted for potential confounders | $0.08(0.00-0.16)$ | 0.00 |
| Exposure reported by parent only | $0.22(0.09-0.35)$ | 0.00 |
| Estimate represents odds ratio | $0.29(0.15-0.43)$ | 1.99 |
| Estimate derived from multiple logistic regression | $0.21(0.09-0.33)$ | 1.90 |
| Exposure is cyberbullying | $0.68(0.33-1.03)$ | 2.00 |
| Suboptimal exposure frequency threshold | $-0.49(-0.60$ to - | 1.85 |
| Outcome not controlled for at baseline | $0.38)$ |  |
| 15\%+ attrition at follow-up | $0.06(-0.06$ to 0.18$)$ | 0.24 |
| Sample represents males only | $-0.12(-0.40$ to | 0.00 |
| Sample represents females only | $0.15)$ |  |
|  | $0.05(-0.18$ to 0.28$)$ | 0.00 |

## Population attributable fractions (PAFs)

A cohort method was developed to accommodate the waning risk over time observed in the MR-BRT meta-regression of the RRs. The following steps are conducted for each point of estimation (ie, by age, sex, location, and year), hereafter referred to as a "cohort":

1. Pull current and past bullying victimisation prevalence for the cohort from the DisMod-MR 2.1 exposure model.
2. Adjust each bullying victimisation prevalence estimate for the proportion of the cohort attending school in that year.
3. Estimate incidence of bullying victimisation within the cohort for each year using the following formula:

$$
I_{k}=P_{k}-\sum_{n=0}^{k-1}\left(I_{n} \times r_{k-n}\right)
$$

where / represents incidence, $P$ represents prevalence, $r$ represents the estimate of persistence, and $k$ represents the time between the incidence estimate and the earliest possible time of exposure in the cohort. $I_{k}$ requires $I_{0}$ through to $I_{k-1}$ to first be calculated and so we complete this process by first estimating $I_{0}$, then $I_{1}$, and so on until we have estimated incidence for the latest possible year of exposure for this cohort. The persistence estimate is based on a separate MR-BRT meta-regression of seven studies. ${ }^{2-8}$
4. Use the incidence estimates to divide the cohort into proportions based on time since first exposed to bullying victimisation:

$$
p_{t}=I_{\max (k)-k}
$$

[^0] bullying victimisation at time $t$.
5. Estimate PAFs via the following formula:
$$
P A F=\frac{\sum\left(\boldsymbol{p}_{t} \times \boldsymbol{R} R_{t}\right)+\boldsymbol{p}_{\text {no exposure }}-\mathbf{1}}{\sum\left(\boldsymbol{p}_{t} \times \boldsymbol{R} R_{t}\right)+\boldsymbol{p}_{\text {no exposure }}}
$$
where $t$ is the time since first exposed to bullying victimisation, $p$ is the proportion of the cohort first exposed to bullying victimisation at time $t$ or the proportion not exposed to bullying victimisation, and $R R$ is the relative risk for depressive and anxiety disorders given $t$.

## Changes between GBD 2017 and GBD 2019

There were five main changes in the GBD 2019 modelling strategy compared to GBD 2017:

1. In GBD 2017 the sex ratio was estimated by DisMod-MR 2.1 as part of the prevalence modelling. In GBD 2019 we made use of MR-BRT to run a nested meta-regression analysis on the withinstudy sex ratios to estimate a pooled sex ratio with $95 \%$ confidence intervals as previously discussed. The prevalence male:female sex ratio was 1.24 ( $95 \% \mathrm{CI} 1.18-1.30$ ) in GBD 2017 compared to 1.21 ( $95 \% \mathrm{Cl} 0.90-1.51$ ) in GBD 2019.
2. In GBD 2019 we made use of MR-BRT to run a nested network meta-regression to estimate adjustments to alternative data prior to running DisMod-MR 2.1. Ratios estimated between 2017 and 2019 were largely consistent, although the confidence interval derived by MR-BRT tended to be larger. MR-BRT confidence intervals incorporate gamma, which represents the between study variance across all input data in the model. This added uncertainty widens the confidence intervals for crosswalks with significant fixed effects.
a. The adjustment ratio for suboptimal frequency threshold was 3.35 (3.35-3.35) in GBD 2017 versus 3.24 (1.69-6.22) in GBD 2019
b. The adjustment ratio for estimates where no definition of bullying victimisation was presented to participants or not specified was 1.12 (1.12-1.12) in GBD 2017 versus 1.31 (1.20-1.43) in GBD 2019
c. The adjustment ratio for past-year estimates was 1.47 (1.30-1.68) in GBD 2017 versus 1.18 (1.06-1.31) in GBD 2019
3. The GBD 2017 model included an adjustment ratio (as a study-level covariate within DisModMR) for estimates sourced from a single school. This covariate/adjustment was excluded in GBD 2019. Estimates sourced from a single school were adjusted downward by 1.21 (1.01-2.12) toward the level of estimates sourced across multiple schools. This was under the premise that a survey may have been commissioned at these schools to evaluate the extent of a known issue of bullying victimisation. Part of the new GBD 2019 MR-BRT approach was to assess the availability of data for a given study-level covariate to produce robust matched pairs. There were no withinstudy comparisons available with this covariate and only one between-study comparison available. Until more data become available to clarify the above, we have excluded this adjustment from the dataset and included this data without adjustment.
4. In GBD 2017, the RRs were estimated via a meta-regression conducted in R using the metafor package. This analysis controlled for three known sources of bias via covariates (outcome measured via symptom scale, suboptimal exposure frequency threshold, and outcome not controlled for at baseline). In GBD 2019 we made use of MR-BRT to run a nested metaregression analysis controlling for 11 known sources of bias and heterogeneity (see Table 2). Cause-specific RRs were also predicted, whereas in GBD 2017, MDD and anxiety disorders were assigned the same RRs. The MR-BRT analysis resulted in RRs that were slightly higher than in GBD 2017, with a follow-up time lasting several years longer (four years for MDD, seven years for anxiety disorders). This has resulted in larger PAFs than in GBD 2017.
5. In GBD 2017, the persistence model used to estimate incidence of bullying was estimated via a meta-regression conducted in R using the metafor package. In GBD 2019 we made use of MRBRT to run a nested meta-regression. This better accounted for the multiple observations analysed per study. This has resulted in larger variance in the persistence estimates (and in turn the incidence estimates) than in GBD 2017.
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## Unsafe sex

## Flowchart



Input data and methodological summary

## Definition

## Exposure

Unsafe sex is defined as the risk of disease due to sexual transmission. The outcomes associated with unsafe sex that we estimate for GBD include HIV, cervical cancer, and all sexually transmitted diseases (STDs) except for those in neonates from vertical transmission, including HIV, Opthalmia neonatorum and neonatal syphilis. We assumed $100 \%$ of cervical cancer and STDs were attributable to unsafe sex and modelled the proportion of HIV incidence occurring through sexual transmission to estimate the attributable burden for HIV due to unsafe sex. The theoretical minimum level (TMREL) for unsafe sex is defined as the absence of disease transmission due to sexual contact.

## Input data

To be used in our models, sources must report HIV cases attributable to various modes of transmission. We screened UNAIDS country progress reports and searched government epidemiological surveillance records for these data. The primary data sources we used were UNAIDS, the European CDC, and the US CDC.

We excluded all extractions where the "other" category for HIV transmissions accounted for greater than $25 \%$ of all cases. We believe that such high proportions raise concerns about the quality of reporting.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 948 |
| Number of countries with data | 97 |

## Modelling strategy

We modelled the proportion of HIV cases attributable to unsafe sex. To do this we collected and cleaned data, ran three DisMod-MR models (HIV attributable to sex, HIV attributable to injection drug use, HIV attributable to other routes of transmission), adjusted results of the three DisMod-MR models to sum to one, and then assigned the proportions as direct PAFs.

No country-level covariates were included in the models. We tested an injection drug use (IDU) covariate - an opioid use covariate in the proportion HIV due to drug use model - but found no significant coefficients, so excluded them from the final model.

Since all-age and both-sex datapoints represent the vast majority of the available data, we derived an age-sex pattern for the HIV-IDU transmission model from the age-sex pattern present in the GBD 2017 population attributable fraction for hepatitis B attributable to IDU (the model for injecting drug use and hepatitis estimates the cumulative exposure to injecting drug use to capture all infections in people with a history of injecting even if in a more distant past). Assuming the proportion of HIV due to other transmission is constant over age and by sex, the age-sex pattern for the proportion of HIV due to sexual transmission was set to be the complement to 1 of the age-sex pattern for the proportion of HIV due to IDU. The all-age and both-sex data were split according to these age-sex patterns, and the three HIV transmission DisMod-MR models were run on the age- and sex-split data. In previous GBD rounds, only age-splitting had used this approach, while sex-splitting occurred within DisMod-MR. Since most data are for both sexes combined, using the sex ratio - in addition to the age pattern from the IDU-Hepatitis B PAF - is much more informative. The impact of this change resulted in general increases in proportion HIV due to sexual transmission among females, as they generally had lower IDU rates compared to males.

In GBD 2019, we also changed the proportion HIV due to sex DisMod-MR model to run in complement (1-proportion) space. Since proportions were high in most countries, modelling in complement space resulted in a better model fit. Additional priors were set to inform an age pattern: zero proportion HIV transmission due to IDU before age 15, zero proportion HIV transmission due to sex before age 10 (100 in complement space), and $100 \%$ transmission due to other before age 10 . The results from these HIV transmission models were adjusted to sum to $100 \%$ for a given country-year-age-sex group at each of 1,000 draws.

Squeezed global HIV transmission models by age (Male, 2019)


Squeezed global HIV transmission models by age (Female, 2019)


Theoretical minimum-risk exposure level
The theoretical minimum level used for unsafe sex is the absence of disease transmission due to sexual contact.

## Population attributable fraction calculations

Based on evidence in the literature, we attributed $100 \%$ of cervical cancer to unsafe sex. These sources state that HPV infection is necessary for cervical cancer to develop and that HPV is only spread through sexual contact. The proportion of STDs attributable to unsafe sex was also $100 \%$.

For HIV, the results from the single parameter proportion DisMod-MR model for HIV transmission due to sex after squeezing were used directly as the population attributable fraction.

## Low physical activity

## Flowchart



Input data and methodological summary

## Exposure

## Case definition

We measure physical activity performed by adults older than 25 years of age, for duration of at least ten minutes at a time, across all domains of life (leisure/recreation, work/household and transport). We use frequency, duration and intensity of activity to calculate total metabolic equivalent-minutes per week. MET (Metabolic Equivalent) is the ratio of the working metabolic rate to the resting metabolic rate. One MET is equivalent to $1 \mathrm{kcal} / \mathrm{kg} /$ hour and is equal to the energy cost of sitting quietly. A MET is also defined as the oxygen uptake in $\mathrm{ml} / \mathrm{kg} / \mathrm{min}$ with one MET equal to the oxygen cost of sitting quietly, around $3.5 \mathrm{ml} / \mathrm{kg} / \mathrm{min}$.

## Input data

We included surveys of the general adult population that captured self-reported physical activity in all domains of life (leisure/recreation, work/household and transport), where random sampling was used.

Data were primarily derived from two standardised questionnaires: The Global Physical Activity Questionnaire (GPAQ) and the International Physical Activity Questionnaire (IPAQ), although we included other survey instruments that asked about intensity, frequency and duration of physical activities performed across all activity domains.

Due to a lack of a consistent relationship on the individual level between activity performed in each domain and total activity, we were not able to use studies that included only recreational/leisure activities.

Physical activity level is categorised by total MET-minutes per week using four categories based on rounded values closest to the quartiles of the global distribution of total MET-minutes/week. The lower
limit for the Level 1 category ( 600 MET -min/week) is the recommended minimum amount of physical activity to get any health benefit. We used four categories with higher thresholds rather than the GPAQ and IPAQ recommended 3 categories to better capture any additional protective effects from higher activity levels.

- Level 0: < 600 MET-min/week (inactive)
- Level 1: 600-3999 MET-min/week (low-active)
- Level 2: 4000-7,999 MET-min/week (moderately-active)
- Level $3: \geq 8,000$ MET-min/week (highly active)

The GHDx was used to locate all surveys that use the GPAQ or IPAQ questionnaire. Although there were many other surveys that focused specifically on leisure activity, we were unable to use these sources because they did not comprise all three domains (work, transport and leisure). In addition, we excluded any surveys that did not report frequency, duration, and intensity of activity.

Table 1: Data inputs for exposure for low physical activity.

| Input data | Exposure |
| :--- | :---: |
| Site-years (total) | 255 |
| Number of countries with data | 128 |

Table 2: Data inputs for relative risks for low physical activity.

| Input data | Exposure |
| :--- | :---: |
| Site-years (total) | 121 |
| Number of countries with data | 38 |

## Modelling strategy

## DisMod modelling

For this round of the GBD, we have chosen to use a machine learning crosswalk to predict IPAQ estimates for GPAQ results and GPAQ estimates for IPAQ results, with original and estimated results then being combined to get one comprehensive IPAQ dataset and one comprehensive GPAQ dataset. We then estimated the proportion of each country/year/age/sex subpopulation in each of the above four activity levels using 12 separate Dismod models (one set of six for IPAQ and one for GPAQ). We use six categories of physical activity prevalence rather than four to accommodate the different METminute/week cutoffs presented in tabulated data sources where individual unit record data was not available. Since the accepted threshold/definition for inactivity is consistently < 600 MET-minutes/week, the vast majority of tabulated data was broken down into proportion inactive (model A) and proportion low, moderate or highly active (model B).

|  | Label | MET-min/week | Name of sequelae in online visualisation tool |
| :--- | :--- | :--- | :--- |
| A | inactive | $<600$ | Physical inactivity and low physical activity, inactive |


| B | low/moderately/highly <br> active | 00 | Physical inactivity and low physical activity, <br> low/moderately/highly active |
| :--- | :--- | :--- | :--- |
| C | low active | $600-3999$ | $>4000$ |
| D | moderately/highly <br> active | $4000-7999$ | Physical inactivity and low physical activity, low active <br> moderately/highly active |
| E | moderately active | Physical inactivity and low physical activity, <br> moderately active |  |
| F | highly active | 000 | Physical inactivity and low physical activity, highly <br> active |

These models have mesh points at 01525354555657585 100, and a study-level fixed effect on integrand variance (Z-cov) for whether a study was nationally representative or not, to account for the heterogeneity introduced by studies that are not generalizable to the entire population. They also have national level fixed effects on prevalence of obesity.

After DisMod, we rescale each of the 6 models specific to each data source so that the proportions sum to one. Since we have the most data for models A and B, we rescale the sum of the proportion in each category to be equal to one. Next we rescale the sum of model $C$ and $D$ to be equal to the rescaled value from model $B$. Then we rescale the sum of models $E$ and $F$ to be equal to the rescaled value from model D. After these three rescales we are left with a proportion for each of the four categories that all sum to 1 . Scaled results for each data source are then hybridised to produce only one set of results for the prevalence of the four categories of physical activity.

Similar to the previous round, we have not directly estimated total MET-minutes per week globally. Although, this year we made use of two specific machine learning algorithms (Random Forest and XGBoost) that were trained using data that could characterise the relationship between total METmins/week and each of the categorical prevalences of physical activity. This resulted in country-year-age-sex specific estimates of total physical activity in the form of MET-minutes per week.

Utilising microdata on total MET-mins per week from individual-level surveys, we characterised the distribution of activity level at the population level. We then used an ensemble approach to distribution fitting, borrowing characteristics from individual distributions to tailor a unique distribution to fit the data using a weighting scheme. We characterised the standard deviation of each population's activity through a linear regression that captured the relationship between standard deviation and mean activity levels in nationally representative IPAQ surveys:

$$
\begin{aligned}
& \ln (\text { Standard deviation) } \\
& \qquad=\beta_{0}+\beta_{1} \times \ln \left(\text { Mean }_{i}\right)+\beta_{2} \times \text { Age }_{i}+\beta_{3} \times S R_{i}+\beta_{4} \times \text { Fem }_{i}
\end{aligned}
$$

$A g e_{i}$ is the youngest age in population $i$ 's age group, $S R_{i}$ is the super region in which the population lives, and $\mathrm{Fem}_{i}$ is a Boolean value depicting whether the population is female. We then applied the coefficients of this regression to the outputs of our estimate of total MET-minutes per week regression outputs to calculate the standard deviation by country, year, age, and sex.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level for physical inactivity is 3000-4500 MET-min per week, which was calculated as the exposure at which minimal deaths across outcomes occurred. ${ }^{3}$

## Relative risk

We used a dose-response meta-analysis of prospective cohort studies to estimate the effect size of the change in physical activity level on breast cancer, colon cancer, diabetes, ischemic heart disease and ischemic stroke. ${ }^{3}$

There is a well-documented attenuation of the risk for cardiovascular disease and diabetes due to metabolic risks factors throughout one's life. To incorporate this age trend in the relative risks, we first identified the median age-at-event across all cohorts and considered that as the reference age-group. We then assigned our risk curves to this reference age group. Then, we derived the percent change in relative risks between each age group and the reference age group by averaging percentage changes in relative risks of all metabolic mediators.
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## High fasting plasma glucose

## Flowchart



## Case definition

High fasting plasma glucose (FPG) is measured as the mean FPG in a population, where FPG is a continuous exposure in units of $\mathrm{mmol} / \mathrm{L}$. Since FPG is along a continuum, we define high FPG as any level above the TMREL, which is $4.8-5.4 \mathrm{mmol} / \mathrm{L}$.

## Data seeking

Exposure
We conducted a systematic review for FPG and diabetes in GBD 2019. We use all available sources on FPG and prevalence of diabetes in the FPG model.

## 1. Search terms:

Diabetes Mellitus search string: (diabetes[TI] AND (prevalence[TIAB] OR incidence[TIAB])) OR ('Diabetes Mellitus'[MeSH Terms] AND 'epidemiology'[MeSH Terms]) OR (diabetes[TI] AND 'epidemiology'[MeSH Terms]) NOT gestational[All Fields] NOT ('neoplasms'[MeSH Terms] OR 'neoplasms'[All Fields] OR 'cancer'[All Fields]) NOT ('mice'[MeSH Terms] OR 'mice'[All Fields]) NOT ('schizophrenia'[MeSH Terms] OR 'schizophrenia'[All Fields]) NOT ('emigrants and immigrants'[MeSH Terms] OR ('emigrants'[All Fields] AND 'immigrants'[All Fields]) OR 'emigrants and immigrants'[All Fields] OR 'immigrants'[All Fields]) NOT ('pregnancy'[MeSH Terms] OR 'pregnancy'[All Fields] OR 'gestation'[All Fields]) NOT ('rats'[MeSH Terms] OR 'rats'[All Fields] OR 'rat'[All Fields]) NOT ('kidney'[MeSH Terms] OR 'kidney'[All Fields]) NOT renal[All Fields] NOT ('vitamins'[Pharmacological Action] OR 'vitamins'[MeSH Terms] OR 'vitamins'[All Fields] OR 'vitamin'[All Fields])

And

FPG search string: (("glucose"[Mesh] OR "hyperglycemia"[Mesh] OR "prediabetic state"[Mesh]) AND "Geographic Locations"[Mesh] NOT "United States"[Mesh]) AND ("humans"[Mesh] AND "adult"[MeSH]) AND ("Data Collection"[Mesh] OR "Health Services Research"[Mesh] OR "Population Surveillance"[Mesh] OR "Vital statistics"[Mesh] OR "Population"[Mesh] OR "Epidemiology"[Mesh] OR surve*[TiAb]) NOT Comment[ptyp] NOT Case Reports[ptyp]) NOT "hospital"[TiAb]

Search date: October 17, 2018. The search took place for the following dates: 10/15/2017-10/16/2018 The number of studies returned was 717 , and the number of studies extracted was 36 .

Figure 1: PRISMA diagram of data sources used in GBD 2019 high fasting plasma glucose model


## Data inputs

Data inputs come from 3 sources:

- Estimates of mean FPG in a representative population
- Individual-level data of fasting plasma glucose measured from surveys
- Estimates of diabetes prevalence in a representative population

Data sources that did not report mean FPG or prevalence of diabetes are excluded from analysis. When a study reported both mean fasting plasma glucose (FPG) and prevalence of diabetes, we use the mean

FPG for exposure estimates. Where possible, individual-level data supersede any data described in a study. Individual-level data are aggregated to produce estimates for each 5-year age group, sex, location, and year of a survey.

Table 1: Number of sources used in exposure and relative risk models in GBD 2019

| Measure | Total sources | Countries with data |
| :--- | :---: | :---: |
| Total | 549 | 127 |
| Relative risk | 20 | - |
| Exposure | 529 | 127 |

## Data processing

We perform several processing steps to the data in order to address sampling and measurement inconsistencies that will ensure the data are comparable.

## 1. Small sample size

Estimates in a sex and age group with a sample size <30 persons is considered a small sample size. In order to avoid small sample size problems that may bias estimates, data are collapsed into the next age group in the same study till the sample size reach at least 30 persons. The intent of collapsing the data is to preserve as much granularity between age groups as possible. If the entire study sample consists of <30 persons and did not include a population-weight, the study is excluded from the modelling process.

## 2. Crosswalks

We predicted mean FPG from diabetes prevalence using an ensemble distribution. We characterized the distribution of FPG using individual-level data. Details on the ensemble distribution can be found elsewhere in the Appendix. Before predicting mean FPG from prevalence of diabetes, we ensured that the prevalence of diabetes was based on the reference case definition: fasting plasma glucose (FPG) $>126 \mathrm{mg} / \mathrm{dL}(7 \mathrm{mmol} / \mathrm{L})$ or on treatment. For more details on how the case-definition crosswalk is conducted, please see the diabetes mellitus appendix in Global, regional, and national incidence, prevalence, and years lived with disability for 354 diseases and injuries for 195 countries, 1990-2019: a systematic analysis for the Global Burden of Disease Study 2019.

## Exposure modelling

Exposure estimates are produced for every year between 1980 to 2019 for each national and subnational location, sex, and for each 5-year age group starting from 25 years. As in previous rounds of GBD, we used a Spatio-Temporal Gaussian Process Regression (ST-GPR) framework to model the mean fasting plasma glucose at the location-, year-, age-, and sex- level. Updates to the ST-GR modelling framework for GBD 2019 are detailed elsewhere in the Appendix.

Fasting plasma glucose is frequently tested or reported in surveys aiming at assessing the prevalence of diabetes mellitus. In these surveys, the case definition of diabetes may include both a glucose test and questions about treatment for diabetes. People with positive history of diabetes treatment may be excluded from the FPG test. Thus, the mean FPG in these surveys would not represent the mean FPG in
the entire population. In this event, we estimated the prevalence of diabetes assuming a definition of FPG $>126 \mathrm{mg} / \mathrm{dL}(7 \mathrm{mmol} / \mathrm{L})$, then crosswalked it to our reference case definition, and then predicted mean FPG.

To inform our estimates in data-sparse countries, we systematically tested a range of covariates and selected age specific prevalence of obesity as a covariate based on direction of the coefficient and significance level.

Mean FPG is estimated using a mixed-effects linear regression, run separately by sex:

$$
\operatorname{logit}\left(\mathrm{FPG}_{\mathrm{c}, \mathrm{a}, \mathrm{t}}\right)=\beta_{0}+\beta_{1} \mathrm{p}_{\text {overweight }}^{\mathrm{c}, \mathrm{a}, \mathrm{t}}, ~+\sum_{\mathrm{k}=2}^{16} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}[\mathrm{a}]}+\alpha_{\mathrm{s}}+\alpha_{\mathrm{r}}+\alpha_{\mathrm{c}}+\epsilon_{\mathrm{c}, \mathrm{a}, \mathrm{t}}
$$

where $p_{\text {overweight }}^{c, a, t}$ is the prevalence of overweight, $\mathrm{I}_{\mathrm{A}[\mathrm{a}]}$ is an indicator variable for a fixed effect on a given 5-year age group, and $\alpha_{s} \alpha_{r} \alpha_{c}$ are random effects at the super-region, region, and country level, respectively. The estimates were then propagated through the ST-GPR framework to obtain 1000 draws for each location, year, age, and sex.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level (TMREL) for FPG is $4.8-5.4 \mathrm{mmol} / \mathrm{L}$. This was calculated by taking the person-year weighted average of the levels of FPG that were associated with the lowest risk of mortality in the pooled analyses of prospective cohort studies. ${ }^{1}$

## Relative risks

We estimate 15 outcomes due to high fasting plasma glucose (continuous risk) or diabetes (categorical risk).

| Risk | Outcome |
| :--- | :--- |
| Fasting plasma glucose | Ischemic heart disease |
| Fasting plasma glucose | Ischemic stroke |
| Fasting plasma glucose | Subarachnoid hemorrhage |
| Fasting plasma glucose | Intracerebral hemorrhage |
| Fasting plasma glucose | Peripheral vascular disease |
| Fasting plasma glucose | Type 1 diabetes |
| Fasting plasma glucose | Type 2 diabetes |
| Fasting plasma glucose | Chronic kidney disease due to <br> Type 1 diabetes |
| Fasting plasma glucose | Chronic kidney disease due to <br> Type 2 diabetes |
| Diabetes mellitus | Drug-resistant tuberculosis |
| Diabetes mellitus | Drug-susceptible tuberculosis |


| Diabetes mellitus | Multidrug-resistant tuberculosis <br> without extensive drug resistance |
| :--- | :--- |
| Diabetes mellitus | Extensively drug-resistant <br> tuberculosis |
| Diabetes mellitus | Liver cancer due to NASH |
| Diabetes mellitus | Liver cancer due to other causes |
| Diabetes mellitus | Pancreatic cancer |
| Diabetes mellitus | Ovarian cancer |
| Diabetes mellitus | Colorectal cancer |
| Diabetes mellitus | Bladder cancer |
| Diabetes mellitus | Lung cancer |
| Diabetes mellitus | Breast cancer |
| Diabetes mellitus | Glaucoma |
| Diabetes mellitus | Cataracts |
| Diabetes mellitus | Dementia |

## Relative risks for High Fasting Plasma Glucose (continuous risk)

After a review of the chronic kidney disease literature, we determined that there is only an attributable risk of chronic kidney disease due to diabetes type 1 and chronic kidney disease due to diabetes type 2 to FPG. Thus, in GBD 2019 we removed chronic kidney disease due to glomerulonephritis, chronic kidney disease due to hypertension, chronic kidney disease due to other causes as an outcome.

Relative risks (RR) were obtained from dose-response meta-analysis of prospective cohort studies. Please see the citation list for a full list of studies that are utilized. For cardiovascular outcomes, we estimated age-specific RRs using DisMod-MR 2.1 with log (RR) as the dependent variable and median age at event as the independent variable with an intercept at age 110. Morbidity and mortality directly caused by diabetes type 1 and diabetes type 2 is considered directly attributable to FPG.

## Relative risks for Diabetes mellitus (Categorical risk)

Relative risks were obtained from meta-analysis of cohort studies. Please see the citation list for a full list of studies that are utilized.

## References

1. Singh GM, Danaei G, Farzadfar F, et al. The age-specific quantitative effects of metabolic risk factors on cardiovascular diseases and diabetes: a pooled analysis. PloS One 2013; 8: e65174.

## High LDL cholesterol

Flowchart


## Input data and methodological summary

## Exposure

## Case definition

In earlier iterations of the GBD study, we estimated burden attributable to total cholesterol. Beginning in GBD 2017, we modelled blood concentration of low-density lipoprotein (LDL) in units of mmol/L.

## Input data

We used data on blood levels for low-density lipoprotein, total cholesterol, triglyceride, and high-density lipoprotein from literature and from household survey microdata and reports. We adjusted data for total cholesterol, triglycerides, and high-density lipoprotein using the correction approach described in the Lipid Crosswalk section below. Counts of the data inputs used for GBD 2019 are show in Tables 1 and 2 below. Details of inclusion and exclusion criteria and data processing steps follow.

Table 1: Data inputs for exposure for low-density lipoprotein

| Input data | Exposure |
| :--- | :---: |
| Total sources | 711 |
| Number of countries with data | 145 |

Table 2: Data inputs for relative risks for low-density lipoprotein

| Input data | Relative risk |
| :--- | :---: |
| Source count (total) | 1 |

## Inclusion criteria

Studies were included if they were population-based and measured total LDL, total cholesterol (TC), high-density lipoprotein (HDL), and/or triglycerides (TG) were available from blood tests or if LDL was calculated using the Friedewald equation. We assumed the data were representative of the location if the geography or population chosen were not related to the diseases and if it was not an outlier compared to other data in the country or region.

## Outliers

Data were utilised in the modelling process unless an assessment of data strongly suggested that the data were biased. A candidate source was excluded if the quality of study did not warrant a valid estimate because of selection (non-representative populations) or if the study did not provide methodological details for evaluation. In a small number of cases, a data point was considered to be an outlier candidate if the level was implausibly low or high based on expert judgement and other country data.

## Data extraction

Where possible, individual-level data on LDL estimates were extracted from survey microdata and these were collapsed across demographic groupings to produce mean estimates in the standard GBD five-year age-sex groups. If microdata were unavailable, information from survey reports or from literature were extracted along with any available measure of uncertainty including standard error, uncertainty intervals, and sample size. Standard deviations were also extracted. Where LDL was reported split out by groups other than age, sex, location, and year (eg, by diabetes status), a weighted mean was calculated.

## Lipid crosswalk

Total cholesterol consists of three major components: LDL, HDL, and TG. LDL is often calculated for an individual using the Friedewald equation, shown below:

$$
L D L=T C-\left(H D L+\frac{T G L}{2.2}\right)
$$

We utilised this relationship at the individual level to impute the mean LDL for a study population when only data on TC, HDL, and TGL were available. Because studies report different combinations of TC, HDL, and TGL, we constructed a single regression to utilise all available data to evaluate the relationship between each lipid and LDL at the population level. We used the following regression:

$$
L D L=\operatorname{ind}_{t c} \beta_{1} T C-\left(\text { ind }_{h d l} \beta_{2} H D L+i n d_{t g l} \beta_{3} T G L\right)+\sum \alpha_{l} I_{l}
$$

Where ind $_{t c}$, ind ${ }_{h d l}$, and ind $_{t g l}$ are indicator variables for whether data are available for a given lipid, $I_{l}$ is an indicator variable a given set of available lipids $l . \alpha_{l}$ is a unique intercept for each set of available lipid combinations. For example, for sources that only reported TC and HDL, $\alpha_{l=T C, H D L}$ should account for the missing lipid data, ie, TGL. The form of this regression allows us to estimate the betas for each lipid using all available data. As a sensitivity analysis, we also ran separate regressions for each set of available lipids and found that the single regression method had much lower root-mean-squared error. A comparison of the observed versus predicted LDL for each set of available lipids is shown in Figure 1. We found almost no relationship between LDL and HDL or TGL when TC was not available, so only studies that reported TC were adjusted to LDL.

Figure 1. Results of the lipid crosswalk using a single regression method
Single regression


## Incorporating United States prevalence data

Survey reports and literature often report information only about the prevalence, but not the level, of hypercholesterolemia in the population studied. These sources were not used to model LDL, with the exception of data from the Behavioral Risk Factors Surveillance System (BRFSS) because of the availability of a similarly structured exam survey covering the identical population (NHANES). BRFSS is a telephone survey conducted in the United States for all counties. It collects self-reported diagnosis of hypercholesterolemia. These self-reported values of prevalence of raised total cholesterol in each age group, sex, US state, and year were used to predict a mean total cholesterol for the same strata with a regression using data from the National Health and Nutrition Examination Survey, a nationally representative health examination survey of the US adult population. The regression was:

$$
\mathrm{TC}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}=\beta_{0}+\beta_{1} \operatorname{prev}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}
$$

where $\mathrm{TC}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{s}}$ is the location, age, time, and sex specific mean total cholesterol and prev $\mathrm{v}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{s}}$ is the location, age, time, and sex specific prevalence of raised total cholesterol. The coefficients for both models are reported in Table 1.

Table 3. Coefficients in the sex-specific US states TC prediction models

| Term | Male model | Female model |
| :--- | :--- | :--- |
| Intercept | 4.23 | 4.36 |
| Prevalence | 6.25 | 5.22 |

Out of sample RMSE was used to quantify the predictive validity of the model. The regression was repeated 10 times for each sex, each time randomly holding out 20\% of the data. The RMSEs from each holdout analysis were averaged to get the average out of sample RMSE. The results of this holdout analysis are reported in Table 2. Total cholesterol estimates were crosswalked to LDL using the lipid crosswalk reported above.

Table 4. Out of sample RMSEs of the sex-specific US states TC prediction models

|  | Male model | Female model |
| :--- | :--- | :--- |
| Out of sample RMSE | $0.21 \mathrm{mmol} / \mathrm{L}$ | $0.20 \mathrm{mmol} / \mathrm{L}$ |

## Age and sex splitting

Prior to modelling, data provided in age groups wider than the GBD five-year age groups were processed using the approach outlined in Ng and colleagues. ${ }^{2}$ Briefly, age-sex patterns were identified using person-level microdata ( 58 sources), and estimate age-sex-specific levels of total cholesterol from aggregated results reported in published literature or survey reports. In order to incorporate uncertainty into this process and borrow strength across age groups when constructing the age-sex pattern, we used a model with auto-regression on the change in mean LDL over age groups:

$$
\begin{gathered}
\mu_{a}=\mu_{a-1}+\omega_{a} \\
\omega_{a} \sim N\left(\omega_{a-1}, \tau\right)
\end{gathered}
$$

Where $\mu_{a}$ is the mean predicted value for age group $a, \mu_{a-1}$ is the mean predicted value for the age group previous to age group $a, \omega_{a}$ is the difference in mean between age group $a$ and age group $a-1$, $\omega_{a-1}$ is the difference between age group $a-1$ and age group $a-2$, and $\tau$ is a user-input prior on how quickly the mean LDL changes for each unit increase in age. We used a $\tau$ of $0.05 \mathrm{mmol} / \mathrm{L}$ for this model. Draws of the age-sex pattern were combined with draws of the input data needing to be split in order to calculate the new variance of age-sex-split data points.

## Modelling strategy

Exposure estimates were produced from 1980 to 2019 for each national and subnational location, sex, and for each five-year age group starting from 25. As in GBD 2017, we used a spatiotemporal Gaussian process regression (ST-GPR) framework to model the mean LDL at the location-, year-, age-, and sexlevel. Details of the ST-GPR method used in GBD 2019 can be found elsewhere in the appendix.

## Covariate selection

The first step of the ST-GPR framework requires the creation of a linear model for predicting LDL at the location-, year-, age-, sex- level. Covariates for this model were selected in two stages. First a list of variables with an expected causal relationship with LDL was created based on significant association found within high-quality prospective cohort studies reported in the published scientific literature. The second stage in covariate selection was to test the predictive validity of every possible combination of covariates in the linear model, given the covariates selected above. This was done separately for each sex. Predictive validity was measured with out of sample root-mean-squared error.

In GBD 2016, the linear model with the lowest root-mean-squared error for each sex was then used in the ST-GPR model. Beginning in GBD 2017, we used an ensemble model of the 50 models with the lowest root-mean-squared error for each sex. This allows us to utilise covariate information from many plausible linear mixed-effects models. The 50 models were each used to predict the mean LDL for every age, sex, location, and year, and the inverse-RMSE-weighted average of this set of 50 predictions was used as the linear prior. The relative weight contributed by each covariate is plotted by sex in Figure 2.

Figure 2. Results of the ensemble linear model covariate selection


The results of the ensemble linear model were used for the first stage in an ST-GPR model. The result of the ST-GPR model are estimates of the mean LDL for each age, sex, location, and year.

## Estimate of standard deviation

The standard deviation of LDL within a population was estimated for each national and subnational location, sex, and five-year age group starting from age 25 using the standard deviation from personlevel and some tabulated data sources. Person-level microdata accounted for 3009 of the total 4001 rows of data on standard deviation. The remaining 992 rows came from tabulated data. Tabulated data were only used to model standard deviation if they were sex-specific and five-year-age-group-specific
and reported a population standard deviation LDL. The LDL standard deviation function was estimated using a linear regression:

$$
\log \left(\mathrm{SD}_{\mathrm{c}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}\right)=\beta_{0}+\beta_{1} \log \left(\text { mean_LDL }_{\mathrm{c}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}\right)+\beta_{4} \operatorname{sex}+\sum_{\mathrm{k}=2}^{16} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}[\mathrm{a}]}
$$

where mean_LDL $L_{c, a, t, s}$ is the country-, age-, time-, and sex-specific mean LDL estimate from ST-GPR, and $\mathrm{I}_{\mathrm{A}[\mathrm{a}]}$ is a dummy variable for a fixed effect on a given five-year age group.

## Distribution shape modelling

The shape of the distribution of LDL was estimated using all available person-level microdata sources, which was a subset of the input data into the modelling process. The distribution shape modelling framework for GBD 2019 is detailed elsewhere in the appendix. Briefly, an ensemble distribution created from a weighted average of distribution families was fit for each individual microdata source, separately by sex. The weights for the distribution families for each individual source were then averaged and weighted to create a global ensemble distribution for each sex.

## Theoretical minimum-risk exposure level

For GBD 2017, we reviewed the literature to select a TMREL for LDL. A meta-analysis of randomised trials has shown that outcomes can be improved even at low levels of LDL-cholesterol, below 1.3 $\mathrm{mmol} / \mathrm{L} .{ }^{3}$ Recent studies of PCSK-9 inhibitors support these results. ${ }^{4}$ We therefore used a TMREL with a uniform distribution between 0.7 and $1.3 \mathrm{mmol} / \mathrm{L}$; this value remained unchanged for GBD 2019.

## Relative risks

After a systematic search, we were unable to find relative risks for LDL that were reported by age and level of LDL. Given this evidence that the relative risks for LDL and TC are very similar ${ }^{5}$ and the strong linear correlation between TC and LDL at the individual level, we used relative risks reported for TC to approximate the relative risks for LDL. We used DisMod-MR 2.1 to pool effect sizes from included studies and generate a dose-response curve for each of the outcomes associated with LDL. The tool enabled us to incorporate random effects across studies and include data with different age ranges. RRs were used universally for all countries and produce RRs with uncertainty and covariance across ages, considering the uncertainty of the data points.

As in GBD 2017, RRs for IHD and ischaemic stroke are obtained from meta-regressions of pooled epidemiological studies: the Asia Pacific Cohort Studies Collaboration (APCSC) and the Prospective Studies Collaboration (PSC). ${ }^{6}$ RRs for IHD were modelled with $\log$ (RR) as the dependent variable and median age at event as the independent variable with an age intercept (RR equals 1) at age 110. For LDL and ischaemic stroke, a similar approach was used, except that there was no age intercept at age 110, due to the fact that there was no statistically significant relationship between LDL and stroke after age 70 with a mean RR less than one. We assumed that there is not a protective effect of LDL and therefore did not include an RR for ages 80+.
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## High systolic blood pressure

## Flowchart



Input data and methodological summary

## Exposure

## Case definition

Brachial systolic blood pressure in mmHg.

## Input data

We utilised data on mean systolic blood pressure from literature and from household survey microdata and reports (e.g. STEPS, NHANES). For GBD 2019, we did not carry out a systematic review of the literature for new data. Counts of the data inputs used for GBD 2019 are show in Tables 1 and 2 below. Details of inclusion and exclusion criteria and data processing steps follow.

Table 1: Data inputs for exposure for systolic blood pressure.

| Input data | Exposure |
| :--- | :---: |
| Total sources | 1112 |
| Number of countries with data | 166 |

Table 2: Data inputs for relative risks for systolic blood pressure.
Input data Relative risk

## Inclusion criteria

Studies were included if they were population-based and directly measured systolic blood pressure using a sphygmomanometer. We assumed the data were representative if the geography or the population were not selected because it was related to hypertension or hypertensive outcomes.

## Outliers

Data were utilised in the modelling process unless an assessment strongly suggested that the source was biased. A candidate source was excluded if the quality of study did not warrant a valid estimate because of selection (non-representative populations) or if the study did not provide methodological details for evaluation. In a small number of cases, a data point was considered to be an outlier candidate if the level was implausibly low or high based on expert judgement and data from other country data.

## Data extraction

Where possible, individual-level data on blood pressure estimates were extracted from survey microdata. These data points were collapsed across demographic groupings to produce mean estimates in the standard GBD five-year age-sex groups. If microdata were unavailable, information from survey reports or from literature were extracted along with any available measure of uncertainty including standard error, uncertainty interval, and sample size. Standard deviations were also extracted. Where mean systolic blood pressure was reported split out by groups other than age, sex, location, and year (e.g. by hypertensive status), a weighted mean was calculated.

## Incorporating United States prevalence data

Survey reports and literature often report information only about the prevalence, but not the level, of hypertension in the population studied. These sources were not used to model systolic blood pressure, with the exception of data from the Behavioral Risk Factors Surveillance System (BRFSS) because of the availability of a similarly structured exam survey that is representative of the same population (NHANES). BRFSS is a telephone survey conducted in the United States for all US counties. It collects self-reported diagnosis of hypertension. These self-reported values of prevalence of raised blood pressure were adjusted for self-report bias and tabulated by age group, sex, US state, and year. These prevalence values were used to predict a mean systolic blood pressure for the same strata with a regression using data from the National Health and Nutrition Examination Survey, a nationally representative health examination survey of the US adult population. The regression was run separately by sex, and was specified as:

$$
\mathrm{SBP}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}=\beta_{0}+\beta_{1} \operatorname{prev}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}
$$

where $\mathrm{SBP}_{\mathrm{l,a,t,s}}$ is the location, age, time, and sex specific mean systolic blood pressure and prev ${ }_{l, a, \mathrm{t}, \mathrm{s}}$ is the location, age, time, and sex specific prevalence of raised blood pressure. The coefficients for both models are reported in Table 3.

Table 3. Coefficients in the sex-specific US states blood pressure prediction models

| Term | Male model | Female model |
| :--- | :---: | :---: |
| Intercept $\left(\beta_{0}\right)$ | 114.65 | 108.28 |
| Prevalence $\left(\beta_{1}\right)$ | 51.86 | 68.87 |

Out of sample RMSE was used to quantify the predictive validity of the model. The regression was repeated 10 times for each sex, each time randomly holding out $20 \%$ of the data. The RMSEs from each holdout analysis were averaged to get the average out of sample RMSE. The results of this holdout analysis are reported in Table 4.

Table 4. Out of sample RMSEs of the sex-specific US states blood pressure prediction models

## Male model <br> Female model

| Out of sample RMSE | 2.37 mmHg | 3.27 mmHg |
| :--- | :--- | :--- |

## Age and sex splitting

Prior to modelling, data provided in age groups wider than the GBD five-year age groups were processed using the approach outlined in Ng and colleagues. ${ }^{2}$ Briefly, age-sex patterns was identified using 115 sources of microdata with multiple age-sex groups, and these patterns were applied to estimate age-sex-specific levels of mean systolic blood pressure from aggregated results reported in published literature or survey reports. In order to incorporate uncertainty into this process and borrow strength across age groups when constructing the age-sex pattern, we used a model with auto-regression on the change in mean SBP over age groups:

$$
\begin{aligned}
& \mu_{a}=\mu_{a-1}+\omega_{a} \\
& \omega_{a} \sim N\left(\omega_{a-1}, \tau\right)
\end{aligned}
$$

Where $\mu_{a}$ is the mean predicted value for age group $a, \mu_{a-1}$ is the mean predicted value for the age group previous to age group $a, \omega_{a}$ is the difference in mean between age group $a$ and age group $a-1$, $\omega_{a-1}$ is the difference between age group $a-1$ and age group $a-2$, and $\tau$ is a user-input prior on how quickly the mean SBP changes for each unit increase in age. We used a $\tau$ of 1.5 mmHg for this model. Draws of the age-sex pattern were combined with draws of the input data needing to be split in order to calculate the new variance of age-sex split data points.

## Modelling

Exposure estimates were produced from 1980 to 2019 for each national and subnational location, sex, and for each five-year age group starting from $25+$. As in GBD 2017, we used a spatiotemporal Gaussian process regression (ST-GPR) framework to model the mean systolic blood pressure at the location-, year-, age-, sex- level. Details of the ST-GPR method used in GBD 2019 can be found elsewhere in the appendix.

## Covariate selection

The first step of the ST-GPR framework requires the creation of a linear model for predicting SBP at the location-, year-, age-, sex- level. Covariates for this model were selected in two stages. First a list of variables with an expected causal relationship with SBP was created based on significant association found within high-quality prospective cohort studies reported in the published scientific literature. The second stage in covariate selection was to test the predictive validity of every possible combination of covariates in the linear model, given the covariates selected above. This was done separately for each sex. Predictive validity was measured with out of sample root-mean-squared error.

In GBD 2016, the linear model with the lowest root-mean-squared error for each sex was then used in the ST-GPR model. Beginning in GBD 2017, we used an ensemble model of the 50 models with the lowest root-mean-squared error for each sex. This allows us to utilise covariate information from many plausible linear mixed-effects models. The 50 models were each used to predict the mean SBP for every age, sex, location, and year, and the inverse-RMSE-weighted average of this set of 50 predictions was used as the linear prior. The relative weight contributed by each covariate is plotted by sex in Figure 1.

Figure 1. Results of the ensemble linear model covariate selection


The results of the ensemble linear model were used for the first stage in an ST-GPR model. The result of the ST-GPR model are estimates of the mean SBP for each age, sex, location, and year.

## Estimate of standard deviation

Currently, the ST-GPR model only produces an estimate of mean exposure level without standard deviation. Therefore, the standard deviation of systolic blood pressure within a population was estimated for each national and subnational location, sex, and five-year age group starting from age 25 using the standard deviation from person-level and some tabulated data sources. Person-level microdata accounted for 10375 of the total 12570 rows of data on standard deviation. The remaining 2195 rows came from tabulated data. Tabulated data were only used to model standard deviation if it was sex-specific and five-year-age-group-specific and reported a population standard deviation of systolic blood pressure. The systolic blood pressure standard deviation function was estimated using a linear regression:

$$
\log \left(\mathrm{SD}_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}\right)=\beta_{0}+\beta_{1} \log \left(\text { mean_SBP }_{\mathrm{l}, \mathrm{a}, \mathrm{t}, \mathrm{~s}}\right)+\beta_{4} \operatorname{sex}+\sum_{\mathrm{k}=2}^{16} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}}
$$

where mean_SBP ${ }_{l, a, \mathrm{t}, \mathrm{s}}$ is the location-, age-, time-, and sex-specific mean SBP estimate from ST-GPR, and $\mathrm{I}_{\mathrm{A}}$ is a dummy variable for a fixed effect on a given five-year age group.

## Adjustment for usual levels of blood pressure

To account for in-person variation in systolic blood pressure, a "usual blood pressure" adjustment was done. The need for this adjustment has been described elsewhere. ${ }^{5}$ Briefly, measurements of a risk
factor taken at a single time point may not accurately capture an individual's true long-term exposure to that risk. Blood pressure readings are highly variable over time due to measurement error as well as diurnal, seasonal, or biological variation. These sources of variation result in an overestimation of the variation in cross-sectional studies of the distribution of SBP.

To adjust for this overestimation, we applied a correction factor to each location-, age-, time-, and sexspecific standard deviation. These correction factors were age-specific and represented the proportion of the variation in blood pressure within a population that would be observed if there were no withinperson variation across time. Four longitudinal surveys were used to estimate these factors: the China Health and Retirement Longitudinal Survey (CHRLS), the Indonesia Family Life Survey (IFLS), the National Health and Nutrition Examination Survey I Epidemiological Follow-up Study (NHANES I/EFS), and the South Africa National Income Dynamics Survey (NIDS). The sample size and number of blood pressure measurements at each measurement period for each survey is reported in Table 5.

Table 1. Characteristics of longitudinal surveys used for the usual blood pressure adjustment

| Source | Measurement <br> periods | Number of <br> measurements | Sample size |
| :--- | :---: | :---: | :---: |

For each survey, the following regression was created for each age group:

$$
\mathrm{SBP}_{\mathrm{i}, \mathrm{a}}=\beta_{0}+\beta_{1} \text { sex }+\beta_{3} \text { age }++v_{\mathrm{i}}
$$

where $\operatorname{SBP}_{\mathrm{i}, \mathrm{a}}$ is the systolic blood pressure of an individual $i$ at age $a$, sex is a dummy variable for the sex of an individual, age is a continuous variable for the age of an individual, and $v_{i}$ is a random intercept for each individual. Then, a blood pressure value $\widehat{S B P}_{i, b}$ was predicted for each individual ifor his/her age at baseline $b$. The correction factor cf for each age group within each survey was calculated as variation in these predicted blood pressures was divided by the variation in the observed blood pressures at baseline, SBP $_{\mathrm{i}, \mathrm{b}}$ :

$$
\mathrm{cf}=\sqrt{\frac{\operatorname{var}\left(\widehat{\mathrm{SBP}}_{\mathrm{b}}\right)}{\operatorname{var}\left(\mathrm{SBP}_{\mathrm{b}}\right)}}
$$

The average of the correction factors was taken over the three surveys to get one set of age-specific correction factors, which were then multiplied by the square of the modelled standard deviations to estimate standard deviation of the "usual blood pressure" of each age, sex, location, and year. Because of low sample sizes, the correction factors for the 75-79 age group was used for all terminal age groups. The final correction factors for each age group are reported in Table 6. Figure 2 shows the correction factors by survey and age group ID.

Table 2. Age-specific usual blood pressure correction factors

| Age group | Correction factor |
| :--- | :---: |
| $25-29$ | 0.665 |
| $30-34$ | 0.713 |
| $35-39$ | 0.737 |
| $40-44$ | 0.733 |
| $45-49$ | 0.798 |
| $50-54$ | 0.771 |
| $55-59$ | 0.764 |
| $60-64$ | 0.753 |
| $65-69$ | 0.719 |
| $70-74$ | 0.689 |
| $75+$ | 0.678 |

Figure 2: Correction factor by survey and age group id. The correction factor is equal to the variance of the predictions divided by the variance of the raw dataset. In pink is the average correction factor for each age group, summarised in Table 6.

## Correction factors by survey



A visualisation of how the uncorrected blood pressure measurements overestimate the "usual" blood pressure variation is shown in Figure 3. This image shows the density of the distribution of the observed blood pressure values $\mathrm{SBP}_{\mathrm{i}, \mathrm{b}}$ in participants in the Indonesian Family Life Study survey in red, and the density of the predicted blood pressure values $\widehat{S B}_{i, b}$ in blue. The ratio of the variance of the blue distribution to the variance of the red distribution is an example of the scalar adjustment factor being applied to the modelled standard deviations.

Figure 3: Raw and predicted distributions of blood pressure in the Indonesia Family Life Survey


## Estimating the exposure distribution shape

The shape of the distribution of systolic blood pressure was estimated using all available person-level microdata sources, which was a subset of the input data into the modelling process. The distribution shape modelling framework for GBD 2019 is detailed in the elsewhere in the appendix. Briefly, an ensemble distribution created from a weighted average of distribution families was fit for each individual microdata source, separately by sex. The weights for the distribution families for each individual source were then averaged and weighted to create a global ensemble distribution for each sex.

## Theoretical minimum-risk exposure level

No changes have been made to the TMREL used for systolic blood pressure since GBD 2015. We estimated that the TMREL of SBP ranges from 110 to 115 mmHg based on pooled prospective cohort studies that show risk of mortality increases for SBP above that level. ${ }^{3,4}$ Our selection of a TMREL of 110115 mmHg is consistent with the GBD study approach of estimating all attributable health loss that could be prevented even if current interventions do not exist that can achieve such a change in exposure level, for example a tobacco smoking prevalence of zero percent. To include the uncertainty in the TMREL, we took a random draw from the uniform distribution of the interval between 110 mmHg and 115 mmHg each time the population attributable burden was calculated.

## Relative risks

No changes have been made to the relative risk estimates for blood pressure outcomes used since GBD 2016. RRs for chronic kidney disease are from the Renal Risk Collaboration meta-analysis of 2.7 million individuals in 106 cohorts. For other outcomes, we used data from two pooled epidemiological studies:
the Asia Pacific Cohort Studies Collaboration (APCSC) and the Prospective Studies Collaboration (PSC) ${ }^{4,5}$ Additional estimates of RR for cardiovascular outcomes were used from the CALIBER study, a healthrecord linkage cohort study from the UK. ${ }^{6}$

For cardiovascular disease, epidemiological studies have shown that the RR associated with SBP declines with age, with the log (RR) having an approximately linear relationship with age and reaching a value of 1 between the ages of 100 and 120 . RRs were reported per 10 mmHg increase in SBP above the TMREL value ( 115 mmHg ), calculated as in the equation below:

$$
R R(x)=R R_{0}^{\frac{(x-T M R E L)}{10 m m H g}}
$$

Where $R R(x)$ is the RR at exposure level x and $R R_{0}$ is the increase in RR for each 10 mmHg above the TMREL. We used DisMod-MR 2.1 to pool effect sizes from included studies and generate a doseresponse curve for each of the outcomes associated with high SBP. The tool enabled us to incorporate random effects across studies and include data with different age ranges. RRs were used universally for all countries and the meta-regression only helped to pool the three major sources and produce RRs with uncertainty and covariance across ages taking into account the uncertainty of the data points.
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## High body-mass index

Flowchart
Adult (Ages 20+) High Body-Mass Index: Data and Model Flow Chart


Childhood (Ages 2-19) High Body-Mass Index: Data and Model Flow Chart


## Input data and methodological summary

## Case definitions

High body-mass index (BMI) for adults (ages 20+) is defined as BMI greater than 20 to $25 \mathrm{~kg} / \mathrm{m}^{2}$. High BMI for children (ages 1-19) is defined as being overweight or obese based on International Obesity Task Force standards.

## Data sources

In GBD 2019, new data were added from sources included in the annual GHDx update of known survey series. We conducted a systematic review in GBD 2017 to identify studies providing nationally or subnationally representative estimates of overweight prevalence, obesity prevalence, or mean body-mass index (BMI). We limited the search to literature published between January 1, 2016, and December 31, 2016, to update the systematic literature search previously performed as part of GBD 2015.

The search for adults was conducted on 4 January 2017, using the following terms:
((("Body Mass Index"[Mesh] OR "Overweight"[Mesh] OR "Obesity"[Mesh]) AND ("Geographic Locations"[Mesh] NOT "United States"[Mesh]) AND ("humans"[Mesh] AND "adult"[MeSH]) AND ("Data Collection"[Mesh] OR "Health Services Research"[Mesh] OR "Population Surveillance"[Mesh] OR "Vital statistics"[Mesh] OR "Population"[Mesh] OR "Epidemiology"[Mesh] OR "surve*"[TiAb]) NOT (Comment[ptyp] OR Case Reports[ptyp] OR "hospital"[TiAb])) AND ("2016/01/01"[Date - Publication] : "2016/12/31"[Date - Publication]))

The search for children was conducted on 4 August 2016, using the following terms:
((("Body Mass Index"[Mesh] OR "Overweight"[Mesh] OR "Obesity"[Mesh]) AND ("Geographic Locations"[Mesh] NOT "United States"[Mesh]) AND ("humans"[Mesh] AND "child"[MeSH]) AND ("Data Collection"[Mesh] OR "Health Services Research"[Mesh] OR "Population Surveillance"[Mesh] OR "Vital statistics"[Mesh] OR "Population"[Mesh] OR "Epidemiology"[Mesh] OR "surve*"[TiAb]) NOT (Comment[ptyp] OR Case Reports[ptyp] OR "hospital"[TiAb])) AND ("2016/01/01"[Date - Publication] : "2016/12/31"[Date - Publication]))

Table 1: Data inputs for exposure for high body-mass index.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 2022 |
| Number of countries with data | 190 |

Table 2: Data inputs for relative risks for high body-mass index.

| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 267 |
| Number of countries with data | 32 |

## Eligibility criteria

We included representative studies providing data on mean BMI or prevalence of overweight or obesity among adults or children. For adults, studies were included if they defined overweight as BMI $\geq 25 \mathrm{~kg} / \mathrm{m}^{2}$ and obesity as $\mathrm{BMI} \geq 30 \mathrm{~kg} / \mathrm{m}^{2}$, or if estimates using those cutoffs could be back-calculated from reported categories. For children (children ages 2-19), studies were included if they used International Obesity Task Force (IOTF) standards to define overweight and obesity thresholds. We only included studies reporting data collected after January 1, 1980. Studies were excluded if they used non-random samples (eg, casecontrol studies or convenience samples), conducted among specific subpopulations (eg, pregnant women, racial or ethnic minorities, immigrants, or individuals with specific diseases), used alternative methods to assess adiposity (eg, waist-circumference, skin-fold thickness, or hydrodensitometry), had sample sizes of less than 20 per age-sex group, or provided inadequate information on any of the inclusion criteria. We also excluded review articles and non-English-language articles.

## Data collection process

Where individual-level survey data were available, we computed mean BMI using weight and height. We then used BMI to determine the prevalence of overweight and obesity. For individuals aged over 19 years, we considered them to be overweight if their BMI was greater than or equal to $25 \mathrm{~kg} / \mathrm{m}^{2}$, and obese if their BMI was greater than or equal to $30 \mathrm{~kg} / \mathrm{m}^{2}$. For individuals aged 2 to 19 years, we used monthly IOTF cutoffs ${ }^{2}$ to determine overweight and obese status when age in months was available. When only age in years was available, we used the cutoff for the midpoint of that year. Obese individuals were also considered to be overweight. We excluded studies using the World Health Organization (WHO) standards or country-specific cutoffs to define childhood overweight and obesity. At the individual level, we considered $\mathrm{BMI}<10 \mathrm{~kg} / \mathrm{m}^{2}$ and $\mathrm{BMI}>70 \mathrm{~kg} / \mathrm{m}^{2}$ to be biologically implausible and excluded those observations.

The rationale for choosing to use the IOTF cutoffs over the WHO standards has been described elsewhere. ${ }^{1}$ Briefly, the IOTF cutoffs provide consistent child-specific standards for ages 2-18 derived from surveys covering multiple countries. By contrast, the WHO growth standards apply to children under age 5 , and the WHO growth reference applies to children ages $5-19$. The WHO growth reference for children ages 5-19 was derived from United States data, which are less representative than the multinational data used by IOTF. Additionally, the switch between references at age 5 can produce artificial discontinuities. Given that we estimate global childhood overweight and obesity for ages 2-19 (with ages 19 using standard adult cutoffs), the IOTF cutoffs were preferable. Additionally, we found that IOTF cutoffs were more commonly used in scientific literature covering childhood obesity.

From report and literature data, we extracted data on mean BMI, prevalence of overweight, and prevalence of obesity, measures of uncertainty for each, and sample size, by the most granular age and sex groups available. Additionally, we extracted the same study-level covariates as were extracted from microdata (measurement, urbanicity, and representativeness), as well as location and year.

In addition to the primary indicators described above, we extracted relevant survey-design variables, including primary sampling unit, strata, and survey weights, which were used to tabulate individual-level microdata and produce accurate measures of uncertainty. We extracted three study-level covariates: 1) whether height and weight data were measured or self-reported; 2 ) whether the study was predominantly conducted in an urban area, rural area, or both; and 3) the level of representativeness of the study (national or subnational).

Finally, we extracted relevant demographic indicators, including location, year, age, and sex. We estimated the standard error of the mean from individual-level data, where available, and used the reported standard error of the mean for published data. When multiple data sources were available for the same country, we included all of them in our analysis. If data from the same data source were available in multiple formats such as individual-level data and tabulated data, we used individual-level data.

## Modelling strategy

Age and sex splitting
Any report or literature data provided in age groups wider than the standard five-year age groups or as both sexes combined were split using the approach used by Ng and colleagues. ${ }^{2}$ Briefly, age-sex patterns were identified using sources with data on multiple age-sex groups and these patterns were applied to split aggregated report and literature data. Uncertainty in the age-sex split was propagated by multiplying the standard error of the data by the square root of the number of splits performed. We did not propagate the uncertainty in the age pattern and sex pattern used to split the data as they seemed to have small effect.

## Self-report bias adjustment

We included both measured and self-reported data. We tested for bias in self-report data compared to measured data, which is considered to be the gold-standard. There was no clear direction of bias for children ages 2-14, so for these age groups we only included measured data. For individuals ages 15 and above, we adjusted self-reported data for overweight prevalence and obesity prevalence. In GBD 2017, the self-report bias adjustment used a nested hierarchical mixed-effects regression model. This approach was updated in GBD 2019 to utilise the power of MR-BRT. For both overweight and obesity, we fit sexspecific MR-BRT models on the logit difference between measured and self-reported with a fixed effect on super-region. The bias coefficients derived from these two models are in Table 1 and 2.

Table 1: MR-BRT self-report crosswalk adjustment factors for overweight prevalence

| Model | Data input | Reference or <br> alternative case <br> definition | Gamma | Beta coefficient, <br> logit <br> (95\% CI) |
| :--- | :--- | :--- | :--- | :--- |
| Females | Measured data | Ref | 0.26 | --- |
|  | Self-reported data (southeast Asia, east <br> Asia, and Oceania) | Alt |  | $-0.53(-1.03,-0.04)$ |
|  | Self-reported data (central Europe, <br> eastern Europe, and central Asia) | Alt |  | $-0.20(-0.69,0.30)$ |
|  | Self-reported data (high-income) | Alt |  | $-0.25(-0.75,0.24)$ |
|  | Self-reported data (Latin America and <br> Caribbean) | Alt |  | $-0.19(-0.69,0.31)$ |
|  | Self-report data (north Africa and Middle <br> East) | Alt |  | $-0.38(-0.89,0.11)$ |
|  | Self-report data (south Asia) | Alt | Alt | $0.36(-0.14,0.85)$ |
|  | Self-report data (sub-Saharan Africa) | Ref | $-0.26(-0.76,0.24)$ |  |
| Males | Measured data | 0.43 | --- |  |


|  | Self-reported data (southeast Asia, east <br> Asia, and Oceania) | Alt |  | $-0.36(-1.17,0.50)$ |
| :--- | :--- | :--- | :--- | :--- |
|  | Self-reported data (central Europe, <br> eastern Europe, and central Asia) | Alt |  | $-0.03(-0.84,0.82)$ |
|  | Self-reported data (high-income) | Alt |  | $0.05(-0.77,0.87)$ |
|  | Self-reported data (Latin America and <br> Caribbean) | Alt | $-0.02(-0.84,0.81)$ |  |
|  | Self-report data (north Africa and Middle <br> East) | Alt | $-0.21(-1.04,0.61)$ |  |
|  | Self-report data (south Asia) | Alt |  | $0.53(-0.28,1.37)$ |
|  | Self-report data (sub-Saharan Africa) | Alt | $-0.27(-1.09,0.55)$ |  |

Table 2: MR-BRT self-report crosswalk adjustment factors for obesity prevalence

| Model | Data input | Reference or alternative case definition | Gamma | Beta coefficient, logit (95\% CI) |
| :---: | :---: | :---: | :---: | :---: |
| Females | Measured data | Ref | 0.38 | --- |
|  | Self-reported data (southeast Asia, east Asia, and Oceania) | Alt |  | -0.11 (-0.86, 0.64) |
|  | Self-reported data (central Europe, eastern Europe, and central Asia) | Alt |  | -0.95 (-1.70, -0.19) |
|  | Self-reported data (high-income) | Alt |  | -0.42 (-1.16, 0.34) |
|  | Self-reported data (Latin America and Caribbean) | Alt |  | -0.41 (-1.16, 0.34) |
|  | Self-report data (north Africa and Middle East) | Alt |  | -0.48 (-1.23, 0.27) |
|  | Self-report data (south Asia) | Alt |  | 0.50 (-0.25, 1.26) |
|  | Self-report data (sub-Saharan Africa) | Alt |  | -0.41 (-1.16, 0.34) |
| Males | Measured data | Ref | 0.74 |  |
|  | Self-reported data (southeast Asia, east Asia, and Oceania) | Alt |  | 0.04 (-1.41, 1.53) |
|  | Self-reported data (central Europe, eastern Europe, and central Asia) | Alt |  | -0.79 (-2.25, 0.71) |
|  | Self-reported data (high-income) | Alt |  | -0.13 (-1.58, 1.40) |
|  | Self-reported data (Latin America and Caribbean) | Alt |  | -0.26 (-1.70, 1.21) |
|  | Self-report data (north Africa and Middle East) | Alt |  | -0.33 (-1.77, 1.16) |
|  | Self-report data (south Asia) | Alt |  | 0.66 (-0.78, 2.15) |
|  | Self-report data (sub-Saharan Africa) | Alt |  | -0.41 (-1.86, 1.08) |

## Prevalence estimation for overweight and obesity

After adjusting for self-report bias and splitting aggregated data into five-year age-sex groups, we used spatiotemporal Gaussian process regression (ST-GPR) to estimate the prevalence of overweight and obesity. This modelling approach has been described in detail elsewhere.

The linear model, which when added to the smoothed residuals forms the mean prior for GPR is as follows:

$$
\begin{gathered}
\operatorname{logit}(\text { overweight })_{c, a, t}=\beta_{0}+\beta_{1} \text { energy }_{c, t}+\beta_{2} \text { SDI }_{c, t}+\beta_{3} \text { vehicles }_{c, t}+\beta_{4} \text { agriculture }_{c, t}+\sum_{\mathrm{k}=5}^{21} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}[\mathrm{a}]}+\alpha_{\mathrm{s}}+\alpha_{\mathrm{r}}+\alpha_{\mathrm{c}} \\
\operatorname{logit}(\text { obesity/overweight })_{\mathrm{c}, \mathrm{a}, \mathrm{t}}=\beta_{0}+\beta_{1} \text { energy }_{\mathrm{c}, \mathrm{t}}+\beta_{2} \text { SDI }_{\mathrm{c}, \mathrm{t}}+\beta_{3} \text { vehicles }_{\mathrm{c}, \mathrm{t}}+\sum_{\mathrm{k}=4}^{21} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}[\mathrm{a}]}+\alpha_{\mathrm{s}}+\alpha_{\mathrm{r}}+\alpha_{\mathrm{c}}
\end{gathered}
$$

where energy is ten-year lag-distributed energy consumption per capita, SDI is a composite index of development including lag-distributed income per capita, education, and fertility, vehicles is is the number of two- or four-wheel vehicles per capita, and agriculture is the proportion of the population working in agriculture. $\mathrm{I}_{\mathrm{A}[\mathrm{a}]}$ is a dummy variable indicating specific age group A that the prevalence point captures, and $\alpha_{s}, \alpha_{r}$, and $\alpha_{c}$ are super-region, region, and country random intercepts, respectively. Random effects were used in model fitting but were not used in prediction.

We tested all combinations of the following covariates to see which performed best in terms of in-sample AIC for the overweight linear model and the obesity as a proportion of overweight linear model: ten-year lag-distributed energy per capita, proportion of the population living in urban areas, SDI, lag-distributed income per capita, educational attainment (years) per capita, proportion of the population working in agriculture, grams of sugar adjusted for energy per capita, grams of sugar not adjusted for energy per capita, and the number of two- or four-wheeled vehicles per capita. We selected these candidate covariates based on theory as well as reviewing covariates used in other publications. The final linear model was selected based on 1) if the direction of covariates matched what is expected from theory, 2) all the included covariates were significant, and 3) minimising in-sample AIC. The covariate selection process was performed using the dredge package in $R$.

## Estimating mean BMI

To estimate the mean BMI for adults in each country, age, sex, and time period 1980-2019, we first used the following nested hierarchical mixed-effects model, fit using restricted maximum likelihood on data from sources containing estimates of all three indicators (prevalence of overweight, prevalence of obesity, and mean BMI ), in order to characterise the relationship between overweight, obesity, and mean BMI:

$$
\begin{aligned}
\log \left(\mathrm{BMI}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}\right)= & \beta_{0}+\beta_{1} \mathrm{ow}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}+\beta_{2} \mathrm{ob}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}+\beta_{3} \operatorname{sex}+\sum_{\mathrm{k}=4}^{20} \beta_{\mathrm{k}} \mathrm{I}_{\mathrm{A}[\mathrm{a}]}+\alpha_{\mathrm{s}}\left(1+\mathrm{ow}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}+\mathrm{ob}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}\right)+\alpha_{\mathrm{r}}(1 \\
& \left.+\mathrm{ow}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}+\mathrm{ob}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}\right)+\alpha_{\mathrm{c}}\left(1+o{w_{c, a, s, t}}+\mathrm{ob}_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}\right)+\epsilon_{\mathrm{c}, \mathrm{a}, \mathrm{~s}, \mathrm{t}}
\end{aligned}
$$

where $\mathrm{ow}_{\mathrm{c}, \mathrm{a}, \mathrm{s}, \mathrm{t}}$ is the prevalence of overweight in country c , age a , sex s , and year $\mathrm{t}, \mathrm{ob}_{\mathrm{c}, \mathrm{a}, \mathrm{s}, \mathrm{t}}$ is the prevalence of obesity in country $c$, age $a$, sex $s$, and year $t$, sex is a fixed effect on sex, $\mathrm{I}_{\mathrm{A}[a]}$ is an indicator variable for age, and $\alpha_{s}, \alpha_{r}$, and $\alpha_{c}$ are random effects at the super-region, region, and country, respectively. The model was run in Stata 13.

We applied 1000 draws of the regression coefficients to the 1000 draws of overweight prevalence and obesity prevalence produced through ST-GPR to estimate 1000 draws of mean BMI for each country, year, age, and sex. This approach ensured that overweight prevalence, obesity prevalence, and mean BMI were correlated at the draw level and uncertainty was propagated.

## Estimating BMI distribution

We used the ensemble distribution approach described in the manuscript. We fit ensemble weights by source and sex, with source- and sex-specific weights averaged across all sources included to produce the final global weights. The ensemble weights were fit on measured microdata. The final ensemble weights were exponential $=0.002$, gamma $=0.028$, inverse gamma $=0.085$, log-logistic $=0.187$, Gumbel $=0.220$, Weibull $=0.011$, log-normal $=0.058$, normal $=0.012$, beta $=0.136$, mirror gamma $=0.008$, and mirror Gumbel $=0.113$.

One thousand draws of BMI distributions for each location, year, age group, and sex estimated were produced by fitting an ensemble distribution using 1000 draws of estimated mean BMI, 1000 draws of estimated standard deviation, and the ensemble weights. Estimated standard deviation was produced by optimising a standard deviation to fit estimated overweight prevalence draws and estimated obesity prevalence draws.

## Assessment of risk-outcome pairs

Risk-outcome pairs were defined based on strength of available evidence supporting a causal effect. We performed a systematic review of published meta-analyses, pooled analyses, and systematic reviews available through PubMed using the following search string: ("Body Mass Index"[Mesh] OR "Overweight"[Mesh] OR "Obesity"[Mesh]) AND (Meta-Analysis[ptyp] OR "systematic review"[tiab] OR "pooled analysis"[tiab]). Inclusion criteria are 1) the health outcome is included in GBD, 2) at least one prospective cohort is included, and 3) that the summary effect size is statistically significant. For outcomes meeting inclusion criteria we completed causal criteria tables to evaluate the strength of evidence supporting a causal relationship (see Appendix Table 4). Gallbladder disease, cataract, multiple myeloma, gout, non-Hodgkin lymphoma, asthma, Alzheimer's disease, and atrial fibrillation were added as new outcomes in GBD 2016, resulting in a total of 38 outcomes.

## Theoretical minimum risk exposure level

For adults (ages 20+), the theoretical minimum risk exposure level (TMREL) of BMI ( $20-25 \mathrm{~kg} / \mathrm{m}^{2}$ ) was determined based on the BMI level that was associated with the lowest risk of all-cause mortality in prospective cohort studies. ${ }^{3}$

For children (ages 2-19), the TMREL is "normal weight," that is, not overweight or obese, based on IOTF cutoffs.

## Relative risk

The relative risk per five-unit change in BMI for each disease endpoint was obtained from meta-analyses, and where available, pooled analyses of prospective observational studies. In cases where a relative risk per five-unit change in BMI was not available we computed our own dose-response meta-analysis using two-step generalised least squares for time trends estimation methods.

For childhood outcomes (ages 2-19), we computed categorical relative risks for overweight and obesity using a random effects meta-analysis.
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## Bone mineral density

## Flowchart



## Input data and methodological summary

## Definition

## Exposure

Bone mineral density (BMD) is a continuous variable measured by dual-X-ray-absorptiometry (DXA) at the femoral neck (FN) and is presented in $\mathrm{g} / \mathrm{cm}^{2}$ after standardising for the brand of densitometer (sBMD). Low BMD is measured in terms of the difference between BMD of a population and the 99th percentile of a reference population at the same age and sex (theoretical minimum-risk exposure level, TMREL). The burden attributed to low bone mineral density is estimated for adults 20 years and older.

## Input data

A systematic review (search string at the end of document) was conducted in GBD 2010 and updated for GBD 2013 and 2015 using the same search string. It was not scheduled for systematic review in GBD 2016, 2017, or 2019. Inclusion criteria that informed the search are:
o Representative, population-based surveys
o Reporting of quantitative BMD

- measured by DXA
- performed at the FN region
- measured in $\mathrm{g} / \mathrm{cm}^{2}$

Mean BMD was occasionally reported in stratified groups, eg, by fracture status but not for total sample. In these cases, the stratified means were aggregated to obtain a total mean BMD at the population level for an age or sex category. Two additional studies provided by collaborators were added for GBD 2019.

For GBD 2019, we also began tagging existing data with study covariates for BMD measured at sites other than the femoral neck: the greater trochanter, intertrochanter, Ward's triangle, total femur, total hip, distal radius, and lumbar spine. In the future, these covariates can inform potential bias adjustments in the event that new data are added that do not report BMD measured at our reference site. The data in the current BMD model, however, do not require any bias adjustment.

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 168 |
| Number of countries with data | 49 |

## Modelling strategy

We modelled mean BMD in DisMod-MR 2.1 as a single "continuous" parameter model by age and sex, and all GBD locations for years 1990-2019. The model had age mesh points at 01020253040506070 $8090 \& 100$, a time window of ten years for fitting data, and a minimum coefficient of variation of 0.1 for global, 0.06 for super-regions, and 0.08 for the region level. We made no substantive changes in the modelling strategy from GBD 2017.

The country covariates of total physical activity (MET-min/week), tobacco consumption (cigarettes per capita), mean BMI, and unadjusted calcium intake (g) were included in modelling.

Table 1. Covariates. Summary of covariates used in the BMD DisMod-MR meta-regression model

| Covariate | Type | Parameter | Exponentiated beta <br> (95\% uncertainty <br> interval) |
| :--- | :--- | :--- | :--- |
| Total-physical activity <br> (MET-min/week), age- <br> standardised | Country-level | Continuous | $1.00(1.00$ to 1.00) |
| Tobacco consumption <br> (cigarettes per capita) | Country-level | Continuous | 0.98 (0.96 to 0.99) |
| Mean BMI | Country-level | Continuous | 1.01 (1.00 to 1.01) |
| Calcium intake (g), <br> unadjusted | Country-level | Continuous | $1.00(1.00$ to 1.01) |

We consider the risk of fatal and non-fatal outcomes for hip non-hip fractures, separately, as relative risk data provide different estimates. Thus, there were various steps after DisMod-MR 2.1 exposure modelling to arrive at attributable fractions that can be applied to fatal and non-fatal fracture outcomes. Osteoporotic non-hip fractures include fractures of vertebrae, clavicle, scapula, humerus, skull, sternum, face bone, radius or ulna, femur, patella, tibia, fibula, ankle, and pelvis.

First, we calculated the proportion of injury deaths that are due to fractures. This proportion of deaths caused by fracture is the envelope that we use to attribute death to BMD. In order to do this, we
assumed that hip fracture and some non-hip fractures (any fractures apart from those of fingers and toes) are potentially fatal fractures. As cause of death data from vital registration and verbal autopsy attribute injury deaths to causes of death (eg, fall or road injury) and not nature of injury (such as fractures), we used available hospital data to estimate the proportion of injury deaths during admission that could be ascribed to fractures. We restricted our analysis to cases that were dual-coded with both the cause of injury ("E-code") and nature of injury ("N-code"). As injury cases may have multiple forms of trauma, we applied a severity hierarchy to the fatal hospital data to determine the proportion of the deaths that could be attributed to the chosen fracture types but were not accompanied by more severe fatal trauma such as head trauma, spinal cord lesion, and intra-abdominal or thoracic organ damage. We collapsed all deaths over E-code to determine the ratio of deaths attributable to fracture versus nonfracture injuries. We applied this ratio to the YLLs.

We restricted non-fatal estimates of low BMD to a list of causes that were deemed to cause osteoporotic fractures. Below is the list of injuries for which a PAF was calculated:

- Transport injuries
- Road injuries
- Pedestrian road injuries
- Cyclist road injuries
- Motorcyclist road injuries
- Motor vehicle road injuries
- Other road injuries
- Other transport injuries
- Unintentional injuries
- Falls
- Exposure to mechanical forces
- Other exposure to mechanical forces
- Non-venomous animal contact
- Interpersonal violence
- Assault by other means

We made use of the E - to N -code matrix generated from dual-coded ( E -code/ N -code) patient-level data in our injury analyses to determine the proportion of each E -code that results in a certain N -code. The hip and non-hip fracture population attributable fractions were applied to the appropriate combinations of external cause and fracture estimates of YLD and then summed together to produce a single estimate.

## Theoretical minimum-risk exposure level

The theoretical minimum of risk exposure level or TMREL was chosen as the age-sex specific 99th percentile of BMD from five cycles of NHANES study as the reference population. Below is a descriptive table of the five NHANES cycles used.

Table 2. TMREL. Summary of NHANES reference population

| NHANES cycle | Age range (years) | Number of people <br> tested | BMD range (g/cm ${ }^{\text {2 }}$ ) |
| :--- | :--- | :--- | :--- |
| 1988 | $20-90$ | 14,646 | $0.23-1.84$ |
| 2005 | $20-85$ | 3,494 | $0.40-1.50$ |
| 2007 | $20-80$ | 4,726 | $0.34-1.46$ |
| 2009 | $20-80$ | 5,052 | $0.33-1.63$ |
| 2013 | $40-80$ | 3,127 | $0.39-1.36$ |

Figure 1: Plot of $99^{\text {th }}$ percentile of BMD at femoral neck in each cycle of NHANES


## Relative risk

Relative risks must be reported per standard deviation or per unit bone-mass density in order for us to use the data. Studies reporting relative risk in an osteoporotic group versus a non-osteoporotic group were excluded.

For GBD 2017, 12 prospective observational studies were found, but one meta-analysis of 12 studies ${ }^{1}$ reported the dose-response relationship between low BMD and high relative risk of hip and other fractures that are prone to osteoporosis, as shown in the below table.

Figure 2: Dose-response between low BMD and RR of fracture

| $\begin{gathered} B M D \\ \text { z score } \end{gathered}$ | Osteoporotic fracture |  |  |  | Hip fracture |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R R$ | 95\% CI | $R R$ | 95\% CI | $R R$ | 95\% CI |
| -4 | 1.79 | 1.44-2.23 | 2.10 | 1.63-2.71 | 2.14 | 1.40-3.26 |
| -3 | 1.71 | 1.44-2.02 | 1.96 | 1.61-2.39 | 2.12 | 1.54-2.92 |
| -2 | 1.63 | 1.45-1.84 | 1.84 | 1.60-2.12 | 2.11 | 1.70-2.62 |
| -1 | 1.56 | 1.45-1.69 | 1.73 | 1.59-1.89 | 2.11 | 1.86-2.39 |
| 0 | 1.50 | 1.44-1.56 | 1.62 | 1.54-1.71 | 2.08 | 1.91-2.26 |
| 1 | 1.39 | 1.32-1.46 | 1.42 | 1.34-1.51 | 2.04 | 1.78-2.34 |
| 2 | 1.32 | 1.21-1.45 | 1.33 | 1.19-1.48 | 2.03 | 1.60-2.56 |
| 3 | 1.26 | 1.10-1.45 | 1.25 | 1.06-1.47 | 2.01 | 1.44-2.81 |
| 4 | 1.21 | 1.00-1.45 | 1.17 | 0.93-1.46 | 1.99 | 1.28-3.10 |

The z score ranged from -5.1 to +5.8 .

For GBD 2019, we re-estimated relative risk estimates for hip and non-hip fractures using the MR-BRT meta-analysis method. Input data studies consisted of those identified through a re-review of the 12 studies included in the 2005 meta-analysis that provided our previous relative risk dose-response estimates. We extracted relative risk data from six of those 12 studies, excluding cohorts that used a measure of exposure other than BMD measured by DXA at the femoral neck and those that used mortality as an outcome of interest instead of fracture.

In addition, a systematic review of the relative risk of fracture due to low bone mineral density was conducted for the years 2010 to 2020 on PubMed using the following search terms: (( (bone mineral density OR bone mineral densities OR bone density) AND (mean OR average) AND risk) AND fracture). Results were filtered for comparative studies, journal articles, meta-analyses, or observational studies published in English. This search yielded 611 results. Cohorts were excluded for the same reasons mentioned above. We extracted relative risk data from six sources.

Figure 1: PRISMA diagram of BMD RR systematic review from 2019


| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 14 |
| Number of countries with data | 10 |

Nine countries were represented among the 12 cohort studies included in the meta-analysis. ${ }^{2-13}$ Two of the 14 studies indicated in the relative source counts were dropped from analysis because they did not report relative risks per standard deviation or per unit decrease in bone mineral density. We used study covariates for studies that reported the relative risk of low BMD on hip fracture and non-hip fractures, and for the percentage of the cohort that was male (which was always either 1 or 0 ). The mean and standard error for the coefficients were calculated using the MR-BRT crosswalk adjustment method with a cubic spline on cohort mean age. An adjustment for percentage male was not included in the final model, as we did not find a significant difference between relative risks for males and females. The age spline was also not included in the final model. After testing four iterations with two and three knots placed evenly or by data frequency, it was clear that there was not a reliable relationship between cohort mean age and relative risk. Betas and exponentiated values (which can be interpreted as the relative risks) for the remaining hip and non-hip fracture covariates are shown in the table below:

Table 3. MR-BRT Crosswalk Results for RR of Fracture due to low BMD

| Data input | Gamma | Beta coefficient, log <br> $(95 \% \mathrm{Cl})$ | RR per SD unit <br> of BMD |
| :--- | :--- | :--- | :--- |
| Hip fracture | 0.13 | $0.77(0.45$ to 1.08$)$ | $2.18(1.66$ to <br> $2.80)$ |


| Non-hip fracture |  | $0.57(0.30$ to 0.84$)$ | $1.79(1.41$ to <br> $2.23)$ |
| :--- | :--- | :--- | :--- |

Figure 3: MR-BRT crosswalk results for RR of fracture due to low BMD
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## Kidney dysfunction

## Flowchart


world. Investigators share data for the purpose of collaborative meta-analyses to study prognosis in CKD.

## Input data and methodological summary

## Exposure

## Case definition

The kidney dysfunction risk factor exposure is divided into four categories of renal function defined by urinary albumin to creatinine ratio (ACR) and estimated glomerular filtration rate (eGFR):

- Albuminuria with preserved eGFR (ACR $>30 \mathrm{mg} / \mathrm{g}$ \& eGFR $>=60 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$ ); this corresponds to stages 1 and 2 chronic kidney disease (CKD) in the Kidney Disease Improving Global Outcomes (KDIGO) classification
- CKD stage 3 (eGFR of $30-59 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$ );
- CKD stage 4 (eGFR of $15-29 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$ ); and
- CKD stage 5 (eGFR $<15 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$, not (yet) on renal replacement therapy).

The modelling of renal function prevalence estimates is described in detail in the CKD section of the appendix to the GBD 2019 disease and injury paper.

## Theoretical minimum-risk exposure level

The theoretical minimum-risk exposure level is ACR $30 \mathrm{mg} / \mathrm{g}$ or less and eGFR greater than $60 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$. An ACR above $30 \mathrm{mg} / \mathrm{g}$ and eGFR below $60 \mathrm{ml} / \mathrm{min} / 1.73 \mathrm{~m}^{2}$ have been demonstrated in the literature to be the thresholds at which increased cardiovascular and gout events occur secondary to kidney dysfunction.(1-10)

## Input data

The last systematic review of prevalence of low glomerular filtration rate was conducted for GBD 2016, updating searches done in GBD 2015, GBD 2013, and GBD 2010. Exclusion criteria included surveys that were not population-representative and studies not reporting on CKD by stage.

Data sources for kidney dysfunction:

| Input data | Exposure |
| :--- | :--- |
| Source count (total) | 98 |
| Number of countries with data | 35 |


| Input data | Relative risk |
| :--- | :--- |
| Source count (total) | 9 |

## Modelling strategy

We model the proportion of cardiovascular and musculoskeletal diseases attributable to kidney dysfunction. This is performed by 1) running DisMod-MR 2.1 models to estimate the prevalence of albuminuria, stage 3 CKD, stage 4 CKD, and stage 5 CKD; 2) estimate relative risks from available data on cardiovascular outcomes and gout; 3) calculate the population attributable fraction of those outcomes to IKF.

The prevalence of exposure to albuminuria and CKD were obtained from the GBD 2019 non-fatal burden of disease analysis.

Data on relative risks were contributed by the Chronic Kidney Disease Prognosis Consortium (CKD-PC). The Chronic Kidney Disease Prognosis Consortium is a research group composed of investigators representing cohorts from around the world. Investigators share data for the purpose of collaborative meta-analyses to study prognosis in CKD.

## Relative risks

We estimate burden attributable to kidney dysfunction for cardiovascular diseases, chronic kidney diseases, and gout.

In GBD 2017, we relied on a pooled cohort analysis of six cohort studies from the CKD-PC. For GBD 2019, in collaboration with CKD-PC, we got data on 38 new cohorts and continued to use the original from the previous analysis. We ran these new data through MR-BRT meta-regression to determine the relationship between age and outcomes based on exposure to IKF. Estimates were nested within cohorts. A threedegree spline was placed on age with decreasing monotonicity. All relative risk estimates for stroke and ischaemic heart disease above age 85 were set equal to the risk at age 85 to control for lack of data in older age groups. Gout currently uses GBD 2017 estimations of relative risk.

We ran some sensitivity analyses with and without controlling for blood pressure. This is because IKF increases the risk of cardiovascular diseases directly, as well as through blood pressure. We wanted to understand how estimates of risk would differ. Generally, the relative risk of cardiovascular disease was lower when controlling for blood pressure. We decided to go with this lower risk that controlled for hypertension for a more conservative estimate.

## Relative risk plots

The following plot shows the relative risks for heart disease and stroke by each stage of CKD. As expected, stage 5 and stage 4 CKD have higher risks overall. Risks is also higher at younger ages and lower at the oldest age, likely reflecting competing risk factors. While the risks themselves dip below zero at the oldest age, we believe this is merely a function of lack of data above age 85 . Because of this, our estimates for relative risk above age 85 take the estimate at age 85 .


We also include two forest plots to show the distribution of risk estimates for heart disease and stroke across our studies. In general, we see an expected pattern, with earlier stages of CKD with lower risks.


Population attributable fraction
We calculated the cardiovascular and gout fatal and non-fatal burden attributable to the categorical exposure to kidney dysfunction using the following equation:

$$
P A F=\frac{\sum_{i=1}^{n} P_{i}\left(R R_{i}-1\right)}{\sum_{i=1}^{n} P_{i}\left(R R_{i}-1\right)+1}
$$

Equation 1. PAF based on categorical exposure
where $R R_{i}$ is the relative risk for exposure level $i, P_{i}$ is the proportion of the population in that exposure category, and $n$ is the number of exposure categories.(11)

## Primary changes between GBD 2017 and GBD 2019

The following are the main changes in the GBD 2019 modelling strategy compared to GBD 2017:

1. In GBD 2019, we used MR-BRT to run a nested meta-regression analysis on the within-study sex ratios to estimate a pooled sex ratio with 95\% confidence intervals. In GBD 2017, this was estimated in DisMod-MR 2.1.
2. In GBD 2019, we used MR-BRT to make bias adjustments for data with alternative case definitions. CKD uses CKD-Epi as the reference definition. Alternative equations include the Cockcroft-Gualt and Modification of Diet in Renal Disease equations. MR-BRT models have larger confidence intervals due to taking into account study variance across all input data. In GBD 2017, these adjustments were made in DisMod-MR 2.1. The values of these adjustments are in the table below:

MR-BRT bias adjustment factors

| Data input | Status | Gamma | Beta coefficient, logit <br> $(95 \% ~ C I)$ | Adjustment <br> factor* |
| :--- | :--- | :--- | :--- | :--- |
| CKD-EPI | Ref | --- | --- | --- |
| Stage III CG | Alt | 0.25 | 0.24 <br> $(-0.28 ~ t o ~ 0.76) ~$ | 0.56 <br> $(0.43-0.68)$ |
| Stage III MDRD | Alt | 0.03 | 0.49 <br> $(0.34-0.64)$ | 0.62 <br> $(0.58-0.66)$ |
| Stage IV CG | Alt | 0 | 0.09 <br> $(-0.05$ to 0.24$)$ | 0.52 <br> $(0.49-0.56)$ |
| Stage IV MDRD | Alt | 0 | -0.07 | 0.48 <br> $(-0.19$ to 0.04) |
| Stage V CG | Alt | 0 | -0.18 | 0.45 |
|  |  |  | $(-0.45$ to 0.09) | $(0.39-0.52)$ |
| Stage V MDRD | Alt | 0 | -0.06 | 0.49 |
|  |  |  | $(-0.28$ to 0.18) | $(0.43-0.54)$ |
| Stage III-V CG | Alt | 0.26 | 0.23 | 0.56 |
|  |  |  | $(-0.29$ to 0.75) | $(0.43-0.68)$ |
| Stage III-V MDRD | Alt | 0.03 | 0.47 | 0.62 |
|  |  |  | $(0.32-0.62)$ | $(0.58-0.65)$ |

3. In GBD 2017, the RRs were estimated via a pooled cohort meta-regression conducted in R using the metafor package. In GBD 2019, we made use of MR-BRT to run a nested meta-regression analysis that allowed more flexibility in the estimation process.
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Figure S2. GBD 2019 DisMod-MR 2.1 analytical cascade


Figure S3: Spatiotemporal Gaussian Process Regression (STGPR) Flowchart

a le S1. GATHER checklist of information that should be included in reports of global health estimates, with description of compliance and location of information for lo al rden of ris factors in 20 co ntries and territories 10201 : a systematic analysis for the lo al rden of Disease St dy 201

| \# | GATHER checklist item | Description of compliance | Reference |
| :---: | :---: | :---: | :---: |
| Objectives and funding |  |  |  |
| 1 | Define the indicators, populations, and time periods for which estimates were made. | Narrative provided in paper and methods appendix describing indicators, definitions, and populations | Main text (MethodsOverview, Geographic units and time periods) and methods appendix |
| 2 | List the funding sources for the work. | Funding sources listed in paper | Summary (Funding) |
| Data Inputs |  |  |  |
| For all data inputs from multiple sources that are synthesized as part of the study: |  |  |  |
| 3 | Describe how the data were identified and how the data were accessed. | Narrative description of data seeking methods provided | Main text (Methods) and methods appendix |
| 4 | Specify the inclusion and exclusion criteria. Identify all ad-hoc exclusions. | Narrative about inclusion and exclusion criteria by data type provided | Main text (Methods) and methods appendix |
| 5 | Provide information on all included data sources and their main characteristics. For each data source used, report reference information or contact name/institution, population represented, data collection method, year(s) of data collection, sex and age range, diagnostic criteria or measurement method, and sample size, as relevant. | An interactive, online data source tool that provides metadata for data sources by component, geography, cause, risk, or impairment has been developed | Online data citation tools |
| 6 | Identify and describe any categories of input data that have potentially important biases (e.g., based on characteristics listed in item 5). | Summary of known biases by cause included in methods appendix | Methods appendix |
| For data inputs that contribute to the analysis but were not synthesized as part of the study: |  |  |  |
| 7 | Describe and give sources for any other data inputs. | Included in online data source tool, http://ghdx.healthdata. org/gbd-2019 | Online data citation tools |
| For all data inputs: |  |  |  |
| 8 | Provide all data inputs in a file format from which data can be efficiently extracted (e.g., a spreadsheet as opposed to a PDF), including all relevant meta-data listed in item 5 . For any data inputs that cannot be shared due to ethical or legal | Downloads of input data available through online tools, including data visualization tools | Online data visualization tools, data query tools, and |


|  | reasons, such as third-party ownership, provide a contact name or the name of the institution that retains the right to the data. | and data query tools, http://ghdx.healthdata. org/gbd-2019; input data not available in tools will be made available upon request | the Global Health Data Exchange, http://ghdx.healthdata. org |
| :---: | :---: | :---: | :---: |
| Data analysis |  |  |  |
| 9 | Provide a conceptual overview of the data analysis method. A diagram may be helpful. | Flow diagrams of the overall methodological processes, as well as cause-specific modelling processes, have been provided | Main text (Methods) and methods appendix |
| 10 | Provide a detailed description of all steps of the analysis, including mathematical formulae. This description should cover, as relevant, data cleaning, data pre-processing, data adjustments and weighting of data sources, and mathematical or statistical model(s). | Flow diagrams and corresponding methodological writeups for each cause, as well as the demographics and causes of death databases and modelling processes, have been provided | Main text (Methods) and methods appendix |
| 11 | Describe how candidate models were evaluated and how the final model(s) were selected. | Provided in the methodological writeups | Methods appendix |
| 12 | Provide the results of an evaluation of model performance, if done, as well as the results of any relevant sensitivity analysis. | Provided in the methodological writeups | Methods appendix |
| 13 | Describe methods for calculating uncertainty of the estimates. State which sources of uncertainty were, and were not, accounted for in the uncertainty analysis. | Provided in the methodological writeups | Methods appendix |
| 14 | State how analytic or statistical source code used to generate estimates can be accessed. | Access statement provided | Code is provided in an online repository |
| Results and Discussion |  |  |  |
| 15 | Provide published estimates in a file format from which data can be efficiently extracted. | Results are available through online data visualization tools, the Global Health Data Exchange, and the online data query tool (http:// ghdx.healthdata .org/ gbd-2019) | Main text, methods appendix, and online data tools (data visualization tools, data query tools, and the Global Health Data Exchange, http://ghdx.healthdata. org/gbd-2019) |
| 16 | Report a quantitative measure of the uncertainty of the estimates (e.g. uncertainty intervals). | Uncertainty intervals are provided with all results | Main text, methods appendix, and online data tools (data |


|  |  |  | visualization tools, data <br> query tools, and the <br> Global Health Data <br> Exchange, |
| :--- | :--- | :--- | :--- |
| http://ghdx.healthdata. |  |  |  |$|$| org/gbd-2019) |
| :--- |
| $\mathbf{1 7}$ |
| Interpret results in light of existing evidence. If updating a <br> previous set of estimates, describe the reasons for changes in <br> estimates. |
| $\mathbf{1 8}$ |
| Discuss limitations of the estimates. Include a discussion of <br> any modelling assumptions or data limitations that affect <br> interpretation of the estimates. |
| Discussion of <br> methodological <br> changes between GBD <br> rounds provided in the <br> narrative of the Article <br> and methods appendix |
| Discussion of <br> limitations provided in <br> methods appendix <br> the narrative of the <br> main paper, as well as <br> in the methodological <br> write-ups in the <br> methods appendix |


| Risk | level |
| :---: | :---: |
| All risk factors | 0 |
| Environmental/occupational risks | 1 |
| Unsafe water, sanitation, and handwashing | 2 |
| Unsafe water source | 3 |
| Unsafe sanitation | 3 |
| No access to handwashing facility | 3 |
| Air pollution | 2 |
| Particulate matter pollution | 3 |
| Ambient particulate matter pollution | 4 |
| Household air pollution from solid fuels | 4 |
| Ambient ozone pollution | 3 |
| Non-optimal temperature | 2 |
| High temperature | 3 |
| Low temperature | 3 |
| Other environmental risks | 2 |
| Residential radon | 3 |
| Lead exposure | 3 |
| Occupational risks | 2 |
| Occupational carcinogens | 3 |
| Occupational exposure to asbestos | 4 |
| Occupational exposure to arsenic | 4 |
| Occupational exposure to benzene | 4 |
| Occupational exposure to beryllium | 4 |
| Occupational exposure to cadmium | 4 |
| Occupational exposure to chromium | 4 |
| Occupational exposure to diesel engine exhaust | 4 |
| Occupational exposure to formaldehyde | 4 |
| Occupational exposure to nickel | 4 |
| Occupational exposure to polycyclic aromatic hydrocarbons | 4 |
| Occupational exposure to silica | 4 |
| Occupational exposure to sulfuric acid | 4 |
| Occupational exposure to trichloroethylene | 4 |
| Occupational asthmagens | 3 |
| Occupational particulate matter, gases, and fumes | 3 |
| Occupational noise | 3 |
| Occupational injuries | 3 |
| Occupational ergonomic factors | 3 |
| Behavioral risks | 1 |
| Child and maternal malnutrition | 2 |
| Suboptimal breastfeeding | 3 |
| Non-exclusive breastfeeding | 4 |
| Discontinued breastfeeding | 4 |
| Child growth failure | 3 |


| Child underweight | 4 |
| :---: | :---: |
| Child wasting | 4 |
| Child stunting | 4 |
| Low birthweight and short gestation | 3 |
| Short gestation | 4 |
| Low birthweight | 4 |
| Iron deficiency | 3 |
| Vitamin A deficiency | 3 |
| Zinc deficiency | 3 |
| Tobacco | 2 |
| Smoking | 3 |
| Chewing tobacco | 3 |
| Secondhand smoke | 3 |
| Alcohol use | 2 |
| Drug use | 2 |
| Dietary risks | 2 |
| Diet low in fruits | 3 |
| Diet low in vegetables | 3 |
| Diet low in legumes | 3 |
| Diet low in whole grains | 3 |
| Diet low in nuts and seeds | 3 |
| Diet low in milk | 3 |
| Diet high in red meat | 3 |
| Diet high in processed meat | 3 |
| Diet high in sugar-sweetened beverages | 3 |
| Diet low in fiber | 3 |
| Diet low in calcium | 3 |
| Diet low in seafood omega-3 fatty acids | 3 |
| Diet low in polyunsaturated fatty acids | 3 |
| Diet high in trans fatty acids | 3 |
| Diet high in sodium | 3 |
| Intimate partner violence | 2 |
| Childhood sexual abuse and bullying | 2 |
| Childhood sexual abuse | 3 |
| Bullying victimisation | 3 |
| Unsafe sex | 2 |
| Low physical activity | 2 |
| Metabolic risks | 1 |
| High fasting plasma glucose | 2 |
| High LDL cholesterol | 2 |
| High systolic blood pressure | 2 |
| High body-mass index | 2 |
| Low bone mineral density | 2 |
| Kidney dysfunction | 2 |

Table S3. Types of Comparative Risk Assessments (CRA) based on the time perspective and the nature of the counterfactual level or distribution of exposure. The shaded box represents the type of CRA currently undertaken in GBD 2019. GBD=Global Burden of Disease.

|  | Counterfactual distributions of exposure |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Theoretical minimum <br> risk: level of risk with <br> the lowest level of <br> burden | Plausible minimum <br> risk: level of risk with <br> the lowest level of <br> burden that could be <br> imagined with current <br> technology and <br> knowledge | Feasible minimum <br> risk: level of risk with <br> the lowest level of <br> burden that has been <br> achieved in any <br> population | Cost-effective <br> minimum risk: lowest <br> level of risk that can <br> be achieved cost- <br> effectively in a given <br> population |
| Construct |  |  |  |  |



| High-income Asia Pacific | 2 |
| :---: | :---: |
| Brunei | 3 |
| Japan | 3 |
| Aichi | 4 |
| Akita | 4 |
| Aomori | 4 |
| Chiba | 4 |
| Ehime | 4 |
| Fukui | 4 |
| Fukuoka | 4 |
| Fukushima | 4 |
| Gifu | 4 |
| Gunma | 4 |
| Hiroshima | 4 |
| Hokkaidō | 4 |
| Hyōgo | 4 |
| Ibaraki | 4 |
| Ishikawa | 4 |
| Iwate | 4 |
| Kagawa | 4 |
| Kagoshima | 4 |
| Kanagawa | 4 |
| Kōchi | 4 |
| Kumamoto | 4 |
| Kyōto | 4 |
| Mie | 4 |
| Miyagi | 4 |
| Miyazaki | 4 |
| Nagano | 4 |
| Nagasaki | 4 |
| Nara | 4 |
| Niigata | 4 |
| Ōita | 4 |
| Okayama | 4 |
| Okinawa | 4 |
| Ōsaka | 4 |
| Saga | 4 |
| Saitama | 4 |
| Shiga | 4 |
| Shimane | 4 |
| Shizuoka | 4 |
| Tochigi | 4 |
| Tokushima | 4 |
| Tōkyō | 4 |
| Tottori | 4 |


| Toyama | 4 |
| :---: | :---: |
| Wakayama | 4 |
| Yamagata | 4 |
| Yamaguchi | 4 |
| Yamanashi | 4 |
| South Korea | 3 |
| Singapore | 3 |
| High-income North America | 2 |
| Canada | 3 |
| Greenland | 3 |
| USA | 3 |
| Alabama | 4 |
| Alaska | 4 |
| Arizona | 4 |
| Arkansas | 4 |
| California | 4 |
| Colorado | 4 |
| Connecticut | 4 |
| Delaware | 4 |
| Washington, DC | 4 |
| Florida | 4 |
| Georgia | 4 |
| Hawaii | 4 |
| Idaho | 4 |
| Illinois | 4 |
| Indiana | 4 |
| Iowa | 4 |
| Kansas | 4 |
| Kentucky | 4 |
| Louisiana | 4 |
| Maine | 4 |
| Maryland | 4 |
| Massachusetts | 4 |
| Michigan | 4 |
| Minnesota | 4 |
| Mississippi | 4 |
| Missouri | 4 |
| Montana | 4 |
| Nebraska | 4 |
| Nevada | 4 |
| New Hampshire | 4 |
| New Jersey | 4 |
| New Mexico | 4 |
| New York | 4 |
| North Carolina | 4 |


| North Dakota | 4 |
| :---: | :---: |
| Ohio | 4 |
| Oklahoma | 4 |
| Oregon | 4 |
| Pennsylvania | 4 |
| Rhode Island | 4 |
| South Carolina | 4 |
| South Dakota | 4 |
| Tennessee | 4 |
| Texas | 4 |
| Utah | 4 |
| Vermont | 4 |
| Virginia | 4 |
| Washington | 4 |
| West Virginia | 4 |
| Wisconsin | 4 |
| Wyoming | 4 |
| Southern Latin America | 2 |
| Argentina | 3 |
| Chile | 3 |
| Uruguay | 3 |
| Western Europe | 2 |
| Andorra | 3 |
| Austria | 3 |
| Belgium | 3 |
| Cyprus | 3 |
| Denmark | 3 |
| Finland | 3 |
| France | 3 |
| Germany | 3 |
| Greece | 3 |
| Iceland | 3 |
| Ireland | 3 |
| Israel | 3 |
| Italy | 3 |
| Luxembourg | 3 |
| Malta | 3 |
| Monaco | 3 |
| Netherlands | 3 |
| Norway | 3 |
| Portugal | 3 |
| San Marino | 3 |
| Spain | 3 |
| Sweden | 3 |
| Stockholm | 4 |


| Sweden except Stockholm | 4 |
| :---: | :---: |
| Switzerland | 3 |
| UK | 3 |
| England | 4 |
| East Midlands | 5 |
| Derby | 6 |
| Derbyshire | 6 |
| Leicester | 6 |
| Leicestershire | 6 |
| Lincolnshire | 6 |
| Northamptonshire | 6 |
| Nottingham | 6 |
| Nottinghamshire | 6 |
| Rutland | 6 |
| East of England | 5 |
| Bedford | 6 |
| Cambridgeshire | 6 |
| Central Bedfordshire | 6 |
| Essex | 6 |
| Hertfordshire | 6 |
| Luton | 6 |
| Norfolk | 6 |
| Peterborough | 6 |
| Southend-on-Sea | 6 |
| Suffolk | 6 |
| Thurrock | 6 |
| Greater London | 5 |
| Barking and Dagenham | 6 |
| Barnet | 6 |
| Bexley | 6 |
| Brent | 6 |
| Bromley | 6 |
| Camden | 6 |
| Croydon | 6 |
| Ealing | 6 |
| Enfield | 6 |
| Greenwich | 6 |
| Hackney | 6 |
| Hammersmith and Fulham | 6 |
| Haringey | 6 |
| Harrow | 6 |
| Havering | 6 |
| Hillingdon | 6 |
| Hounslow | 6 |
| Islington | 6 |


| Kensington and Chelsea | 6 |
| :---: | :---: |
| Kingston upon Thames | 6 |
| Lambeth | 6 |
| Lewisham | 6 |
| Merton | 6 |
| Newham | 6 |
| Redbridge | 6 |
| Richmond upon Thames | 6 |
| Southwark | 6 |
| Sutton | 6 |
| Tower Hamlets | 6 |
| Waltham Forest | 6 |
| Wandsworth | 6 |
| Westminster | 6 |
| North East England | 5 |
| County Durham | 6 |
| Darlington | 6 |
| Gateshead | 6 |
| Hartlepool | 6 |
| Middlesbrough | 6 |
| Newcastle upon Tyne | 6 |
| North Tyneside | 6 |
| Northumberland | 6 |
| Redcar and Cleveland | 6 |
| South Tyneside | 6 |
| Stockton-on-Tees | 6 |
| Sunderland | 6 |
| North West England | 5 |
| Blackburn with Darwen | 6 |
| Blackpool | 6 |
| Bolton | 6 |
| Bury | 6 |
| Cheshire East | 6 |
| Cheshire West and Chester | 6 |
| Cumbria | 6 |
| Halton | 6 |
| Knowsley | 6 |
| Lancashire | 6 |
| Liverpool | 6 |
| Manchester | 6 |
| Oldham | 6 |
| Rochdale | 6 |
| Salford | 6 |
| Sefton | 6 |
| St Helens | 6 |


| Stockport | 6 |
| :---: | :---: |
| Tameside | 6 |
| Trafford | 6 |
| Warrington | 6 |
| Wigan | 6 |
| Wirral | 6 |
| South East England | 5 |
| Bracknell Forest | 6 |
| Brighton and Hove | 6 |
| Buckinghamshire | 6 |
| East Sussex | 6 |
| Hampshire | 6 |
| Isle of Wight | 6 |
| Kent | 6 |
| Medway | 6 |
| Milton Keynes | 6 |
| Oxfordshire | 6 |
| Portsmouth | 6 |
| Reading | 6 |
| Slough | 6 |
| Southampton | 6 |
| Surrey | 6 |
| West Berkshire | 6 |
| West Sussex | 6 |
| Windsor and Maidenhead | 6 |
| Wokingham | 6 |
| South West England | 5 |
| Bath and North East Somerset | 6 |
| Bournemouth | 6 |
| Bristol, City of | 6 |
| Cornwall | 6 |
| Devon | 6 |
| Dorset | 6 |
| Gloucestershire | 6 |
| North Somerset | 6 |
| Plymouth | 6 |
| Poole | 6 |
| Somerset | 6 |
| South Gloucestershire | 6 |
| Swindon | 6 |
| Torbay | 6 |
| Wiltshire | 6 |
| West Midlands | 5 |
| Birmingham | 6 |
| Coventry | 6 |


| Dudley | 6 |
| :---: | :---: |
| Herefordshire, County of | 6 |
| Sandwell | 6 |
| Shropshire | 6 |
| Solihull | 6 |
| Staffordshire | 6 |
| Stoke-on-Trent | 6 |
| Telford and Wrekin | 6 |
| Walsall | 6 |
| Warwickshire | 6 |
| Wolverhampton | 6 |
| Worcestershire | 6 |
| Yorkshire and the Humber | 5 |
| Barnsley | 6 |
| Bradford | 6 |
| Calderdale | 6 |
| Doncaster | 6 |
| East Riding of Yorkshire | 6 |
| Kingston upon Hull, City of | 6 |
| Kirklees | 6 |
| Leeds | 6 |
| North East Lincolnshire | 6 |
| North Lincolnshire | 6 |
| North Yorkshire | 6 |
| Rotherham | 6 |
| Sheffield | 6 |
| Wakefield | 6 |
| York | 6 |
| Northern Ireland | 4 |
| Scotland | 4 |
| Wales | 4 |
| Latin America and Caribbean | 1 |
| Andean Latin America | 2 |
| Bolivia | 3 |
| Ecuador | 3 |
| Peru | 3 |
| Caribbean | 2 |
| Antigua and Barbuda | 3 |
| The Bahamas | 3 |
| Barbados | 3 |
| Belize | 3 |
| Bermuda | 3 |
| Cuba | 3 |
| Dominica | 3 |
| Dominican Republic | 3 |


| Grenada | 3 |
| :---: | :---: |
| Guyana | 3 |
| Haiti | 3 |
| Jamaica | 3 |
| Puerto Rico | 3 |
| Saint Kitts and Nevis | 3 |
| Saint Lucia | 3 |
| Saint Vincent and the Grenadines | 3 |
| Suriname | 3 |
| Trinidad and Tobago | 3 |
| Virgin Islands | 3 |
| Central Latin America | 2 |
| Colombia | 3 |
| Costa Rica | 3 |
| El Salvador | 3 |
| Guatemala | 3 |
| Honduras | 3 |
| Mexico | 3 |
| Aguascalientes | 4 |
| Baja California | 4 |
| Baja California Sur | 4 |
| Campeche | 4 |
| Chiapas | 4 |
| Chihuahua | 4 |
| Coahuila | 4 |
| Colima | 4 |
| Durango | 4 |
| Guanajuato | 4 |
| Guerrero | 4 |
| Hidalgo | 4 |
| Jalisco | 4 |
| México | 4 |
| Mexico City | 4 |
| Michoacán de Ocampo | 4 |
| Morelos | 4 |
| Nayarit | 4 |
| Nuevo León | 4 |
| Oaxaca | 4 |
| Puebla | 4 |
| Querétaro | 4 |
| Quintana Roo | 4 |
| San Luis Potosí | 4 |
| Sinaloa | 4 |
| Sonora | 4 |
| Tabasco | 4 |


| Tamaulipas | 4 |
| :---: | :---: |
| Tlaxcala | 4 |
| Veracruz de Ignacio de la Llave | 4 |
| Yucatán | 4 |
| Zacatecas | 4 |
| Nicaragua | 3 |
| Panama | 3 |
| Venezuela | 3 |
| Tropical Latin America | 2 |
| Brazil | 3 |
| Acre | 4 |
| Alagoas | 4 |
| Amapá | 4 |
| Amazonas | 4 |
| Bahia | 4 |
| Ceará | 4 |
| Distrito Federal | 4 |
| Espírito Santo | 4 |
| Goiás | 4 |
| Maranhão | 4 |
| Mato Grosso | 4 |
| Mato Grosso do Sul | 4 |
| Minas Gerais | 4 |
| Pará | 4 |
| Paraíba | 4 |
| Paraná | 4 |
| Pernambuco | 4 |
| Piauí | 4 |
| Rio de Janeiro | 4 |
| Rio Grande do Norte | 4 |
| Rio Grande do Sul | 4 |
| Rondônia | 4 |
| Roraima | 4 |
| Santa Catarina | 4 |
| São Paulo | 4 |
| Sergipe | 4 |
| Tocantins | 4 |
| Paraguay | 3 |
| North Africa and Middle East | 1 |
| North Africa and Middle East | 2 |
| Afghanistan | 3 |
| Algeria | 3 |
| Bahrain | 3 |
| Egypt | 3 |
| Iran | 3 |


| Iraq | 3 |
| :---: | :---: |
| Jordan | 3 |
| Kuwait | 3 |
| Lebanon | 3 |
| Libya | 3 |
| Morocco | 3 |
| Oman | 3 |
| Palestine | 3 |
| Qatar | 3 |
| Saudi Arabia | 3 |
| Sudan | 3 |
| Syria | 3 |
| Tunisia | 3 |
| Turkey | 3 |
| United Arab Emirates | 3 |
| Yemen | 3 |
| South Asia | 1 |
| South Asia | 2 |
| Bangladesh | 3 |
| Bhutan | 3 |
| India | 3 |
| Andhra Pradesh | 4 |
| Arunachal Pradesh | 4 |
| Assam | 4 |
| Bihar | 4 |
| Chhattisgarh | 4 |
| Delhi | 4 |
| Goa | 4 |
| Gujarat | 4 |
| Haryana | 4 |
| Himachal Pradesh | 4 |
| Jammu \& Kashmir and Ladakh | 4 |
| Jharkhand | 4 |
| Karnataka | 4 |
| Kerala | 4 |
| Madhya Pradesh | 4 |
| Maharashtra | 4 |
| Manipur | 4 |
| Meghalaya | 4 |
| Mizoram | 4 |
| Nagaland | 4 |
| Odisha | 4 |
| Punjab | 4 |
| Rajasthan | 4 |
| Sikkim | 4 |


| Tamil Nadu | 4 |
| :---: | :---: |
| Telangana | 4 |
| Tripura | 4 |
| Other Union Territories | 4 |
| Uttar Pradesh | 4 |
| Uttarakhand | 4 |
| West Bengal | 4 |
| Nepal | 3 |
| Pakistan | 3 |
| Southeast Asia, east Asia, and Oceania | 1 |
| East Asia | 2 |
| China | 3 |
| North Korea | 3 |
| Taiwan (province of China) | 3 |
| Oceania | 2 |
| American Samoa | 3 |
| Cook Islands | 3 |
| Fiji | 3 |
| Guam | 3 |
| Kiribati | 3 |
| Marshall Islands | 3 |
| Federated States of Micronesia | 3 |
| Nauru | 3 |
| Niue | 3 |
| Northern Mariana Islands | 3 |
| Palau | 3 |
| Papua New Guinea | 3 |
| Samoa | 3 |
| Solomon Islands | 3 |
| Tokelau | 3 |
| Tonga | 3 |
| Tuvalu | 3 |
| Vanuatu | 3 |
| Southeast Asia | 2 |
| Cambodia | 3 |
| Indonesia | 3 |
| Aceh | 4 |
| Bali | 4 |
| Bangka-Belitung Islands | 4 |
| Banten | 4 |
| Bengkulu | 4 |
| Gorontalo | 4 |
| Jakarta | 4 |
| Jambi | 4 |
| West Java | 4 |


| Central Java | 4 |
| :---: | :---: |
| East Java | 4 |
| West Kalimantan | 4 |
| South Kalimantan | 4 |
| Central Kalimantan | 4 |
| East Kalimantan | 4 |
| North Kalimantan | 4 |
| Riau Islands | 4 |
| Lampung | 4 |
| Maluku | 4 |
| North Maluku | 4 |
| West Nusa Tenggara | 4 |
| East Nusa Tenggara | 4 |
| Papua | 4 |
| West Papua | 4 |
| Riau | 4 |
| West Sulawesi | 4 |
| South Sulawesi | 4 |
| Central Sulawesi | 4 |
| Southeast Sulawesi | 4 |
| North Sulawesi | 4 |
| West Sumatra | 4 |
| South Sumatra | 4 |
| North Sumatra | 4 |
| Yogyakarta | 4 |
| Laos | 3 |
| Malaysia | 3 |
| Maldives | 3 |
| Mauritius | 3 |
| Myanmar | 3 |
| Philippines | 3 |
| Seychelles | 3 |
| Sri Lanka | 3 |
| Thailand | 3 |
| Timor-Leste | 3 |
| Vietnam | 3 |
| Sub-Saharan Africa | 1 |
| Central sub-Saharan Africa | 2 |
| Angola | 3 |
| Central African Republic | 3 |
| Congo (Brazzaville) | 3 |
| DR Congo | 3 |
| Equatorial Guinea | 3 |
| Gabon | 3 |
| Eastern sub-Saharan Africa | 2 |


| Burundi | 3 |
| :---: | :---: |
| Comoros | 3 |
| Djibouti | 3 |
| Eritrea | 3 |
| Ethiopia | 3 |
| Kenya | 3 |
| Baringo | 4 |
| Bomet | 4 |
| Bungoma | 4 |
| Busia | 4 |
| Elgeyo Marakwet | 4 |
| Embu | 4 |
| Garissa | 4 |
| Homa Bay | 4 |
| Isiolo | 4 |
| Kajiado | 4 |
| Kakamega | 4 |
| Kericho | 4 |
| Kiambu | 4 |
| Kilifi | 4 |
| Kirinyaga | 4 |
| Kisii | 4 |
| Kisumu | 4 |
| Kitui | 4 |
| Kwale | 4 |
| Laikipia | 4 |
| Lamu | 4 |
| Machakos | 4 |
| Makueni | 4 |
| Mandera | 4 |
| Marsabit | 4 |
| Meru | 4 |
| Migori | 4 |
| Mombasa | 4 |
| Murang'a | 4 |
| Nairobi | 4 |
| Nakuru | 4 |
| Nandi | 4 |
| Narok | 4 |
| Nyamira | 4 |
| Nyandarua | 4 |
| Nyeri | 4 |
| Samburu | 4 |
| Siaya | 4 |
| Taita Taveta | 4 |


| Tana River | 4 |
| :---: | :---: |
| Tharaka Nithi | 4 |
| Trans Nzoia | 4 |
| Turkana | 4 |
| Uasin Gishu | 4 |
| Vihiga | 4 |
| Wajir | 4 |
| West Pokot | 4 |
| Madagascar | 3 |
| Malawi | 3 |
| Mozambique | 3 |
| Rwanda | 3 |
| Somalia | 3 |
| South Sudan | 3 |
| Uganda | 3 |
| Tanzania | 3 |
| Zambia | 3 |
| Southern sub-Saharan Africa | 2 |
| Botswana | 3 |
| eSwatini | 3 |
| Lesotho | 3 |
| Namibia | 3 |
| South Africa | 3 |
| Zimbabwe | 3 |
| Western sub-Saharan Africa | 2 |
| Benin | 3 |
| Burkina Faso | 3 |
| Cape Verde | 3 |
| Cameroon | 3 |
| Chad | 3 |
| Côte d'Ivoire | 3 |
| The Gambia | 3 |
| Ghana | 3 |
| Guinea | 3 |
| Guinea-Bissau | 3 |
| Liberia | 3 |
| Mali | 3 |
| Mauritania | 3 |
| Niger | 3 |
| Nigeria | 3 |
| São Tomé and PrÍncipe | 3 |
| Senegal | 3 |
| Sierra Leone | 3 |
| Togo | 3 |


| Location | 1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 018 | 2019 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Glob | $51 \cdot 1$ | $51 \cdot 4$ | 51.6 | 52-2 | 52.7 | 53.1 | 53.6 | 54.2 | 54.7 | 55.0 | 55.5 | 6.1 | 56.5 | $5 \cdot 9$ | 57.3 | 57.9 | 58.4 | 58.9 | 59.3 | 59.8 | $60 \cdot 3$ | 60.8 | $61 \cdot 2$ | $61 \cdot 6$ | $62 \cdot 2$ | ${ }^{62} 7$ | $63 \cdot 1$ | 63.6 | 64.2 | 64.7 |
| Central Europe, eastern Europe, and central Asia | $64 \cdot 5$ | $65 \cdot 1$ | 65.8 | $66 \cdot 2$ | 66.6 | 67.1 | 67.6 | 67.8 | 68.2 | 68.6 | 69.0 | 69.3 | $69 \cdot 6$ | 70.0 | 70.6 | 71.2 | $71 \cdot 6$ | $72 \cdot 1$ | $72 \cdot 5$ | $72 \cdot 9$ | 733 | 73.7 | 74.0 | 74.3 | 74.6 | 74.9 | $75 \cdot 2$ | $75 \cdot 5$ | $75 \cdot 9$ | $76 \cdot 2$ |
| Central Asia | 54.3 | 54-3 | 54.5 | $54 \cdot 9$ | 55.4 | 55.7 | 56.0 | 56.2 | 56.7 | 57.2 | 57.6 | 57.9 | 58.3 | 58.8 | 59.5 | $60 \cdot 1$ | 60.5 | $61 \cdot 1$ | 61.7 | $62 \cdot 1$ | 62.7 | $63 \cdot 4$ | 63.8 | 64.2 | 64.7 | $65 \cdot 2$ | 65.7 | 66.2 | 66.7 | 67.1 |
| Armenia | 54.0 | 53.7 | 53.7 | 54,9 | $55 \cdot 6$ | 55.7 | 56.0 | 56.1 | 56.9 | 58.0 | 59.0 | 59.2 | 59.4 | $60 \cdot 1$ | $61 \cdot 2$ | 62.4 | 63.4 | 64.2 | $65 \cdot 1$ | $66 \cdot 2$ | 67.1 | $67 \cdot 4$ | 67.7 | 68.0 | 68.3 | 68.7 | $69 \cdot 1$ | 69.6 | 70.0 | $70 \cdot 4$ |
| Azerbajian | 58.6 | 58.6 | 58.5 | 58.5 | 58.6 | 58.5 | 58.4 | 8.4 | $58 \cdot 3$ | 8.2 | 58.2 | $58 \cdot 2$ | 58.5 | 58.7 | 58.9 | 59.8 | 61.2 | $62 \cdot 7$ | 64.0 | $64 \cdot 9$ | $65 \cdot 7$ | $66 \cdot 3$ | 66.7 | 67.1 | 67.3 | 67.6 | 68.0 | $68 \cdot 4$ | 68.8 | $69 \cdot 1$ |
| Georgia | $64 \cdot 3$ | $64 \cdot 8$ | $65 \cdot 4$ | $65 \cdot 5$ | 55.0 | 64.2 | $63 \cdot 3$ | $63 \cdot 1$ | 63.2 | 62.8 | ${ }^{62 \cdot 6}$ | 62.7 | $62 \cdot 8$ | $63 \cdot 4$ | $64 \cdot 5$ | ${ }^{64 \cdot 8}$ | $64 \cdot 5$ | 64.8 | $64 \cdot 9$ | $65 \cdot 0$ | 65.5 | $66 \cdot 3$ | $66 \cdot 8$ | 67.1 | 67.6 | 68.2 | $68 \cdot 9$ | 69.6 | $70 \cdot 1$ | 70.5 |
| Kazakhstan | 58.9 | $59 \cdot 2$ | 59.6 | $60 \cdot 3$ | 50.9 | 61.6 | 62.2 | $62 \cdot 6$ | 63.0 | 63.4 | 63.8 | $64 \cdot 4$ | 64.8 | $65 \cdot 2$ | $65 \cdot 7$ | $66 \cdot 2$ | $66 \cdot 6$ | 67.0 | 67.5 | 67.9 | 68.4 | 68.8 | 69.1 | 69.5 | 69.9 | $70 \cdot 4$ | $70 \cdot 9$ | $71 \cdot 3$ | 71.8 | $72 \cdot 2$ |
| Kyrgyzstan | 51•3 | $51 \cdot 3$ | 52.2 | $52 \cdot 9$ | 53.2 | 53.2 | 53.7 | 53.6 | 53.5 | 53.6 | 53.5 | 53.6 | 53.8 | 54.1 | 54.8 | 54.8 | $54 \cdot 6$ | 55.0 | 55.2 | 55-2 | $55 \cdot 6$ | $56 \cdot 2$ | $56 \cdot 2$ | $56 \cdot 6$ | 56.7 | 56 | 57.3 | 57.9 | 58.5 | $58 \cdot 9$ |
| Mongolia | 48.6 | $49 \cdot 3$ | 50.1 | 50.7 | $51 \cdot 2$ | 51.8 | 52.3 | 52.8 | 53.4 | 53.9 | 54.5 | $55 \cdot 1$ | 55.7 | 56.3 | $56 \cdot 9$ | 57.4 | 57.9 | 58.4 | 58.8 | 59.2 | 59.6 | 59.9 | $60 \cdot 4$ | $60 \cdot 9$ | 1.4 | $61 \cdot 9$ | $62 \cdot 4$ | 62.9 | 3.4 | 63.9 |
| Tajikistan | $44 \cdot 8$ | $45 \cdot 4$ | $46 \cdot 2$ | 46.7 | 47.1 | $46 \cdot 6$ | $45 \cdot 5$ | 44.8 | 44.7 | 44.9 | 44.7 | 44•3 | 44.7 | $45 \cdot 7$ | 48.1 | 49.0 | $48 \cdot 1$ | $48 \cdot 3$ | 48.8 | 48.6 | $49 \cdot 3$ | 50.6 | $51 \cdot 2$ | $51 \cdot 4$ | $51 \cdot 9$ | 52.7 | 53.3 | 53.9 | $54 \cdot 4$ | 54.8 |
| Turkmenis | 53.7 | $52 \cdot 8$ | $51 \cdot 5$ | 51.2 | 52.8 | 54.8 | $55 \cdot 0$ | 55.0 | $56 \cdot 4$ | 58.7 | 59.7 | 59.7 | 59.9 | $60 \cdot 4$ | 61.0 | 61.9 | $62 \cdot 6$ | 63-1 | 63.6 | 63.9 | $64 \cdot 4$ | $65 \cdot 3$ | $66 \cdot 2$ | $66 \cdot 7$ | 67.9 | 69.1 | 69.5 | 70.1 | 70.7 | $71 \cdot 2$ |
| stan | 47.7 | 47.9 | 47.8 | 48.1 | 48.8 | 49.5 | 50.1 | $50 \cdot 8$ | 51.6 | 52:5 | 53.1 | 53.6 | $54 \cdot 1$ | $54 \cdot 5$ | $55 \cdot 1$ | 55.6 | 56.0 | 56.6 | 57.1 | 57.7 | 58.3 | 58.9 | 59.4 | 60.0 | 50.6 | 61-4 | $62 \cdot 2$ | $62 \cdot 8$ | $63 \cdot 5$ | 64.0 |
| Central Europe | 64.1 | 64.7 | 65-2 | $65 \cdot 7$ | $66 \cdot 4$ | 67.1 | 67.8 | 68.4 | 68.9 | 69.5 | 70.2 | 70.9 | 71.5 | $72 \cdot 1$ | 72.6 | 73. | 73.6 | 74.0 | 74.4 | 75.0 | 75 | 76.0 | $76 \cdot 4$ | 76.8 | 77.1 | 77.5 | 77.8 | 78.1 | 78.5 | 78.9 |
| Allania | 53.5 | 53.1 | 53.0 | 52.7 | $52 \cdot 5$ | 52.7 | 53.3 | 53.9 | 54.7 | 56.2 | 57.0 | 57.8 | 59.0 | 59.7 | 60.7 | ${ }^{61 \cdot 6}$ | $62 \cdot 6$ | $63 \cdot 4$ | $63 \cdot 9$ | $64 \cdot 3$ | $64 \cdot 6$ | $64 \cdot 9$ | $65 \cdot 2$ | $65 \cdot 5$ | $65 \cdot 9$ | $66 \cdot 5$ | 67.0 | 67.5 | 67.9 | 68.4 |
| Bosnia and Herzegovina | $52 \cdot 9$ | 53.1 | 53.0 | 52.7 | 52.5 | 52.4 | 53-4 | $55 \cdot 3$ | 57.3 | 59.1 | 60.5 | 61.7 | 62.8 | 63.8 | 64.5 | $65 \cdot 2$ | 65.8 | $66 \cdot 4$ | 67.1 | 67.7 | 68.4 | $68 \cdot 9$ | 69.3 | 69.8 | $2 \cdot 2$ | 70.7 | 71.0 | 1.4 | 71.8 | 72.3 |
| Bulgaria | $63 \cdot 5$ | $64 \cdot 5$ | $65 \cdot 2$ | 65.8 | $66 \cdot 9$ | 67.4 | 67.8 | $68 \cdot 1$ | 67.8 | 67.6 | 68.0 | 68.7 | 69.2 | 69.6 | 70.1 | $70 \cdot 6$ | 71.0 | 71.5 | 71.9 | 72.5 | ${ }^{73} 2$ | 73.7 | 74.0 | 74.3 | 74.6 | $74 \cdot 9$ | $75 \cdot 2$ | $75 \cdot 5$ | $75 \cdot 9$ | $76 \cdot 3$ |
| Cratia | $68 \cdot 1$ | $68 \cdot 6$ | $68 \cdot 9$ | 68.9 | 68.8 | 68.8 | $68 \cdot 9$ | $69 \cdot 4$ | 70.1 | 70.6 | 71.3 | 72.0 | 72.5 | 73.0 | 73.5 | $73 \cdot 9$ | $74 \cdot 4$ | $74 \cdot 9$ | 75.4 | $75 \cdot 8$ | 76.3 | 76.7 | 77.1 | 77.4 | $77 \cdot 7$ | 78.0 | 78.3 | 78.5 | 78.9 | $79 \cdot 2$ |
| Czech Republic | $69 \cdot 4$ | 70.0 | 70.4 | 71.7 | 73.5 | 74.7 | $75 \cdot 5$ | 76.0 | 76.5 | 77.1 | 77.7 | 78.2 | 78.6 | 79.0 | 79.4 | 79.8 | $80 \cdot 1$ | $80 \cdot 4$ | 80.7 | 81.0 | $81 \cdot 3$ | 81.6 | 81.8 | 81.9 | 82.0 | 82.0 | $82 \cdot 1$ | $82 \cdot 5$ | $82 \cdot 8$ | 83.1 |
| Hugary | 66.0 | $66 \cdot 4$ | 67.2 | 67.9 | 68. | 69.3 | $70 \cdot 1$ | 70.7 | $71 \cdot 3$ | 71.8 | 72.7 | 73.3 | 73.6 | 74.1 | 74.6 | 75.1 | 75.6 | 76.0 | $76 \cdot 4$ | 76.8 | 77.1 | 77.3 | 77.4 | 77.4 | 77.5 | 77.7 | 78.1 | 78.5 | $78 \cdot 9$ | 79.3 |
| Montenegro | $70 \cdot 3$ | $70 \cdot 2$ | 70.0 | 69.5 | $69 \cdot 1$ | 68.7 | $68 \cdot 6$ | $68 \cdot 7$ | 69.0 | $69 \cdot 2$ | 69.5 | 70.0 | 70.5 | 71.1 | 71.7 | $72 \cdot 2$ | $72 \cdot 8$ | 73:5 | 74.2 | 74.8 | $75 \cdot 4$ | 76.0 | $76 \cdot 5$ | 77.0 | 7.4 | 77.8 | 78.1 | $78 \cdot 5$ | 78.9 | 79.2 |
| North Macedonia | $61 \cdot 7$ | 62.1 | $62 \cdot 1$ | 62.0 | $62 \cdot 1$ | $62 \cdot 4$ | 63.0 | 63.6 | $64 \cdot 3$ | 64.8 | $65 \cdot 0$ | $65 \cdot 5$ | $66 \cdot 1$ | $66 \cdot 9$ | 67.8 | 68. | 69.0 | 69. | 70.0 | 70.5 | 70 | 713 | 71.6 | ${ }^{72 \cdot 1}$ | 72 | $72 \cdot 9$ | $73 \cdot 4$ | 73.7 | $74 \cdot 1$ | 74.4 |
| Poland | $63 \cdot 1$ | 63.6 | $64 \cdot 5$ | $65 \cdot 2$ | $66 \cdot 2$ | 67.1 | 67.7 | 68.6 | $69 \cdot 4$ | 70.1 | 70.9 | 71.7 | $72 \cdot 4$ | 73.0 | 3.6 | 74.0 | $74 \cdot 4$ | 74.7 | $75 \cdot 2$ | 55 | $76 \cdot 4$ | 77.0 | $77 \cdot 5$ | 78.0 | 78.4 | 78.8 | 79.1 | \% 4 | 79.9 | ${ }^{30 \cdot 3}$ |
| Romania | 62.6 | $63 \cdot 1$ | 63.5 | $63 \cdot 8$ | $64 \cdot 3$ | $64 \cdot 9$ | $65 \cdot 6$ | $65 \cdot 8$ | $65 \cdot 9$ | $66 \cdot 4$ | $66 \cdot 9$ | 67.7 | 68.2 | 68.7 | 69.3 | 69.8 | $70 \cdot 2$ | 70.7 | $71 \cdot 2$ | 71.9 | 72.5 | $72 \cdot 9$ | 73.5 | $73 \cdot 9$ | 74.1 | 74.4 | 74. | $5 \cdot 2$ | $75 \cdot 7$ | 76.2 |
| Serbia | $62 \cdot 7$ | 63:5 | 64.0 | 64.0 | 64.0 | 64.0 | $64 \cdot 4$ | $64 \cdot 8$ | $65 \cdot 2$ | 65.6 | $66 \cdot 1$ | $66 \cdot 5$ | 67.0 | 67.6 | $68 \cdot 5$ | 69.2 | 69.7 | $70 \cdot 2$ | 70.7 | $71 \cdot 4$ | 72.1 | $72 \cdot 7$ | 73.3 | 73.9 | $74 \cdot 6$ | 75 | 75.6 | 75.8 | $76 \cdot 1$ | $76 \cdot 4$ |
| Slovakia | $65 \cdot 5$ | $66 \cdot 2$ | 56.9 | 67.9 | 69.1 | 70.0 | 70.7 | 71.6 | 72.4 | 3.2 | 74.0 | 74.6 | 75.1 | 756 | 76.0 | 76.6 | 77.2 | 77.7 | 78.1 | 78.5 | 79.0 | 9.4 | 9.8 | 80.1 | 30.2 | $30 \cdot 4$ | 30.6 | 1.0 | 313 | 81.7 |
| Slovenia | 72.7 | 73.4 | 73.8 | 74.1 | 74.6 | 75.1 | $75 \cdot 9$ | $76 \cdot 4$ | $76 \cdot 9$ | $77 \cdot 4$ | 78. | 79.0 | 79.5 | 79.8 | 80.2 | $80 \cdot 7$ | 81 | $81 \cdot 4$ | 81.8 | 82.0 | 82.2 | $82 \cdot 4$ | $82 \cdot 5$ | $82 \cdot 7$ | 82.9 | $83 \cdot 1$ | 83:3 | 83.6 | 83.9 | 34.2 |
| Eastern Europe | 67.8 | 68.5 | $69 \cdot 4$ | 69.8 | 0.0 | 70.5 | $70 \cdot 8$ | $70 \cdot 9$ | 71.0 | 71.2 | ${ }_{1} \cdot 3$ | $71 \cdot 4$ | 71.6 | $2 \cdot 1$ | 72.7 | 73.4 | 74.0 | $74 \cdot 6$ | $75 \cdot 2$ | 75.7 | 76. | $76 \cdot 5$ | 56 | 77.3 | 77.6 | 77.8 | $78 \cdot 2$ | 78.5 | 78.8 | 79.1 |
| Belarus | 58.8 | 59.4 | 60.0 | 60.6 | 61.0 | $61 \cdot 3$ | $61 \cdot 5$ | 61.8 | 62.1 | $62 \cdot 4$ | 62.8 | $63 \cdot 4$ | $64 \cdot 1$ | $64 \cdot 8$ | $65 \cdot 5$ | 66 | 67.0 | 67.8 | 68.7 | 69.4 | 70.2 | 70.9 | 71.5 | 72 | 72.5 | 73:0 | 73.5 | 73.8 | $74 \cdot 3$ | 74.6 |
| Estonia | 67.2 | 67.7 | 68.8 | 69.7 | 70.5 | 70.9 | $71 \cdot 1$ | 71.8 | $72 \cdot 4$ | 73.3 | 74.0 | 74.2 | 74.8 | $75 \cdot 3$ | 75.9 | 76.5 | 77.1 | 77.8 | 78.6 | 79.2 | 79.8 | $80 \cdot 4$ | $80 \cdot 9$ | $81 \cdot 3$ | 81.6 | 82.0 | 82, | 22.5 | 82.8 | 3.1 |
| Latvia | 67.8 | $68 \cdot 7$ | 69.6 | $70 \cdot 5$ | 1.4 | 71.8 | 72.0 | $72 \cdot 2$ | $72 \cdot 3$ | 22.5 | 72.9 | 73.3 | 73.8 | $74 \cdot 4$ | $75 \cdot 1$ | ${ }^{75 \cdot 8}$ | 76.6 | 77.5 | 78.4 | $9 \cdot 2$ | 79.5 | 79.7 | 80.0 | $0 \cdot 3$ | $80 \cdot 4$ | 80.4 | 80.7 | -2 | 81.6 | 82.0 |
| Lithuania | 67.1 | 67.4 | 68.2 | $69 \cdot 1$ | $69 \cdot 4$ | $9 \cdot 9$ | $70 \cdot 3$ | 0.5 | $70 \cdot 9$ | 1.5 | 22.5 | 73.3 | 73.7 | $74 \cdot 4$ | $75 \cdot 3$ | 76.0 | $76 \cdot 6$ | 77.3 | 78.3 | $79 \cdot 2$ | 79. | $80 \cdot 2$ | $80 \cdot 8$ | ${ }^{81} 3$ | 81.7 | 82 | $82 \cdot 6$ | 83.0 | 83-4 | 38 |
| Moldova | 58.1 | 58.4 | 58.5 | 58.8 | 59.1 | 59.4 | 59.4 | 59.3 | 59.1 | 58.9 | 58.7 | 58.7 | 59.0 | 59.4 | 60.2 | 61.0 | 61.7 | $62 \cdot 4$ | 63-3 | 64.0 | $64 \cdot 7$ | $65 \cdot 5$ | $66 \cdot 1$ | 66.7 | 67.2 | 67.7 | 68.2 | 8.7 | $69 \cdot 2$ | 9.6 |
| Russia | 69.0 | 69.9 | 71.0 | $71 \cdot 4$ | 71.5 | 72.0 | 72.4 | $72 \cdot 5$ | $72 \cdot 6$ | 22.8 | 72.8 | 72.8 | 73.0 | 73.4 | 4.1 | 74.9 | 75.4 | 7599 | 76.5 | 77.0 | 77.4 | 77.6 | 78.0 | 78.4 | 78.7 | 78.9 | 79.3 | 79.6 | 79.9 | 80.3 |
| Ukraine | $65 \cdot 6$ | 66.0 | 66.2 | 6.5 | $66 \cdot 8$ | 67.0 | 67.1 | 67.0 | 67.0 | 66.9 | 67.0 | 67.0 | 67.0 | 67.3 | 68.0 | 68.7 | $69 \cdot 4$ | 70.0 | 70.7 | $71 \cdot 1$ | 71.5 | $71 \cdot 9$ | $72 \cdot 2$ | 72.5 | $72 \cdot 7$ | 72.8 | 73.0 | 73.2 | 3.4 | 3.6 |
| High income | 5.5 | 76.0 | 76.5 | $76 \cdot 9$ | 77.3 | 77.7 | 78.0 | 78.3 | 78.5 | 78.8 | 79.1 | 79.5 | 79.8 | $80 \cdot 1$ | $80 \cdot 4$ | 30.6 | 80.7 | 81.0 | $81 \cdot 3$ | 81.6 | 82.0 | 82-3 | $82 \cdot 6$ | 82,9 | $83 \cdot 2$ | 83.5 | 83.8 | 84.0 | 84.2 | 84,4 |
| Australasia | $74 \cdot 2$ | $74 \cdot 6$ | 24 | $5 \cdot 3$ | 75.7 | 76.0 | 7.5 | $76 \cdot 9$ | 7.3 | 77.7 | 78.1 | 78.4 | 78. | 79. | 79.5 | 79.8 | 79.9 | 80.0 | $80 \cdot 3$ | 80. | 81.0 | $81 \cdot 3$ | 81 | 82.1 | 82 | 82.7 | 82,9 | $83 \cdot 1$ | 83.4 | 83.7 |
| trala | 73.8 | 74.2 | 74.5 | $74 \cdot 9$ | $75 \cdot 3$ | 75.7 | $76 \cdot 1$ | 76.6 | 77.0 | 77.4 | 77.8 | 78.1 | 78.6 | 79.0 | 79.3 | 79. | 79.8 | 79.9 | 80.2 | 80.6 | $80 \cdot 9$ | $81 \cdot 2$ | 81.5 | 82.0 | $82 \cdot 4$ | 82.6 | $82 \cdot 9$ | 83.1 | 83.4 | 83-7 |
| New Zealand | 75.8 | 76.1 | 76.4 | 76.7 | 77.0 | 77-2 | 77.6 | 77.9 | 78.2 | 78.6 | 78.9 | $79 \cdot 3$ | 79.7 | 79.8 | 80.0 | $80 \cdot 1$ | 80.1 | $80 \cdot 1$ | $80 \cdot 3$ | 80.6 | 81.0 | $81 \cdot 3$ | 81.7 | 82.2 | 2.5 | 82.8 | 83.0 | 83.2 | 3.4 | ${ }^{83 \cdot 6}$ |
| High-income Asia Pacific | 76.6 | $77 \cdot 3$ | 77.9 | 78.4 | 78.9 | 79.5 | 80.0 | $80 \cdot 5$ | 80.8 | $81 \cdot 2$ | 81.6 | $81 \cdot 9$ | 82, | 82.7 | 83.0 | 83-3 | 83.6 | 83.9 | 84-2 | 84-4 | $84 \cdot 7$ | 85.0 | $85 \cdot 3$ | 85.6 | 55 | $86 \cdot 2$ | 86.5 | 86.7 | 87.1 | $87 \cdot 4$ |
| Brunei | 67.5 | 68.0 | 68.6 | $69 \cdot 2$ | 69.8 | 70.3 | 70.9 | 71.6 | $72 \cdot 2$ | 72.8 | 73.3 | 73.8 | 74.5 | $75 \cdot 3$ | 76.0 | 76.7 | $77 \cdot 3$ | 77.8 | 78.2 | 78.6 | 79.0 | 79.4 | 79.7 | 80.1 | 80.5 | 81.0 | $81 \cdot 3$ | 1.7 | $82 \cdot 1$ | 2.5 |
| Japan | 79.1 | 79.6 | 80.1 | 80 | 30.9 | 81.3 | $81 \cdot 7$ | 82.0 | 82 | 82.4 | 82.6 | 82:8 | $83 \cdot 0$ | 83-3 | 83.6 | ${ }^{83} 8$ | 84.0 | $84 \cdot 2$ | $84 \cdot 4$ | 84.6 | 84.8 | 85. | $85 \cdot 3$ | $85 \cdot 5$ | 55 | ${ }^{85 \cdot 9}$ | 86.1 | 86-4 | 86.7 | 87.0 |
| Aichi | 80.1 | 80.6 | $81 \cdot 1$ | 81.6 | 82.0 | $82 \cdot 4$ | 82.8 | 33. | 83-3 | 335 | ${ }^{83.6}$ | 83.8 | 84.0 | 84,3 | $84 \cdot 6$ | ${ }^{84} 8$ | 85.0 | $85 \cdot 2$ | $85 \cdot 4$ | 85.6 | 85.8 | $86 \cdot 1$ | $86 \cdot 4$ | $86 \cdot 6$ | 6-9 | 87.1 | 87.3 | 87.5 | 87.8 | 88.1 |
| Akita | $74 \cdot 6$ | 75.0 | $75 \cdot 4$ | $75 \cdot 8$ | 76.3 | 76.7 | 77.1 | 77.5 | 77.8 | 78.1 | 78.3 | $78 \cdot 5$ | 78.8 | 79.1 | 79.4 | 79.6 | 79.8 | 79.9 | 80.1 | $80 \cdot 3$ | 80.6 | 80.8 | 81. | $81 \cdot 4$ | 31.6 | 81. | 82.0 | 82.3 | $82 \cdot 7$ | 83.0 |
| Aom | 73.6 | 74.0 | 4.5 | $74 \cdot 9$ | $75 \cdot 4$ | 75.8 | $76 \cdot 2$ | 76.5 | $76 \cdot 8$ | 77.1 | 77.3 | 77.5 | 77.8 | 78.2 | 8.6 | 78.8 | 79.1 | 79.3 | 79.5 | 9.8 | 80.0 | $80 \cdot 4$ | 0.7 | 80.9 | $1 \cdot 2$ | 81.4 | 81.6 | 81.9 | 82.3 | 82.6 |
| Chiba | 79.0 | 79.4 | 0.0 | $80 \cdot 4$ | 0.8 | 81-3 | 81.6 | 31.9 | 82.2 | $82 \cdot 3$ | 82.5 | $82 \cdot 6$ | $82 \cdot 7$ | 32.9 | 83.1 | 83-3 | 83.5 | $83 \cdot 6$ | 83.8 | 34.0 | 84.2 | 84,4 | 446 | 84.8 | 35.0 | $85 \cdot 2$ | 85•3 | 35.6 | 85.8 | 86.1 |
| Ehime | $75 \cdot 7$ | $76 \cdot 1$ | 76.6 | $77 \cdot 1$ | 77.5 | 78.0 | 78.4 | 78.8 | 79.1 | 79.4 | 79.7 | 79.9 | 80.2 | $80 \cdot 4$ | 80.7 | 80.9 | 81.0 | $81 \cdot 2$ | $81 \cdot 3$ | $81 \cdot 5$ | 81.7 | 82.0 | $82 \cdot 2$ | $82 \cdot 5$ | 82.7 | $82 \cdot 9$ | 83.1 | 83-4 | 83.7 | 84.1 |
| Fukui | 76.8 | $77 \cdot 3$ | 77.8 | 78.3 | 78.7 | 79.2 | 79.6 | 79.9 | 80.2 | 80.5 | 80.7 | 81.0 | $81 \cdot 3$ | 81.6 | 81.9 | $82 \cdot 1$ | 82, 3 | $82 \cdot 6$ | 82.8 | 83.1 | 83.3 | 83.6 | 83.9 | 84, | 84.3 | $3 \cdot 4$ | $84 \cdot 6$ | 24.9 | $85 \cdot 2$ | 5.5 |
| Fukuoka | $78 \cdot 3$ | 78.6 | 79.1 | 79.5 | 79.9 | $80 \cdot 3$ | 80.6 | 81.0 | $81 \cdot 2$ | 31.5 | 81.7 | $81 \cdot 9$ | 82, | 82.5 | 82.7 | 82.9 | 83.0 | 83.2 | 83.3 | 83.5 | $83 \cdot 7$ | 83.9 | $84 \cdot 2$ | 84,4 | $84 \cdot 6$ | 84,8 | 84.9 | $85 \cdot 2$ | $85 \cdot 5$ | $85 \cdot 8$ |
| Fukushima | 75.1 | $75 \cdot 5$ | 76.0 | $76 \cdot 4$ | 76 | 77.2 | 77. | 7.9 | 78.1 | 78.3 | 78.5 | 78.7 | 79.0 | $79 \cdot 4$ | 79.7 | 80.0 | 30.2 | 80.5 | 80. | 80.9 | 81. | $81 \cdot 4$ | 81.7 | 81. | $32 \cdot 2$ | 82 | $82 \cdot 6$ | $82 \cdot 9$ | 83.3 | 3.6 |
| Gifu | 77.1 | 77.6 | 78.1 | 78.6 | 79.0 | 79.4 | 79.8 | 80.1 | $80 \cdot 4$ | 80.6 | $80 \cdot 8$ | 81.0 | $81 \cdot 3$ | 81.5 | 81.8 | 82.0 | 82,2 | 82.4 | $82 \cdot 6$ | 22.8 | 83.1 | 83.3 | 83.6 | 83.8 | 84.0 | $84 \cdot 2$ | $84 \cdot 4$ | $84 \cdot 6$ | $84 \cdot 9$ | $5 \cdot 2$ |
| Gunma | 77.4 | $77 \cdot 8$ | 78.3 | 78.8 | 79.2 | 79.6 | 79.9 | 80.2 | 80.5 | 80.6 | $80 \cdot 8$ | 81.0 | $81 \cdot 2$ | 81.5 | 81.8 | 82. | 82,3 | 82.5 | $82 \cdot 7$ | 83.0 | 83.3 | 83.6 | $83 \cdot 9$ | 84.2 | 8-4 | 84.6 | $84 \cdot 9$ | $85 \cdot 2$ | $85 \cdot 5$ | 85.8 |
| Hiroshima | 78.9 | $79 \cdot 3$ | 79.8 | 80.2 | 80.7 | $81 \cdot 1$ | 81.5 | 81.8 | 82.1 | 82, 3 | 82.5 | $82 \cdot 7$ | $82 \cdot 9$ | $83 \cdot 1$ | 83.4 | 83-5 | $83 \cdot 7$ | 83.8 | 84.0 | 84.1 | 84,3 | $84 \cdot 6$ | $84 \cdot 9$ | $85 \cdot 1$ | $85 \cdot 4$ | 85.6 | 85.8 | 86.0 | 86-4 | $86 \cdot 6$ |
| Hokkaidō | 76.8 | 77.3 | 77.7 | 78.2 | 78.6 | 79.0 | 79.4 | 79.7 | 79.9 | 80.1 | $80 \cdot 3$ | 80.5 | 80.7 | 81.0 | $81 \cdot 3$ | 81.5 | $81 \cdot 6$ | 81.8 | $81 \cdot 9$ | 82.1 | $82 \cdot 2$ | $82 \cdot 5$ | 82.7 | $82 \cdot 9$ | 83.1 | 83-3 | 83.5 | 83.7 | $84 \cdot 1$ | 84-4 |
| Hyōgo | 79.4 | 79.9 | $80 \cdot 4$ | 80.8 | 31.2 | $81 \cdot 6$ | 82.0 | $32 \cdot 3$ | $82 \cdot 6$ | $32 \cdot 8$ | 83.0 | $83 \cdot 1$ | $83 \cdot 3$ | 83.5 | 33.7 | 83.8 | 83.9 | 84.1 | 84.2 | $34 \cdot 3$ | 84.5 | 84.8 | 85.0 | $85 \cdot 2$ | 35.4 | 85.6 | 85.8 | 86.0 | 86-3 | $86 \cdot 6$ |
| Ibaraki | $77 \cdot 3$ | 77.7 | 78.2 | 78.7 | 79.1 | 79.6 | 79.9 | $80 \cdot 2$ | 80.4 | 80.6 | 80.8 | 81.0 | $81 \cdot 2$ | 81.4 | 81.7 | 82.0 | $82 \cdot 2$ | $82 \cdot 5$ | 82:8 | $3 \cdot 1$ | 83-3 | 83.7 | 83.9 | 84.2 | 54.5 | 84.6 | 84.8 | 85.1 | 85.5 | $85 \cdot 8$ |
| Ishikawa | 77.4 | 77.9 | 78.5 | 79.0 | 79.5 | 79.9 | $80 \cdot 3$ | 80.7 | 81.0 | 81 | 81.5 | 81.8 | $82 \cdot 1$ | 82 | $82 \cdot 6$ | ${ }^{82} \cdot 8$ | 83.0 | 83.1 | $83 \cdot 3$ | 83.4 | 83.6 | 83.8 | 83.9 | 84.2 | - 4 | 84.6 | 84.8 | - | 5 | $85 \cdot 7$ |
| Iwate | 73.8 | $74 \cdot 2$ | 74.8 | $75 \cdot 2$ | $75 \cdot 7$ | 76.2 | 76.5 | 76.9 | 77.2 | 77.5 | 77.7 | 7.9 | 78.2 | 78.5 | 78.8 | 79.1 | $79 \cdot 3$ | 79.5 | 79.7 | 30.0 | 80.2 | 80.5 | 80. 8 | $81 \cdot 1$ | 1.5 | 81.7 | 82.0 | $2 \cdot 3$ | $82 \cdot 7$ | $3 \cdot 1$ |
| Kagawa | 77.2 | 77.7 | 78.3 | 78.7 | 79.2 | 79.6 | 80.0 | 80.2 | 80.5 | 80.7 | 80.9 | $81 \cdot 1$ | $81 \cdot 4$ | 81.7 | 82.0 | $82 \cdot 2$ | 82, | $82 \cdot 5$ | $82 \cdot 7$ | $82 \cdot 9$ | 83.1 | 83.4 | 83.7 | 83.9 | $84 \cdot 2$ | $84 \cdot 4$ | $84 \cdot 6$ | $84 \cdot 8$ | $85 \cdot 2$ | $85 \cdot 5$ |
| Kagoshima | 74.4 | $74 \cdot 8$ | 75.3 | 75.7 | 76.1 | 76.6 | $76 \cdot 9$ | 77.3 | 77.6 | 77.8 | 78.1 | 78.3 | 78.6 | 78.9 | 79.2 | 79.4 | $79 \cdot 6$ | 79.9 | 80.1 | $80 \cdot 3$ | 80.5 | 80.8 | 81.1 | $81 \cdot 4$ | 81.6 | 81.8 | 82.1 | 82-4 | 82.7 | $3 \cdot 1$ |
| Kanagawa | 82.0 | 82.4 | 82.8 | 83.2 | 83.6 | 83.9 | $84 \cdot 3$ | $84 \cdot 5$ | 84.7 | $84 \cdot 9$ | 85.0 | $85 \cdot 1$ | $85 \cdot 3$ | $85 \cdot 4$ | $85 \cdot 6$ | 85.8 | $86 \cdot 0$ | $86 \cdot 2$ | $86 \cdot 3$ | 6.5 | $86 \cdot 6$ | 86.8 | 87.0 | 87.2 | 87.3 | 87.4 | 87.6 | 87.8 | 88.0 | $88 \cdot 2$ |
| Köchi | $74 \cdot 4$ | 74.8 | $75 \cdot 3$ | $75 \cdot 7$ | 76.1 | 76.6 | 77.0 | $77 \cdot 4$ | 77.7 | 78.1 | 78.3 | 78.6 | 78.9 | 79.3 | 79.6 | 79.7 | 79.9 | 80.1 | 80.3 | 80.5 | 80.7 | 81.0 | 81.2 | 81.5 | $81 \cdot 8$ | 82.0 | $82 \cdot 2$ | $82 \cdot 5$ | $82 \cdot 9$ | $83 \cdot 2$ |
| Kumamoto | 75.4 | 75.8 | 6.3 | 76.7 | 77.0 | 77.4 | $77 \cdot 7$ | 8.0 | 78.2 | 78.4 | 78.6 | 78.8 | 79.1 | $79 \cdot 4$ | 79.7 | 79.9 | 80.0 | 80.2 | $30 \cdot 4$ | 80.6 | 80.8 | $81 \cdot 1$ | 81.4 | . 6 | $1 \cdot 9$ | 82.1 | 82.4 | 82.7 | 83.0 | $3 \cdot 3$ |
| Kyöt | 80.1 | 80.5 | 81.0 | 81.4 | 81 | 82.2 | 82.6 | 82.9 | 83 | 83.3 | 83.5 | 83 | 84.0 | $84 \cdot 2$ | $84 \cdot 5$ | 84.7 | $84 \cdot 9$ | $85 \cdot 1$ | 85•3 | $85 \cdot 4$ | $85 \cdot 6$ | 85.8 | 6.0 | 86.1 | 86.3 | $36 \cdot 5$ | 86.7 | $86 \cdot 9$ | 87.2 | 87.5 |
| Mie | $76 \cdot 5$ | 77.0 | 77.6 | 78.1 | 78.5 | 78.9 | 79.3 | 79.7 | 80.0 | 80.2 | 80.5 | 80.7 | 81.1 | $81 \cdot 4$ | 81.8 | 82.0 | $82 \cdot 3$ | 82. | 82.8 | 83.0 | $83 \cdot 2$ | 83.5 | 83.8 | 84.1 | $84 \cdot 4$ | $84 \cdot 6$ | 84.8 | $85 \cdot 1$ | 85.5 | 85•8 |
| iyagi | 77.4 | 77.9 | 78.4 | 78 | 79.2 | 79.6 | 80.0 | $80 \cdot 2$ | $80 \cdot 5$ | 80.6 | 80.8 | 81.0 | 81.3 | 81.5 | 81.9 | $82 \cdot 1$ | 82, 3 | $82 \cdot 5$ | $82 \cdot 7$ | $82 \cdot 9$ | 83.1 | 83-4 | 3.7 | 84.0 | $54 \cdot 3$ | 84.5 | 84.7 | 85.0 | $85 \cdot 4$ | 5.7 |
| Miyazki | $74 \cdot 1$ | 74.4 | 74.9 | $75 \cdot 2$ | 75.6 | 76.0 | 76.3 | 76.7 | 77.0 | 77.3 | 77.6 | 77.8 | 78.1 | 78.4 | 78.7 | 78.9 | 79.0 | 79.2 | 79.4 | 79.6 | 79.8 | 80.2 | 80.5 | 80.8 | $81 \cdot 1$ | $81 \cdot 3$ | 81.5 | 81.8 | $82 \cdot 2$ | 82.5 |
| Nagano | 77.8 | 78.2 | 8.7 | 79.1 | 9.5 | 79.9 | 80.2 | 30.5 | 80.8 | 31.0 | $81 \cdot 2$ | 81.4 | 81.7 | 81.9 | $82 \cdot 2$ | 82.4 | 82.6 | 82.9 | 83.1 | 83.2 | 83:5 | 83.7 | 83.9 | 84.1 | 34.4 | $84 \cdot 5$ | $84 \cdot 7$ | $5 \cdot 0$ | 85•3 | $5 \cdot 6$ |
| Nagaski | $74 \cdot 3$ | 74.7 | $75 \cdot 2$ | 75.6 | 76.0 | $76 \cdot 5$ | 76.9 | $77 \cdot 2$ | 77.5 | 77.7 | 78.0 | 78.2 | 78.4 | 8.7 | 9 0 | $79 \cdot 2$ | $79 \cdot 3$ | 79.5 | 79.7 | 9.9 | 80.1 | $80 \cdot 4$ | 80.7 | 81.0 | 1.3 | 81.5 | 81.7 | 82.0 | $82 \cdot 4$ | 82.7 |
| Nara | $77 \cdot 9$ | 88.4 | 78.9 | 79.4 | 79.8 | $80 \cdot 3$ | 80.6 | 81.0 | 81.2 | 81.5 | 81.7 | $81 \cdot 9$ | $82 \cdot 1$ | $82 \cdot 3$ | $82 \cdot 5$ | 82.7 | 82.8 | 83.0 | $83 \cdot 1$ | 83.3 | $83 \cdot 4$ | 83.6 | 83.8 | $83 \cdot 9$ | $84 \cdot 1$ | 84-2 | 84.4 | $34 \cdot 6$ | $84 \cdot 9$ | $85 \cdot 1$ |
| Niigata | 75.8 | $76 \cdot 3$ | 76.8 | 77.2 | 77.6 | 78.1 | $78 \cdot 4$ | 78.8 | 79.0 | 79 | 79.6 | 79.9 | 30.2 | 80.5 | 80.8 | 81.0 | $81 \cdot 2$ | 81.4 | 81.6 | 81.8 | 82 | 82, 3 | 82.6 | 82.9 | $3 \cdot 2$ | 83 | 83.6 | 83.8 | 84.2 | 84. |
| Oita | 76.5 | $76 \cdot 9$ | $77 \cdot 4$ | 77.9 | 78.3 | 78.7 | 79.1 | 79.4 | 79.7 | 80.0 | $80 \cdot 2$ | 80 | 80.8 | $81 \cdot 1$ | 81.4 | 81.6 | 81.8 | 81 | 82. | 82.3 | $82 \cdot 5$ | 82.8 | 3 .0 | 83-2 | 33.5 | 83.6 | 83.8 | $84 \cdot 1$ | $84 \cdot 4$ | 84.7 |
| Okayama | 77.8 | $78 \cdot 3$ | 78.8 | 79.2 | 79.6 | 80.0 | 80 | $80 \cdot 6$ | $80 \cdot 9$ | $81 \cdot 1$ | $81 \cdot 3$ | 81.5 | 81.8 | $82 \cdot 1$ | $82 \cdot 4$ | 82.6 | 82.8 | $83 \cdot 1$ | 83.3 | 83.5 | 83.8 | 84, | 84 | $84 \cdot 6$ | $84 \cdot 8$ | 85.0 | $85 \cdot 2$ | $85 \cdot 4$ | 5.7 | 6.0 |
| Okinawa | ${ }^{73 \cdot 6}$ | 74.0 | 74.5 | $74 \cdot 9$ | $75 \cdot 3$ | 75.7 | 76.0 | 76.2 | $76 \cdot 4$ | 76.5 | $76 \cdot 7$ | 77.0 | 77.3 | 77.7 | 78.1 | 78.4 | 78.6 | $78 \cdot 8$ | 79.0 | $79 \cdot 2$ | 79.5 | 79.8 | 80.1 | $80 \cdot 3$ | 80.6 | 80.7 | $80 \cdot 9$ | $81 \cdot 2$ | 81.6 | $81 \cdot 9$ |
| Ósaka | $80 \cdot 6$ | 81.0 | $81 \cdot 6$ | 82.0 | $82 \cdot 4$ | 82.8 | 83.1 | $83 \cdot 4$ | 83.6 | 83.8 | 84.0 | $84 \cdot 2$ | $84 \cdot 3$ | $84 \cdot 5$ | 84.7 | $84 \cdot 9$ | 85.0 | $85 \cdot 1$ | $85 \cdot 3$ | $85 \cdot 4$ | $85 \cdot 6$ | 85.8 | 86.0 | 86.2 | 86-4 | $86 \cdot 6$ | 86.8 | 87.0 | 87.3 | 87.5 |
| Saga | $75 \cdot 2$ | $75 \cdot 6$ | 76.1 | 76.6 | 77.0 | $77 \cdot 4$ | 77.7 | 78.0 | 78.3 | 78.6 | 78.8 | 79.0 | 79.3 | 79.6 | 80.0 | $80 \cdot 2$ | $80 \cdot 4$ | 80.6 | $80 \cdot 8$ | 81.0 | $81 \cdot 2$ | $81 \cdot 4$ | 81.6 | 81.8 | 82.1 | 82.2 | $82 \cdot 4$ | 82.7 | $83 \cdot 1$ | 33.4 |
| sitama | 78.3 | 8.8 | 79.3 | 79.8 | $30 \cdot 2$ | 80.6 | 81.0 | $81 \cdot 3$ | 81.5 | 81.6 | 81.8 | 81.9 | $82 \cdot 1$ | $82 \cdot 3$ | 82.5 | 82.7 | $82 \cdot 9$ | 83.1 | $83 \cdot 3$ | 83.5 | 83.7 | 83.9 | $84 \cdot 1$ | $84 \cdot 3$ | 84.5 | 84.7 | 84.8 | 85.0 | 35.3 | 85.6 |
| Shiga | 79.3 | 79.9 | 0.5 | 81.0 | 81.4 | $81 \cdot 9$ | $82 \cdot 2$ | 82.5 | 82.8 | 83.0 | 83.2 | $83 \cdot 4$ | 83.7 | 84.0 | $84 \cdot 3$ | 84.5 | $84 \cdot 6$ | 84.8 | 85.0 | 85-2 | $85 \cdot 4$ | $85 \cdot 6$ | $85 \cdot 8$ | 6-0 | $86 \cdot 2$ | 86 | 86.5 | 86 | 87.0 | 7.3 |
| Shimane | 74.1 | 74 | 75.0 | 75 | $75 \cdot 9$ | 76.4 | 76.8 | 77.2 | 77 | 77.9 | 78.2 | 78.5 | 78 | 79.2 | 79.6 | 79.8 | 80.0 | $80 \cdot 3$ | $80 \cdot 5$ | 80. | 81.0 | $81 \cdot 3$ | 81.6 | 81 | 82 | 82 | 82.7 | 83.0 | 83-3 | ${ }^{83} 6$ |
| oka | 8.1 | 78.5 | 79.0 | 9.4 | 9 | 30.2 | 80.6 | 80.9 | $81 \cdot 1$ | $81 \cdot 4$ | 81.5 | 81.8 | 82.0 | $82 \cdot 3$ | $82 \cdot 7$ | $82 \cdot 9$ | 83.1 | $83 \cdot 3$ | $83 \cdot 5$ | 83.8 | $84 \cdot 0$ | 84-3 | $84 \cdot 6$ | 84 | $85 \cdot 1$ | 85 | $85 \cdot 4$ | $85 \cdot 7$ | 86.0 | $36 \cdot 3$ |
| Tochigi | $77 \cdot 3$ | 77.8 | $8 \cdot 3$ | 78.8 | 79.2 | $79 \cdot 6$ | 80.0 | $80 \cdot 3$ | 80.5 | 80.7 | $80 \cdot 8$ | 81.0 | $81 \cdot 3$ | 81.6 | 81.9 | $82 \cdot 1$ | $82 \cdot 4$ | 82.6 | 82.8 | 83.1 | 83 | 83.6 | 83 | 84 | $84 \cdot 4$ | 84. | 84 | 85 | $85 \cdot 5$ | 85.8 |
| Tokushima | $75 \cdot 5$ | 76.0 | 76 | 77.0 | 7.5 | $77 \cdot 9$ | 78.3 | 78.7 | 79.0 | 79.3 | $79 \cdot 6$ | 80.0 | $80 \cdot 3$ | 80.8 | $81 \cdot 2$ | 81.5 | 81.8 | 82.0 | 82, | $82 \cdot 5$ | 82 | $83 \cdot 1$ | 83.3 | $83 \cdot 6$ | $83 \cdot 9$ | 84. | 84-4 | 84.7 | $85 \cdot 1$ | 85.4 |
| Tökyō | 86.7 | 87.2 | 87.7 | 88.1 | 88.6 | 89.0 | $9 \cdot 4$ | 89.7 | 89.9 | 90.1 | $90 \cdot 2$ | 90.4 | 90.5 | 90.7 | 90.8 | 91.0 | $91 \cdot 1$ | 91.2 | $91 \cdot 3$ | $91 \cdot 4$ | 91.6 | 91.7 | 91.8 | $91 \cdot 9$ | $92 \cdot 0$ | $92 \cdot 1$ | $92 \cdot 3$ | $92 \cdot 4$ | $92 \cdot 6$ | $92 \cdot 7$ |
| Totori | 75.8 | 76.2 | 76.8 | 77.2 | 77.6 | 78.1 | $78 \cdot 4$ | 78.8 | 79.0 | 79.3 | 79.5 | 79.7 | 79.9 | 80.2 | 80.5 | 80.7 | 80.8 | 81.0 | $81 \cdot 1$ | $81 \cdot 3$ | $81 \cdot 4$ | 81.6 | 81.8 | 82.0 | 82.2 | 82.4 | $82 \cdot 6$ | 82.8 | $83 \cdot 1$ | $83 \cdot 4$ |



| Portugal | 60.8 | 61.5 | 62.2 | $62 \cdot 9$ | $63 \cdot 6$ | 64-2 | 64.7 | 65-2 | $65 \cdot 7$ | $66 \cdot 1$ | $66 \cdot 6$ | 67.1 | 57.6 | $68 \cdot 1$ | 68.6 | 69.0 | 69.4 | 69.8 | 70.1 | 70.5 | 70.9 | 71.4 | 71.9 | $72 \cdot 3$ | ${ }^{72 \cdot 6}$ | 72.8 | 73.1 | $73 \cdot 4$ |  | 74.3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| San Marino | $81 \cdot 1$ | $81 \cdot 4$ | 81.7 | $82 \cdot 1$ | 82.5 | $82 \cdot 9$ | $83 \cdot 3$ | 83.8 | $84 \cdot 2$ | $84 \cdot 6$ | 84,9 | $85 \cdot$ | 85•3 | 85.5 | 85.7 | 85.9 | $86 \cdot 1$ | 86 | $86 \cdot 5$ | 86.7 | $86 \cdot 9$ | 87.1 | 87.3 | 87.5 | 87.7 | 87.8 | 87.9 | $87 \cdot 9$ | 88.0 | 88.1 |
| Spain | $64 \cdot 9$ | $65 \cdot 6$ | 66•3 | 67.0 | 57.6 | 68.2 | $68 \cdot 7$ | 69. | 69.6 | 70.0 | 70.5 | $70 \cdot 9$ | $71 \cdot 3$ | 71.7 | 72. | $72 \cdot 5$ | 72.8 | 73.0 | 73.4 | $73 \cdot 9$ | 74.3 | $74 \cdot 6$ | $74 \cdot 9$ | $75 \cdot 2$ | $75 \cdot 4$ | ${ }^{75 \cdot 6}$ | 75.8 | $76 \cdot 1$ | 76.5 | 76.9 |
| Sweden | 77.0 | $77 \cdot 5$ | 78.1 | 78.8 | 79.4 | 80.1 | 80.6 | $81 \cdot 1$ | $81 \cdot 5$ | $81 \cdot 9$ | 82-3 | $82 \cdot 6$ | 82,9 | 83.2 | 83.5 | 83.8 | 84.0 | 84.2 | $84 \cdot 5$ | $84 \cdot 6$ | 84,9 | $85 \cdot 2$ | 85 | 85.8 | 86.0 | $86 \cdot 3$ | 86.5 | 86.8 | 87.0 | 87.3 |
| Stockholm | 77.4 | 77.8 | 78.3 | 78.8 | 79.3 | 79.8 | 30.3 | 80.7 | $81 \cdot 1$ | 81.5 | $81 \cdot 9$ | $82 \cdot 2$ | 82.5 | 82.7 | 83.0 | 83:3 | 83.6 | 83.8 | 84. | $84 \cdot 3$ | $84 \cdot 6$ | $84 \cdot 9$ | $85 \cdot 2$ | $85 \cdot 4$ | $85 \cdot 7$ | $85 \cdot 9$ | 86.1 | $86 \cdot 4$ | 86.6 | 86.8 |
| Sweden except Stockholm | $76 \cdot 8$ | $77 \cdot 3$ | 78.0 | 78.7 | $79 \cdot 3$ | 80.0 | 80.6 | $81 \cdot 1$ | $81 \cdot 5$ | $81 \cdot 9$ | $82 \cdot 3$ | $82 \cdot 6$ | $82 \cdot 9$ | 83.2 | 83.5 | $83 \cdot 8$ | 84.0 | $84 \cdot 2$ | $84 \cdot 4$ | 846 | $84 \cdot 9$ | 85-2 | $85 \cdot 5$ | 85.8 | 86.0 | $86 \cdot 2$ | 86.5 | $86 \cdot 8$ | 87.0 | 87.3 |
| Switzerland | 86.9 | 87.1 | 87.4 | 87. | 87.9 | 88.0 | 88.2 | 88.4 | 88.5 | 88.7 | 89.0 | 89.3 | 89.5 | 89.6 | 89.8 | 90.0 | $90 \cdot 3$ | 90.5 | 90.8 | 91.0 | 91-2 | 91.4 | 91.7 | 91.9 | 92,1 | 92.2 | $92 \cdot 3$ | 92.5 | 92.6 | 92.7 |
| UK | 74.5 | 4.9 | $75 \cdot 5$ | $76 \cdot 1$ | 76.6 | $76 \cdot 9$ | 77.1 | 7.4 | 77.8 | $78 \cdot 4$ | 789 | 79.3 | 79.7 | 79.9 | $80 \cdot 2$ | $80 \cdot 4$ | $80 \cdot 6$ | 80.8 | 81.1 | $81 \cdot 3$ | 81.6 | 82: | $82 \cdot 5$ | 83.0 | 83.4 | 83.6 | 83.8 | 83-9 | $84 \cdot 1$ | 84•3 |
| England | 74.8 | $75 \cdot 3$ | $75 \cdot 8$ | $76 \cdot 4$ | $76 \cdot 9$ | 77.2 | 77.5 | $77 \cdot 8$ | 78.2 | 78.7 | $79 \cdot 2$ | 79.6 | 80.0 | $80 \cdot 2$ | $80 \cdot 4$ | 80.7 | $80 \cdot 9$ | 81.1 | $81 \cdot 4$ | 81.6 | $81 \cdot 9$ | 82, | 82.8 | 83.3 | 83.7 | 83.9 | $84 \cdot 1$ | 84.2 | $84 \cdot 4$ | $84 \cdot 6$ |
| East Midlands | $72 \cdot 2$ | 72.7 | 73.2 | 73.8 | 743 | $74 \cdot 6$ | $74 \cdot 9$ | $75 \cdot 2$ | 75.6 | $76 \cdot 2$ | 76.7 | $77 \cdot 1$ | 77.5 | 77.7 | 78.0 | 78.2 | 78.4 | 78.7 | 78.9 | 79.2 | $79 \cdot 5$ | 79.9 | $80 \cdot 3$ | $80 \cdot 9$ | $81 \cdot 3$ | 81.6 | 81.7 | 81.8 | $82 \cdot 1$ | 82, 3 |
| Derby | $73 \cdot 3$ | 73.8 | $74 \cdot 4$ | $75 \cdot 1$ | $75 \cdot 7$ | $76 \cdot 1$ | $76 \cdot 3$ | 76 | $76 \cdot 9$ | 7.4 | $77 \cdot 9$ | 78.4 | 78.7 | 79.0 | 79.2 | $79 \cdot 4$ | 79.6 | 79.7 | 79.9 | 80.1 | 80.5 | 80.9 | 81.4 | 82.1 | $82 \cdot 6$ | 83.0 | 83.2 | $83 \cdot 4$ | 83.6 | 83.8 |
| Derbsshire | $71 \cdot 3$ | $71 \cdot 8$ | $72 \cdot 3$ | $72 \cdot 9$ | ${ }^{73} 3$ | 73.6 | 73.8 | 74.1 | 74.4 | 75.0 | $75 \cdot 5$ | $75 \cdot 9$ | $76 \cdot 2$ | 76.3 | $76 \cdot 5$ | 76.7 | $76 \cdot 9$ | 77.0 | 77.3 | 77.4 | 77.7 | 78.1 | 78.7 | $79 \cdot 3$ | 79.7 | 80.0 | $80 \cdot 2$ | $80 \cdot 3$ | 80.5 | 80.7 |
| Leicester | 71.7 | $72 \cdot 2$ | 72.8 | 73.3 | 73.8 | $74 \cdot 1$ | 74.4 | $74 \cdot 8$ | $75 \cdot 2$ | $75 \cdot 7$ | $76 \cdot 1$ | 76.6 | $76 \cdot 9$ | 77.2 | 77.5 | 77.8 | $78 \cdot 2$ | 78.5 | 78.9 | 79.2 | 79.6 | 80.1 | 80.5 | 81.0 | 81.4 | 81.6 | 81.7 | 81.8 | 82.0 | 82.2 |
| Leicestershire | 74.6 | $75 \cdot 1$ | $75 \cdot 6$ | $76 \cdot 1$ | 76.6 | $76 \cdot 9$ | $77 \cdot 2$ | 77.5 | 77.8 | 78.4 | 78.9 | $79 \cdot 3$ | 79.7 | 79.9 | $80 \cdot 2$ | $80 \cdot 5$ | $80 \cdot 9$ | $81 \cdot 1$ | $81 \cdot 4$ | 81.6 | 81.8 | 82.1 | 82:5 | 82.9 | $83 \cdot 3$ | 83.5 | $83 \cdot 7$ | 83•8 | 84.0 | 84.2 |
| Lincolnshire | 71.6 | 72.0 | $72 \cdot 5$ | 730 | $73 \cdot 5$ | 73.8 | 74.0 | $74 \cdot 3$ | 74.7 | $75 \cdot 2$ | $75 \cdot 7$ | $76 \cdot 1$ | 76.4 | 76.6 | 76.7 | $76 \cdot 9$ | 77.0 | 77.0 | 77.2 | 77.3 | 77.5 | 77.9 | 88.4 | 79.0 | 99.5 | 79.9 | 30.1 | $80 \cdot 3$ | $80 \cdot 5$ | 80.7 |
| Northamptonshire | 73.1 | 73.7 | $74 \cdot 3$ | $74 \cdot 9$ | $75 \cdot 5$ | 75 | $75 \cdot 9$ | 76.1 | 76.3 | 76. | 77.1 | 77.5 | 77.8 | 78.0 | 78.1 | 78.3 | 78.4 | 78.5 | 78. | 79.0 | 79 | 79.7 | $80 \cdot 2$ | $80 \cdot 9$ | 81. | 81.5 | 81.6 | 81.7 | $81 \cdot 9$ | $82 \cdot 1$ |
| Notingham | 74.6 | $75 \cdot 1$ | $75 \cdot 6$ | $76 \cdot 2$ | 76.7 | $77 \cdot 1$ | 77.4 | $77 \cdot 8$ | 78.4 | 79.0 | 79.5 | 80.0 | $80 \cdot 4$ | 80.7 | 81.0 | $81 \cdot 3$ | $81 \cdot 6$ | $81 \cdot 9$ | 82, | $82 \cdot 6$ | $82 \cdot 9$ | 83-3 | $83 \cdot 7$ | $84 \cdot 1$ | 84•3 | 84.5 | $84 \cdot 6$ | 84.7 | 8499 | $85 \cdot 1$ |
| Nottinghamshire | 71.6 | 72.1 | $72 \cdot 6$ | $73 \cdot 1$ | 73.6 | 73.9 | 74. | $74 \cdot 4$ | 74.8 | $75 \cdot 3$ | 75.8 | 76.2 | $76 \cdot 5$ | 76.7 | $76 \cdot 9$ | 77.1 | 77.3 | $77 \cdot 4$ | $77 \cdot 6$ | 77.7 | 78.0 | $78 \cdot 3$ | 78.8 | 793 | 79.7 | 79.9 | 80.1 | $80 \cdot 2$ | $80 \cdot 4$ | 80.6 |
| Rutand | 75.8 | 76.2 | 76. | 77.1 | 77.5 | 77.8 | 78.0 | 78.3 | 78.6 | 79.0 | $79 \cdot 3$ | 79.6 | 79.8 | 79.9 | 80. | $80 \cdot 2$ | 80.5 | $80 \cdot 8$ | 81.0 | 81 | $81 \cdot 7$ | 82.2 | 82.6 | 83.0 | 83.4 | 83.6 | 83.8 | $83 \cdot 9$ | $84 \cdot 1$ | 84, ${ }^{\text {a }}$ |
| East of England | 73.8 | $74 \cdot 3$ | $74 \cdot 9$ | $75 \cdot 4$ | $75 \cdot 9$ | $76 \cdot 3$ | $76 \cdot 5$ | $76 \cdot 8$ | 77.2 | 77.7 | $78 \cdot 3$ | 78.7 | 79.1 | $79 \cdot 3$ | 79.5 | 79.8 | 80.0 | $80 \cdot 2$ | $80 \cdot 5$ | $80 \cdot 8$ | 81.1 | $81 \cdot 5$ | 82.0 | $82 \cdot 5$ | $82 \cdot 9$ | $83 \cdot 2$ | 83.3 | $83 \cdot 5$ | 83.7 | 83.9 |
| Bedford | 74.9 | $75 \cdot 4$ | 759 | 76. | 76 | 77.2 | 77.4 | 77.8 | 78.2 | 78.7 | $79 \cdot 1$ | 79.5 | 79.8 | 80.0 | $80 \cdot 3$ | 80.5 | $80 \cdot 8$ | 80.9 | 81-1 | $81 \cdot 3$ | 81.6 | $81 \cdot 9$ | $82 \cdot 4$ | $82 \cdot 8$ | $33 \cdot 1$ | 83. | 83-4 | 83.5 | 83.7 | 83.9 |
| ambridgeshire | 77.7 | 78.2 | 78.7 | $79 \cdot 2$ | 79.7 | $80 \cdot 1$ | $80 \cdot 3$ | $80 \cdot 6$ | 81.0 | 81.6 | $82 \cdot 1$ | $82 \cdot 5$ | $82 \cdot 9$ | 83.2 | 83.4 | 83.7 | $83 \cdot 9$ | $84 \cdot 1$ | 84,4 | $84 \cdot 6$ | 84.8 | 85-2 | $85 \cdot 6$ | 86.0 | $86 \cdot 4$ | 86.7 | $86 \cdot 9$ | 87.0 | 87.2 | 87.4 |
| Central Bedfordshire | 74.4 | 74.9 | $75 \cdot 4$ | 75-9 | $76 \cdot 4$ | 76.7 | $76 \cdot 9$ | $77 \cdot 2$ | 77.5 | $77 \cdot 9$ | 78.3 | 78.7 | 79.1 | 79.2 | $79 \cdot 4$ | 79.6 | 79.8 | 80.0 | $80 \cdot 3$ | 80.6 | $80 \cdot 9$ | 81-3 | 81.8 | 82.4 | 82.8 | 83.1 | 83:3 | 83.5 | 83.7 | 83.8 |
| Essex | $72 \cdot 8$ | 73.3 | 73.9 | $74 \cdot 5$ | 75.0 | $75 \cdot 3$ | $75 \cdot 6$ | $75 \cdot 9$ | 76 | 76 | $77 \cdot 3$ | 77.8 | $78 \cdot 1$ | 78.4 | 78.7 | 78 | 79.2 | 79.5 | 79.7 | 80.0 | $80 \cdot 3$ | $80 \cdot 7$ | $81 \cdot 2$ | 81.7 | 82.0 | 82-3 | 82, | $82 \cdot 6$ | 82.8 | 83.0 |
| Hertforshire | 77.3 | 77.7 | $78 \cdot 3$ | 78.9 | $79 \cdot 4$ | 79.7 | 79.9 | $80 \cdot 3$ | 80.7 | $81 \cdot 2$ | 81.8 | 82-3 | $82 \cdot 7$ | 83.0 | $83 \cdot 4$ | 83.6 | 83-9 | $84 \cdot 1$ | $84 \cdot 4$ | $84 \cdot 6$ | 84,9 | 85-2 | $85 \cdot 6$ | 86.0 | 86.3 | 86.5 | 86.6 | 86.7 | 86.9 | 87.0 |
| Luton | $72 \cdot 3$ | 72.8 | 73-3 | $73 \cdot 9$ | 74.5 | 74.8 | 75.1 | 75.4 | 75.8 | $76 \cdot 3$ | 76.7 | 77.0 | $77 \cdot 3$ | 77.5 | $77 \cdot 9$ | 78.2 | $78 \cdot 5$ | 78.8 | 79.2 | 79.5 | 79.9 | $80 \cdot 4$ | 1.0 | 81.6 | 3.0 | $82 \cdot 3$ | 22.5 | 32.6 | 82.8 | 83.0 |
| Norfolk | 72.3 | 72.8 | 73.3 | 73.8 | 74.3 | $74 \cdot 6$ | 74.8 | $75 \cdot 1$ | $75 \cdot 6$ | 76.1 | 76.6 | 77.1 | 77.4 | 77.6 | 77.8 | 78 | 78.2 | 78.3 | 78.6 | 78.8 | 79.1 | 79.4 | 79.9 | 80.5 | $80 \cdot 9$ | 81.2 | 81.4 | 81.6 | $81 \cdot 9$ | $82 \cdot 1$ |
| Peterborough | $72 \cdot 3$ | 72.6 | 73.0 | 73.5 | 74.0 | $74 \cdot 3$ | 74.5 | 74.7 | $75 \cdot 1$ | 75.6 | 76.0 | 76.3 | 76.5 | $76 \cdot 5$ | $76 \cdot 6$ | $76 \cdot 6$ | 76.7 | 76.7 | 76.8 | 76.8 | $77 \cdot 1$ | $77 \cdot 6$ | 78.2 | 79.1 | 79.6 | 80.0 | $80 \cdot 3$ | $80 \cdot 4$ | 80.6 | 80.9 |
| suthend-on-Sea | $71 \cdot 1$ | 71.5 | 72.0 | $72 \cdot 5$ | 73.0 | 73.3 | 73.5 | 73.8 | 74.2 | $74 \cdot 8$ | $75 \cdot 4$ | 75.8 | $76 \cdot 3$ | 76.5 | 76.8 | 77.0 | 77.2 | 77.3 | 77.5 | 77.7 | 78.1 | 78.5 | 78.9 | 79.5 | 79.9 | 80.2 | $80 \cdot 4$ | $80 \cdot 5$ | 80.7 | $80 \cdot 9$ |
| Suffok | 72.8 | 73. | 73.9 | 74. | 74 | 75.2 | 75 | 75.5 | $75 \cdot 9$ | 76-4 | 76.9 | 77.2 | 77.4 | 77.5 | 77.7 | 77.9 | 78. | 78.2 | $78 \cdot 5$ | 78.7 | 79.0 | 79.5 | 80.0 | 80.6 | 81.0 | $81 \cdot 2$ | $81 \cdot 3$ | $81 \cdot 3$ | 81.6 | 1.8 |
| urrock | $71 \cdot 2$ | 71.6 | $2 \cdot 1$ | $72 \cdot 7$ | 73.3 | 73.7 | 73.9 | 74.2 | 74.6 | $75 \cdot 2$ | 756 | 76.0 | 76.2 | 76.2 | $76 \cdot 3$ | 76.4 | 76.5 | $76 \cdot 6$ | 76.8 | 77.0 | 77.3 | 77.8 | 73 | 78.9 | $9 \cdot 2$ | 79.5 | 79.5 | 96 | 79.8 | 80.0 |
| er London | 80.1 | 80.6 | $81 \cdot 2$ | 81.7 | $82 \cdot 2$ | $82 \cdot 5$ | 82.8 | $83 \cdot 1$ | 83-4 | 83.9 | $84 \cdot 4$ | $84 \cdot 8$ | $85 \cdot 1$ | $85 \cdot 3$ | $85 \cdot 6$ | 35.8 | 86.0 | $86 \cdot 2$ | $86 \cdot 5$ | 86.7 | 87.0 | 87.4 | 87.8 | 88.2 | 88.6 | 88.8 | 88.8 | 88.9 | 89.0 | 89.1 |
| Barking and Dagenham | 68.5 | 68.9 | 69.5 | 70.2 | 70.9 | $71 \cdot 3$ | 71.6 | 72.0 | 72.5 | 73.2 | 73.7 | 74.0 | 74.3 | 74 | $74 \cdot 4$ | 74.4 | 74.5 | $74 \cdot 5$ | 74.7 | 74.8 | $75 \cdot 1$ | $75 \cdot 5$ | $76 \cdot 1$ | $76 \cdot 9$ | 77.4 | 77 | 77.9 | $78 \cdot 1$ | 78.3 | 78.5 |
| Barnet | 78.2 | 78.7 | 79.1 | 79.6 | 80.1 | $80 \cdot 5$ | $80 \cdot 8$ | $81 \cdot 1$ | 81.6 | $82 \cdot 1$ | 82.7 | 83.1 | $83 \cdot 5$ | 83.7 | $83 \cdot 9$ | $84 \cdot 1$ | $84 \cdot 4$ | $84 \cdot 6$ | 84.8 | $84 \cdot 9$ | $85 \cdot 2$ | $85 \cdot 5$ | $85 \cdot 9$ | $86 \cdot 3$ | $86 \cdot 6$ | 86.9 | 87.0 | 87.1 | 87.3 | 87.5 |
| Bexley | $72 \cdot 2$ | 72.8 | 73-4 | 4.0 | 74. | 74.9 | 75.1 | 75.4 | 75.8 | 76.3 | $76 \cdot 9$ | 77.4 | 7.8 | 78.1 | 78.4 | 78.7 | 79.0 | 79.2 | 79.4 | 79.7 | 79.9 | $80 \cdot 3$ | 80.8 | $81 \cdot 4$ | 81.8 | 82. | $82 \cdot 4$ | 82 | 82.8 | 83.1 |
| Brent | 76.5 | $76 \cdot 9$ | 77.4 | 77.9 | 78.4 | 78.8 | 79.1 | $79 \cdot 4$ | 79.9 | $80 \cdot 3$ | 80.8 | 81.2 | 81.5 | 81.7 | 81.9 | 82.0 | $82 \cdot 2$ | $82 \cdot 2$ | 82.3 | $82 \cdot 2$ | 82.2 | $82 \cdot 5$ | $82 \cdot 9$ | $83 \cdot 4$ | 83.7 | 84.0 | 84.1 | 84-2 | $84 \cdot 5$ | 84.7 |
| Bromley | 76.4 | 76.8 | 77.3 | 77.8 | 78.3 | 78.7 | 8.9 | 79.3 | 79.7 | $80 \cdot 3$ | 80.9 | 81.4 | 81.7 | 82.0 | $82 \cdot 3$ | $82 \cdot 6$ | 82.8 | 83.0 | 83.2 | 33.4 | 83.6 | 83.9 | 84.2 | $34 \cdot 6$ | 34.9 | $85 \cdot 1$ | $85 \cdot 2$ | 85.3 | 5.5 | $85 \cdot 7$ |
| Car | $86 \cdot 7$ | 87.0 | 87.3 | 87.7 | 88.0 | $88 \cdot 3$ | 88.5 | 88.7 | 89.0 | $89 \cdot 4$ | 89.7 | $89 \cdot 9$ | $90 \cdot 1$ | $90 \cdot 3$ | 90.5 | 90.6 | 90.8 | 91.0 | $91 \cdot 2$ | 91.5 | 91.7 | $91 \cdot 9$ | 92-1 | 92.4 | $92 \cdot 5$ | ${ }^{92 \cdot 6}$ | $92 \cdot 6$ | $92 \cdot 7$ | 92.8 | 92.9 |
| Croydon | 75.2 | $75 \cdot 7$ | $76 \cdot 3$ | $76 \cdot 9$ | 77.4 | $77 \cdot 7$ | 77.9 | 78.2 | 78.6 | 79.1 | 79.6 | 80.0 | $80 \cdot 3$ | 80.5 | 80.7 | 80.9 | 81.0 | $81 \cdot 1$ | $81 \cdot 3$ | 81.4 | 81.6 | $81 \cdot 9$ | 82.2 | 82.6 | 22.9 | 83.2 | 83:3 | 83-4 | 83.6 | 83.8 |
| Ealing | 78.0 | $78 \cdot 5$ | 79.0 | 79.5 | 80.0 | $80 \cdot 4$ | $80 \cdot 7$ | 81.0 | $81 \cdot 4$ | $81 \cdot 9$ | 82.4 | 82:8 | $83 \cdot 1$ | $83 \cdot$ | 83.5 | $83 \cdot 6$ | 83.7 | 83.8 | 83.8 | 83.9 | 84. | 84,4 | 849 | $85 \cdot 4$ | 85.8 | $86 \cdot 2$ | 86.4 | 86.6 | 86.8 | 87.0 |
| Enf | 73.7 | 74.2 | 74.8 | $75 \cdot 3$ | 75.8 | 76.1 | $76 \cdot 4$ | 76.7 | 77.2 | $77 \cdot 7$ | 78.2 | 78.6 | 78.9 | $79 \cdot 1$ | 79.3 | 79.5 | 79.6 | 79.8 | 80.0 | $80 \cdot 2$ | 80.6 | 81.0 | 1-4 | 82.0 | 82,4 | 82.7 | $32 \cdot 9$ | 83.0 | 83.2 | 38.4 |
| eenwic | $72 \cdot 9$ | $73 \cdot 5$ | 74.1 | 748 | $75 \cdot 4$ | 75.8 | 76.1 | 76.4 | 76.8 | 77.3 | 77.8 | $78 \cdot 3$ | 78.6 | 78.8 | 78.9 | 79.1 | $79 \cdot 2$ | 79.4 | 79.7 | 79.9 | 80.1 | 80.6 | $81 \cdot 2$ | 81.8 | $82 \cdot 3$ | $82 \cdot 6$ | 82.8 | 12.9 | 83.1 | 83.2 |
| Hackney | 80.1 | 80.6 | $81 \cdot 3$ | 81.8 | 82.2 | 82.4 | 82.3 | 82,4 | 82.5 | 82:8 | 83.1 | 83:3 | $83 \cdot 5$ | 83.5 | 83.7 | 33.9 | $84 \cdot 2$ | $84 \cdot 4$ | $84 \cdot 7$ | $85 \cdot 1$ | $85 \cdot 4$ | 85.9 | 86.3 | 86.8 | 87.1 | 87.4 | 87.5 | 87.5 | 87.6 | 87.8 |
| Hammersmith and Fulham | $85 \cdot 4$ | $85 \cdot 9$ | 86.4 | 86.9 | 87.3 | 87.7 | 87.9 | 88.2 | 88.6 | 89.0 | 89.2 | 89.5 | 89.7 | 89.8 | 90.0 | $90 \cdot 2$ | $90 \cdot 4$ | $90 \cdot 6$ | 90.8 | 91.0 | $91 \cdot 2$ | 91.5 | 91.7 | 92.0 | $92 \cdot 2$ | $92 \cdot 4$ | 92.5 | 92.6 | $92 \cdot 7$ | 22.7 |
| Haringey | 77.2 | 77.7 | $78 \cdot 1$ | 78.6 | 79.0 | 79.3 | 9.5 | 79.7 | 80.0 | $80 \cdot 4$ | 80.9 | $81 \cdot 3$ | 81.6 | 81.8 | 82.0 | $82 \cdot 2$ | $82 \cdot 4$ | $82 \cdot 6$ | 82-8 | 83.0 | $83 \cdot 3$ | 83.6 | 84.0 | $84 \cdot 4$ | 84.8 | $85 \cdot 1$ | $85 \cdot 2$ | $85 \cdot 3$ | $85 \cdot 5$ | $85 \cdot 7$ |
| Harrow | 76.9 | 77. | 78.0 | 78.5 | 79.0 | $79 \cdot 3$ | 79.5 | $79 \cdot 9$ | $80 \cdot 3$ | $80 \cdot 9$ | 81.4 | $81 \cdot 9$ | $82 \cdot 2$ | 82.4 | 82.7 | 82.9 | 83 | $83 \cdot 3$ | 83.4 | 83.5 | 83.6 | 83.7 | 83.9 | 84-2 | 84.4 | 84,5 | $84 \cdot 6$ | $84 \cdot 6$ | $84 \cdot 9$ | 85 |
| ering | 71.7 | $72 \cdot 3$ | 72.8 | 73.3 | 73.8 | $74 \cdot 1$ | $74 \cdot 4$ | 74.7 | $75 \cdot 1$ | 75.7 | $76 \cdot 3$ | 76.8 | 77.2 | 77.4 | 77.8 | 78.1 | 78.4 | 78.7 | $78 \cdot 9$ | 79.1 | 79.3 | 79.6 | 8. 0 | $80 \cdot 4$ | 30.7 | $80 \cdot 9$ | 81.0 | $81 \cdot 1$ | 81.3 | $81 \cdot 6$ |
| Hillingdon | 78.4 | 78.9 | 79.5 | 80.0 | $80 \cdot 6$ | $80 \cdot 9$ | $81 \cdot 2$ | 81.5 | 82.0 | $82 \cdot 6$ | 83.2 | 83.7 | 84.1 | 84-4 | $84 \cdot 6$ | 84.7 | $84 \cdot 9$ | $84 \cdot 9$ | $85 \cdot 1$ | $85 \cdot 3$ | $85 \cdot 6$ | $85 \cdot 9$ | $86 \cdot 4$ | $86 \cdot 9$ | $87 \cdot 2$ | 87.5 | 87.6 | 87.6 | 87.8 | 87.9 |
| Hounslow | 78.3 | 78.8 | 79.3 | 79. | 80.3 | 80.6 | 80.8 | 81.0 | 81.5 | $82 \cdot 1$ | 82.7 | $83 \cdot 1$ | 83.5 | 83.6 | 83.8 | 84.0 | $84 \cdot 2$ | $84 \cdot 4$ | $84 \cdot 6$ | $84 \cdot 8$ | 85.0 | $85 \cdot 4$ | $85 \cdot 9$ | 86 | 86.9 | 87 | 87.5 | 87.7 | 87.9 | 88.1 |
| ington | 84.0 | 84, | $84 \cdot 9$ | $85 \cdot 4$ | $85 \cdot 9$ | $86 \cdot 2$ | 86.5 | 86.7 | 87.0 | 87.4 | 87.7 | 88.0 | $88 \cdot 3$ | $88 \cdot 5$ | 88.7 | 88.9 | $89 \cdot 1$ | $89 \cdot 3$ | 89.5 | 89.7 | 90.0 | $90 \cdot 3$ | 90.6 | 90.9 | $91 \cdot 1$ | 91-2 | 91.3 | 91-3 | $91 \cdot 4$ | 91.5 |
| Kensington and Chelsea | 87.6 | 88.1 | 88.5 | 889 | 89.3 | 89.6 | 89.9 | $90 \cdot 1$ | $90 \cdot 3$ | 90.5 | 90.7 | $90 \cdot 9$ | 91.0 | 91. | $91 \cdot 3$ | 91 | $91 \cdot 6$ | 91.8 | 92.1 | 92-3 | 92.5 | 92:8 | $93 \cdot 1$ | 93.3 | 93.5 | 93.7 | 93.7 | 93.8 | 3-9 | 9.0 |
| Kingston upon Thames | $80 \cdot 4$ | $80 \cdot 9$ | 81.5 | 82.0 | $82 \cdot 5$ | $82 \cdot 9$ | 83.2 | 83.6 | 84.1 | 84.7 | $85 \cdot 2$ | $85 \cdot 7$ | $86 \cdot 1$ | 86 | $86 \cdot 7$ | 87.0 | 87.3 | $87 \cdot 6$ | 87.9 | 88.1 | 88.3 | 88.6 | 88.8 | $89 \cdot 1$ | 89-3 | 89.5 | 89.6 | 89.7 | 89.9 | 90.0 |
| eth | $80 \cdot 3$ | 8.9 | 81.4 | 81.9 | $82 \cdot 4$ | $82 \cdot 7$ | 82.9 | 83.2 | $83 \cdot 6$ | 84.0 | $84 \cdot 5$ | 84,9 | $85 \cdot 2$ | $85 \cdot 4$ | $85 \cdot 7$ | 86.1 | $86 \cdot 4$ | 36.8 | 87.2 | 87.5 | 87. | 88.2 | 88.6 | 89.1 | $89 \cdot 4$ | 89.7 | 89.8 | $89 \cdot 9$ | $90 \cdot 1$ | $90 \cdot 3$ |
| ham | 74. | $75 \cdot 2$ | $75 \cdot 7$ | $76 \cdot 3$ | 76.8 | 77.1 | 77.4 | 77.7 | 78.0 | 78.6 | 79.1 | 79.5 | 79.9 | 80.1 | 80.3 | $80 \cdot 4$ | 80.6 | 80.8 | 81.0 | $81 \cdot 2$ | 81.5 | $81 \cdot 9$ | 82.4 | 83.0 | 83.4 | 83.7 | 83.8 | 84.0 | 84.1 | 84•3 |
| Metton | 77.5 | 78.1 | 78.6 | $79 \cdot 2$ | 79.7 | 30.1 | $80 \cdot 4$ | 0.8 | $81 \cdot 3$ | $81 \cdot 9$ | $82 \cdot 4$ | $82 \cdot 9$ | 3.2 | $83 \cdot 4$ | 83.6 | 83.8 | 84.0 | $34 \cdot 1$ | 84•3 | $84 \cdot 5$ | 846 | 849 | $85 \cdot 3$ | $85 \cdot 7$ | $86 \cdot 0$ | $86 \cdot 2$ | 86.2 | $86 \cdot 3$ | $86 \cdot 5$ | 86.7 |
| am | 71.4 | 71.8 | $72 \cdot 4$ | $72 \cdot 9$ | 73.4 | 73.7 | 73.9 | 74-1 | $74 \cdot 5$ | 75.0 | 75.6 | 76.2 | 76.6 | 76.9 | 77.2 | 77.5 | 77.8 | 77.9 | 78.1 | 78.5 | $79 \cdot 1$ | 79.8 | 80.5 | $81 \cdot 2$ | 81.7 | $82 \cdot 1$ | 82.2 | 82, 3 | $82 \cdot 5$ | 82.7 |
| Redbridge | $74 \cdot 4$ | 74.8 | $75 \cdot 3$ | $75 \cdot 9$ | 76.4 | 76.7 | 77.0 | 77.3 | 77.8 | 78.3 | 78.8 | 79.2 | 79.5 | 79.8 | 80.0 | $80 \cdot 2$ | $80 \cdot 4$ | 30.7 | $30 \cdot 9$ | B1. | $81 \cdot 3$ | 81.6 | $81 \cdot 9$ | $82 \cdot 4$ | 32.7 | 82:8 | 32.8 | 82:8 | 83.0 | $83 \cdot 2$ |
| Richmond upon Thames | 82.4 | 82.9 | 83.5 | 84.0 | $84 \cdot 4$ | $84 \cdot 8$ | 85.0 | $85 \cdot 4$ | 85.8 | $86 \cdot 4$ | $86 \cdot 9$ | 87.4 | 87.8 | $88 \cdot 1$ | 88.4 | 88.7 | 89.0 | 89.2 | 89.5 | 89.7 | $89 \cdot 9$ | 90. | $90 \cdot 4$ | 90.7 | 90.9 | $91 \cdot 1$ | $91 \cdot 2$ | 91.3 | 91.5 | 91.7 |
| Southwark | 80.8 | $81 \cdot 4$ | 82.0 | $82 \cdot 5$ | 83.0 | 83-4 | 83.7 | $84 \cdot 1$ | 84.5 | 85.1 | $85 \cdot 7$ | $86 \cdot 1$ | $86 \cdot 5$ | 86 | 87.0 | 87.2 | 87.4 | 87.6 | 88 | $88 \cdot 3$ | 88 | 89.1 | 89.6 | 90.0 | 90.3 | 90.5 | $90 \cdot 5$ | $90 \cdot 6$ | 90.7 | $90 \cdot 8$ |
| Sutton | 74.4 | $74 \cdot 9$ | $75 \cdot 5$ | 76. | 76 | 77. | 77.4 | 77.8 | 78.3 | 78.9 | 79.5 | 80.0 | $80 \cdot 4$ | $80 \cdot 6$ | 80.9 | 81.1 | $81 \cdot 3$ | $81 \cdot 4$ | 81.6 | 81.8 | 82.0 | 82.3 | $82 \cdot 8$ | 83:3 | 83.7 | 84.0 | $34 \cdot$ | $84 \cdot 5$ | 84.7 | $84 \cdot 8$ |
| mlets | 78.7 | 79.2 | 79.8 | $80 \cdot 4$ | 81.0 | 81.4 | 81.7 | $82 \cdot 1$ | $82 \cdot 6$ | $83 \cdot 1$ | 83.6 | 84.0 | 844 | $84 \cdot 7$ | 85.0 | $85 \cdot 4$ | 85.8 | $86 \cdot 1$ | $86 \cdot 5$ | $86 \cdot 9$ | 87.3 | 87.7 | $88 \cdot 1$ | 88.6 | 88.9 | 89.1 | $89 \cdot 1$ | 89.2 | $89 \cdot 3$ | $89 \cdot 4$ |
| Waltham Forest | 72.2 | 72.7 | 73.2 | 3.8 | 74.4 | 74.8 | 75.1 | 75.4 | 75.8 | 76.3 | 76.7 | 77.1 | 77.4 | 77.5 | 77.7 | 77.9 | 78.0 | 78.1 | 78.3 | 78.4 | 78.7 | 79.2 | 79.7 | $80 \cdot 4$ | 81.0 | $1 \cdot 4$ | $81 \cdot 7$ | 81.9 | $82 \cdot 1$ | 2.3 |
| Wandsworth | $82 \cdot 7$ | 83.2 | 83.7 | 84 | $84 \cdot 6$ | 85.0 | $85 \cdot 4$ | 85.7 | $86 \cdot 2$ | 86.7 | 87.1 | 87.6 | 88.0 | 88.3 | 88.6 | 88.8 | 89.1 | $89 \cdot 3$ | $89 \cdot 5$ | 89.7 | 89.9 | 90.1 | 0.3 | 90.5 | 30.7 | 90.8 | 90.9 | 91.0 | 91-1 | 91-3 |
| ter | $86 \cdot 4$ | 86.7 | 87.1 | 87.5 | 87.9 | 88.2 | $88 \cdot 4$ | 88.7 | $88 \cdot 9$ | 89.2 | 89.5 | 89.7 | $89 \cdot 9$ | 90.0 | 90. | $90 \cdot 4$ | 90.6 | 90.8 | 91.0 | 91.3 | 91.5 | 91.7 | 92 | 92.2 | $92 \cdot 4$ | 92.6 | $92 \cdot 7$ | 92 | 92:8 | 92.9 |
| North East England | 71.2 | 71.7 | 2.3 | $72 \cdot 9$ | 3.5 | 73.8 | $4 \cdot 1$ | 74.5 | 74.9 | $75 \cdot 5$ | 76.1 | 76.6 | 76.9 | 77.2 | 77.5 | 77.8 | 78.0 | 78.3 | 78.6 | 78.8 | 79.1 | 79.4 | 79.9 | $80 \cdot 4$ | 30.7 | 81.0 | $1 \cdot 2$ | 81-3 | 81.5 | 81.7 |
| nty Durham | $70 \cdot 7$ | 71.2 | 71.8 | $72 \cdot 4$ | $72 \cdot 9$ | 73.2 | $73 \cdot 4$ | 73.7 | 74.1 | $74 \cdot 6$ | 75.2 | 75.6 | 76.0 | $76 \cdot 2$ | 76.5 | 76.7 | $76 \cdot 9$ | 77.1 | $77 \cdot 3$ | 77.5 | 77.8 | 78.2 | 78.7 | $79 \cdot 2$ | 79.6 | 79.8 | 79.9 | $80 \cdot 1$ | $80 \cdot 3$ | 80.5 |
| Darlington | 72.3 | 72.8 | 73.4 | 74.1 | 74.6 | 75.0 | $75 \cdot 2$ | 75.4 | 75.7 | 76.3 | 76.8 | 77.2 | 77.5 | 77.7 | 77.9 | 78.2 | 78.4 | 78.6 | 78.8 | 78.9 | 79.2 | $79 \cdot 6$ | 80.1 | 80.7 | $81 \cdot 1$ | $81 \cdot 4$ | 81.5 | $81 \cdot 6$ | 81.8 | 22.0 |
| eshead | 71. | $22 \cdot 3$ | 72.8 | 73.4 | 73.8 | $74 \cdot 1$ | $4 \cdot 3$ | $74 \cdot 6$ | 75.0 | $75 \cdot 5$ | 76.0 | 76.5 | $76 \cdot 9$ | 7.2 | $77 \cdot 5$ | 77.8 | $78 \cdot 1$ | 78.3 | 78.6 | 78.8 | 79.2 | 79.6 | $80 \cdot 1$ | 80.6 | $81 \cdot 1$ | $81 \cdot 4$ | $81 \cdot 7$ | 81.8 | 82.0 | $82 \cdot 3$ |
| tlepool | 68.6 | $69 \cdot 1$ | 69.6 | $70 \cdot 1$ | 70.6 | 71.0 | $71 \cdot 2$ | 71.5 | $71 \cdot 9$ | $72 \cdot 3$ | $72 \cdot 8$ | $73 \cdot 2$ | $73 \cdot 5$ | 73.7 | 73.8 | 73.9 | $74 \cdot 1$ | $74 \cdot 3$ | $74 \cdot 6$ | $74 \cdot 9$ | $75 \cdot 2$ | $75 \cdot 8$ | $76 \cdot 4$ | 77.0 | 77.5 | 77.8 | 78.0 | 78.2 | $78 \cdot 4$ | 78.6 |
| Middlesbrough | 69.7 | 70.2 | 70.7 | 1.3 | 71.8 | 72.1 | $72 \cdot 4$ | 72.7 | 73.1 | 73.6 | 74.2 | 74.6 | 75.0 | 75.1 | 75.4 | 75.7 | 76.0 | 76.2 | 76.5 | 76.7 | 77.0 | 77.3 | 77.8 | 78.3 | 78.7 | 78.9 | 78.9 | 79.0 | $79 \cdot 2$ | $79 \cdot 4$ |
| Newcastle upon Tyne | $75 \cdot 9$ | 76 | 77.0 | 77.5 | 78.0 | 78.4 | 78.8 | $79 \cdot 2$ | 79.6 | $80 \cdot 2$ | 80 | 81.2 | $81 \cdot 7$ | $82 \cdot 2$ | $82 \cdot 6$ | 83.0 | 83.4 | $83 \cdot 8$ | 84. | $84 \cdot 4$ | 84.7 | 85 | 85.3 | 85.6 | 85 | 86 | 86.1 | $86 \cdot 2$ | $86 \cdot 4$ | 36.6 |
| North Tyneside | 71.8 | $72 \cdot 3$ | $72 \cdot 9$ | 73.5 | 74:0 | 743 | 74.5 | 74.8 | $75 \cdot 2$ | 75.8 | $76 \cdot 3$ | 76.8 | 77.1 | 77.4 | $77 \cdot 7$ | 78.1 | 78.4 | 78.7 | 79.0 | $79 \cdot 2$ | 79.5 | 79.9 | $80 \cdot 3$ | 80.8 | 81.1 | 81.4 | 81.6 | 81.7 | $81 \cdot 9$ | $82 \cdot 1$ |
| Northumberland | 71.7 | 72.1 | 2.6 | $3 \cdot 1$ | 33 | 74.0 | 74.2 | 74.4 | 74.8 | $75 \cdot 4$ | $75 \cdot 9$ | 76.3 | 76.7 | 76.9 | $77 \cdot 1$ | 77.4 | 77.7 | 77.9 | 78.1 | 78.3 | 78.5 | 78.8 | 79.2 | 79.7 | 80.0 | 80.2 | $80 \cdot 3$ | $80 \cdot 4$ | 80.6 | $80 \cdot 8$ |
| Redcar and Cleveland | 69.3 | 69.7 | 70.2 | 70.7 | $71 \cdot 3$ | 71.7 | 72.0 | 72.3 | 72.7 | 73.3 | 73.7 | 74.1 | 74.3 | 74.4 | 74. | 74.8 | 75. | 75.2 | 75. | 75 | 75 | 76.2 | 76 | 77.5 | 78.0 | 78.3 | 78.5 | 78.7 | 78.9 | 79. |
| South Tyneside | 68.5 | 69.1 | 69.7 | $70 \cdot 2$ | $70 \cdot 8$ | $71 \cdot 1$ | 71.4 | 71.7 | 72.1 | 72.7 | 73.2 | 73.7 | $74 \cdot 1$ | 74.4 | 74.7 | $75 \cdot 0$ | $75 \cdot 2$ | 753 | $75 \cdot 5$ | $75 \cdot 6$ | $75 \cdot 8$ | 76.2 | 76.7 | 77.4 | $77 \cdot 9$ | 78.3 | 78.6 | 78.8 | 79.0 | $79 \cdot 2$ |
| Stockton-on-Tees | 72.4 | 73.0 | 73.7 | 74.4 | 75.0 | 75.4 | 75.6 | 75.9 | $76 \cdot 3$ | 76.8 | 77.3 | 77.6 | 77.9 | 78.0 | 78.2 | 78.3 | 78.5 | 78.7 | 78.9 | 79.1 | 79.4 | 79.8 | $80 \cdot 3$ | 80.8 | $81 \cdot 2$ | 81.5 | $81 \cdot 7$ | 81. | 82.0 | 82.2 |
| Sunderland | 70.5 | 71.0 | $71 \cdot 7$ | $72 \cdot 4$ | $72 \cdot 9$ | 73.3 | 73.5 | 73 | $74 \cdot 3$ | $74 \cdot 8$ | 75 | $75 \cdot 8$ | $76 \cdot 1$ | 76.3 | 76.6 | 76.8 | 77.0 | $77 \cdot 2$ | $77 \cdot 4$ | 77.7 | 78.0 | $78 \cdot 4$ | $78 \cdot 9$ | 79.5 | 79.9 | $80 \cdot 2$ | $80 \cdot 3$ | 80.5 | 80.7 | $80 \cdot 9$ |
| North West England | 73.0 | 73.5 | $74 \cdot 1$ | 74.6 | 75.1 | 75.4 | 75.7 | 76.0 | 76.4 | $76 \cdot 9$ | 77.4 | 77.9 | 78.2 | 78.4 | 78.7 | 78.9 | 79.1 | $79 \cdot 3$ | 79.6 | 79.8 | 80.1 | 80.5 | 81.0 | $81 \cdot 6$ | 82:0 | 82, 3 | $82 \cdot 4$ | 82.5 | 82 | 83.0 |
| Blackurn with Darwen | 69.3 | 69.7 | 70.1 | 70.5 | 71.0 | $71 \cdot 3$ | 71.5 | 71.8 | $72 \cdot 2$ | $72 \cdot 8$ | 73.2 | 73.6 | 74.0 | 74.1 | $74 \cdot 3$ | 74.5 | 74.7 | 74.8 | $74 \cdot 9$ | 75.0 | 75.4 | 75 | 76.5 | 77.3 | 77.8 | 78. | 78.3 | 78.4 | 78.6 | 78.8 |
| Blackpool | 68.7 | $69 \cdot 2$ | 69.7 | $70 \cdot 1$ | 70.5 | $70 \cdot 7$ | 70.9 | $71 \cdot 2$ | $71 \cdot 6$ | 72.1 | $72 \cdot 6$ | 73.0 | 73.1 | $73 \cdot 1$ | 73.2 | $73 \cdot 3$ | 73.5 | 73.6 | 73.7 | 73.8 | 74.0 | 74.3 | 74.9 | $75 \cdot 5$ | $75 \cdot 9$ | $76 \cdot 3$ | 76.5 | 76.6 | 76.8 | 77.0 |
| Boton | 71.0 | 71.5 | 72.0 | 72.6 | 73.0 | 73.3 | 73.4 | 73.5 | 73.8 | 74.3 | 74.7 | $75 \cdot 1$ | 75.4 | 75.5 | 75.6 | 75.8 | 75.9 | 76.0 | 76.2 | 76.3 | $76 \cdot 6$ | 77.1 | 77.7 | 78.3 | 78.8 | 79.1 | 79.3 | 79.4 | 79.6 | 79.8 |
| Bury | $72 \cdot 3$ | 72.8 | $73 \cdot 4$ | 73.9 | 74.5 | 74.8 | 55 | $75 \cdot 2$ | 75.5 | 76.0 | 76.4 | 76.8 | 77.0 | 77.1 | $77 \cdot 3$ | 77.5 | $77 \cdot 7$ | 77.8 | 78.0 | 78.2 | 78.5 | 78.9 | 79.5 | $80 \cdot 2$ | $80 \cdot 7$ | 81 | $81 \cdot 4$ | 81.5 | 81.7 | $81 \cdot 9$ |
| Cheshire East | 77.3 | 77.8 | 78.3 | 78.8 | 79.3 | 79.6 | 79.8 | 80.1 | 80.5 | 81.0 | 81.5 | 82.0 | $82 \cdot 3$ | 82.5 | 82.8 | 83.0 | 83.1 | 83.3 | 83-5 | 83.7 | 83.9 | 84.2 | 84 | $85 \cdot 2$ | 85.5 | 85.8 | 85.9 | 86 | 86.2 | 86-4 |
| Cheshire West and Chester | $76 \cdot 4$ | 76 | 77.5 | 8.1 | 78.5 | 78.8 | 79.0 | 79.3 | 79.7 | 30.2 | 80.7 | $81 \cdot 1$ | 81.5 | 81.7 | $81 \cdot 9$ | $82 \cdot 2$ | $82 \cdot 4$ | $82 \cdot 6$ | $82 \cdot 9$ | 83.1 | $83 \cdot 4$ | 83.7 | $84 \cdot 2$ | 84.7 | $85 \cdot 1$ | $85 \cdot 4$ | 85.6 | $85 \cdot 8$ | 86.0 | $86 \cdot 2$ |
| Cumbria | 73.0 | $73 \cdot 4$ | 73.9 | $74 \cdot 4$ | 75.0 | $75 \cdot 2$ | 75.4 | 75.7 | 76.0 | 76.5 | 77.0 | 77.4 | 77.7 | 77.8 | 78.0 | 78.2 | 78.4 | 78.6 | 78.8 | 79.0 | 79.3 | 79.7 | 80.2 | 80.9 | $81 \cdot 3$ | 81 | 81. | 81-8 | 82.1 | $82 \cdot 3$ |



| Wales | 70.2 | ${ }^{70 \cdot 8}$ | $71 \cdot 4$ | $2 \cdot 1$ | 72.7 | ${ }^{73.0}$ | $73 \cdot 3$ | 73.7 | 74.2 | 74.8 | 75.4 | 75.9 | 76.4 | 76 | 77.0 | 77.3 | 77.6 | 77. | 78.2 | 78.5 | \|78.8 | $9 \cdot 2$ | 79.7 | $30 \cdot 2$ | 80.6 | $80 \cdot 9$ | 1.2 | $1 \cdot 3$ | 81.5 | 1.7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Latin America and Caribean | 48.7 | 49.1 | 49.5 | 50.0 | $50 \cdot 8$ | 51.5 | 52.0 | 52.6 | 53-2 | $53 \cdot 6$ | 54.1 | 54.7 | 55.1 | $55 \cdot 5$ | $55 \cdot 9$ | 56-3 | $56 \cdot 9$ | 57.3 | 57.8 | $58 \cdot 2$ | 58.7 | 59.2 | 59.7 | 60.3 | 60.7 | $61 \cdot 2$ | $61 \cdot 7$ | $62 \cdot 1$ | $62 \cdot 5$ | $62 \cdot 9$ |
| Andean Latin America | 49.9 | 50.2 | 50.7 | 51-1 | 51.6 | $52 \cdot 1$ | 52.4 | 53.1 | 53.5 | 53.6 | $54 \cdot 1$ | 54.7 | $55 \cdot 3$ | $55 \cdot 7$ | $56 \cdot 1$ | 56.3 | 56.7 | 57.2 | 57.4 | 57.5 | 57. | 58.4 | $59 \cdot 1$ | 59.6 | 59.6 | 60.0 | $60 \cdot 9$ | 61.4 | $61 \cdot 9$ | 62.3 |
| Bolvia | 40.9 | $41 \cdot 9$ | $42 \cdot 9$ | $43 \cdot 1$ | 43.7 | $44 \cdot 2$ | $44 \cdot 6$ | $45 \cdot 9$ | $46 \cdot 3$ | $46 \cdot 2$ | 47.2 | 47.9 | 48.6 | $49 \cdot 3$ | 49.9 | $50 \cdot 2$ | $50 \cdot 5$ | 50.9 | $50 \cdot 6$ | 50.3 | 50.5 | $51 \cdot 1$ | $51 \cdot 4$ | 51-2 | 49.7 | 50.5 | 52.8 | $53 \cdot 2$ | 53.8 | 54,3 |
| Ecuador | 52.0 | 52.5 | 53-2 | 53.5 | 54.2 | 54.7 | 54.7 | 55.2 | 55.4 | 54.9 | $55 \cdot 2$ | $56 \cdot 4$ | 57.5 | 58.0 | 58.5 | 58.8 | 59.3 | 60 | 50.4 | 60.1 | $60 \cdot 1$ | $61 \cdot 2$ | $62 \cdot 4$ | 53.1 | $63 \cdot 2$ | 63.5 | $64 \cdot 2$ | 64.7 | 5.2 | 65.6 |
| Peru | 51.1 | $51 \cdot 3$ | 51.5 | $51 \cdot 9$ | $52 \cdot 4$ | 52.9 | 53.4 | 4.0 | 54.6 | 55.1 | 55-5 | $55 \cdot 9$ | 56.2 | $56 \cdot 5$ | 56.8 | 57.0 | 57.3 | 57.7 | 58.0 | 58.3 | 58.7 | 59.3 | 59.8 | $60 \cdot 3$ | $60 \cdot 8$ | 61•3 | 61.7 | 62.2 | $62 \cdot 7$ | $3 \cdot 1$ |
| Caribbean | 51 | 52.2 | $52 \cdot 5$ | $52 \cdot 7$ | 3.0 | $53 \cdot 3$ | 3.5 | 53.7 | 54.0 | 54 | 54.9 | $55 \cdot 5$ | $56 \cdot 3$ | 56.8 | 57.4 | 58.1 | 58.8 | 59.2 | 59.5 | 59.9 | 60.2 | 50.6 | 61.0 | $61 \cdot 3$ | 61.5 | $6^{61 \cdot 9}$ | $62 \cdot 4$ | $62 \cdot 7$ | $63 \cdot 1$ | 63.4 |
| Antigua and Barbuda | 60.7 | $61 \cdot 4$ | 62.1 | $62 \cdot 6$ | 63.0 | $63 \cdot 3$ | 63.7 | 64.1 | 64.6 | $65 \cdot 2$ | $65 \cdot 8$ | $66 \cdot 3$ | 66.8 | $67 \cdot 4$ | 67.9 | 68.5 | $69 \cdot 1$ | 69.6 | $70 \cdot 1$ | $70 \cdot 5$ | $70 \cdot 8$ | 71.0 | 71.2 | $71 \cdot 5$ | 71.8 | $72 \cdot 2$ | 72.5 | 72.9 | 73.4 | 73.8 |
| The Bahamas | 69.1 | 68.4 | 67.5 | 68.0 | 68.6 | 69.2 | 69.7 | 70.2 | 71.0 | 72.0 | 73.0 | 73:5 | 3.6 | $73 \cdot 9$ | 74.2 | 74.7 | $75 \cdot 3$ | 75:8 | $76 \cdot 2$ | 76.7 | 77.4 | 77.8 | 77.9 | $78 \cdot 2$ | 78.3 | 78.4 | $78 \cdot 5$ | 78.7 | 78.9 | $79 \cdot 1$ |
| bados | $64 \cdot 5$ | 65.0 | 65.6 | $66 \cdot 3$ | 66.8 | 67.0 | 67.1 | 67.2 | $67 \cdot 4$ | 67.5 | 67.6 | 67.9 | 68.4 | 69.0 | 69.6 | 70.0 | $70 \cdot 3$ | 70.5 | $70 \cdot 9$ | $71 \cdot 3$ | 71.6 | $71 \cdot 9$ | 72:3 | 72.7 | $72 \cdot 9$ | 73.0 | 73.2 | 73.4 | 73.6 | 3.9 |
| Belize | 40.0 | 40. | $42 \cdot 2$ | $43 \cdot 9$ | $45 \cdot 3$ | 46.7 | 47.9 | $48 \cdot 6$ | 48.8 | 49.0 | $49 \cdot 3$ | 49.7 | $50 \cdot 2$ | 50.8 | 51.6 | 52.7 | 53.7 | $54 \cdot 4$ | 55-1 | 55.7 | $56 \cdot 3$ | $56 \cdot 9$ | 57.3 | 57.7 | 58.1 | $58 \cdot 5$ | 58.8 | 59.2 | 59.5 | 59.8 |
| muda | 68.8 | 69.0 | $69 \cdot 3$ | 69.8 | $70 \cdot 3$ | 70.5 | 70.7 | $71 \cdot 2$ | 71.6 | $72 \cdot 3$ | 72.8 | 73.1 | 73.5 | 74.1 | 74.8 | 75.5 | $76 \cdot 1$ | 76.6 | $77 \cdot 1$ | $77 \cdot 9$ | 78.7 | 79.2 | 79.6 | $80 \cdot 1$ | $80 \cdot 6$ | 80.8 | $80 \cdot 9$ | $81 \cdot 1$ | 81.4 | $81 \cdot 7$ |
| Cuba | 57.8 | $58 \cdot 5$ | 58.8 | 58.8 | 58.6 | 58.4 | 58.1 | 58.0 | 57.9 | 58.1 | 58.5 | 58.9 | 59.5 | 60.1 | 60.6 | $61 \cdot 1$ | 61.8 | 61.8 | $61 \cdot 7$ | $61 \cdot 8$ | 62.0 | $62 \cdot 4$ | 63.0 | 63.7 | $64 \cdot 1$ | $64 \cdot 5$ | 65-2 | 65.8 | $66 \cdot 3$ | 66.7 |
| Dominica | 56.7 | 56.3 | $56 \cdot 5$ | 57.6 | 58.8 | 59.9 | 60.7 | 61.2 | 61.8 | 2.5 | $63 \cdot 3$ | 64.1 | 64.9 | 65.6 | $66 \cdot 5$ | $67 \cdot 4$ | 67.8 | 67.8 | 68.2 | 68.7 | 69.1 | 69.6 | 70.0 | 70.6 | 71.0 | 71.2 | 71.5 | 71.7 | 71.7 | $71 \cdot 8$ |
| Dominican Republic | 42.8 | $42 \cdot 8$ | $42 \cdot 5$ | $42 \cdot 5$ | 42.9 | $43 \cdot 1$ | 43.3 | $43 \cdot 1$ | $43 \cdot 3$ | 44.0 | 44.4 | $45 \cdot 4$ | $46 \cdot 6$ | 47.5 | 48.7 | $50 \cdot 3$ | 51.8 | 52.8 | $53 \cdot 7$ | 54.5 | $55 \cdot 1$ | 55 | 56.0 | $56 \cdot 4$ | 56.5 | 56.9 | 7.8 | 58.5 | $5 \cdot 1$ | 59.7 |
| Grenada | $45 \cdot 9$ | 47.4 | $48 \cdot 9$ | $50 \cdot 2$ | 51.4 | 52.5 | 53.6 | 54.8 | $55 \cdot 8$ | 56.8 | 57.5 | 58.2 | 58.7 | $59 \cdot 1$ | 59.5 | 60.1 | $60 \cdot 4$ | 60.9 | 1.3 | 61.5 | 61.8 | $62 \cdot 1$ | $62 \cdot 2$ | 62.5 | 63.0 | $63 \cdot 4$ | 63.9 | $64 \cdot 4$ | $65 \cdot 0$ | $65 \cdot 5$ |
| Guyana | $46 \cdot 8$ | 47.2 | 47.8 | $48 \cdot 3$ | 48.4 | 48.8 | 49.9 | 50.6 | 50.8 | 51.7 | 52.4 | 53.1 | $54 \cdot 1$ | 54-2 | 54.1 | 54.4 | 54.5 | 54•8 | 55-3 | 55.7 | $56 \cdot 2$ | 56.6 | 57.0 | 57.5 | 58.1 | 58.8 | 59.5 | $60 \cdot 1$ | 60.7 | $61 \cdot 2$ |
| Hait | 30.7 | $31 \cdot 2$ | 31.7 | $32 \cdot 1$ | $32 \cdot 4$ | $32 \cdot 9$ | $33 \cdot 4$ | 34.0 | $34 \cdot 7$ | 35.3 | 35.9 | $36 \cdot 4$ | 37.0 | 37.4 | 37.9 | 38.4 | 38.8 | 39.2 | 39.5 | 39.9 | $40 \cdot 2$ | 40.6 | 41.0 | 41.4 | 41.8 | 42.2 | 42.6 | 43.0 | 3.4 | 43.8 |
| Jamaie | 52.6 | 53.5 | 54.3 | $55 \cdot 1$ | $55 \cdot 3$ | $56 \cdot 1$ | 57.2 | 57.8 | 58.8 | 58.6 | 58.8 | 60.1 | $61 \cdot 1$ | 61.8 | $61 \cdot 9$ | $62 \cdot 4$ | 63.1 | 63-5 | 64.0 | $64 \cdot 5$ | 64.8 | $65 \cdot 4$ | $66 \cdot 1$ | $66 \cdot 4$ | ${ }^{66} \cdot 7$ | 67.1 | 67.4 | 67.6 | $67 \cdot 9$ | $68 \cdot 2$ |
| Rico | 67.4 | 67.6 | 68.0 | $68 \cdot 4$ | 69.0 | 69.8 | $70 \cdot 2$ | $70 \cdot 6$ | 71.0 | $71 \cdot 4$ | 72.1 | $73 \cdot 1$ | 73.8 | 74.2 | $74 \cdot 4$ | 74.8 | $75 \cdot 2$ | 75.6 | 76.1 | $76 \cdot 8$ | 77 | 77.6 | 78.1 | 88 6 | 79.4 | ${ }^{80 \cdot 2}$ | 80.8 | $80 \cdot 9$ | 80.8 | $80 \cdot 9$ |
| Saint Kits and | 59.1 | 59.9 | 60.6 | $61 \cdot 3$ | 62.0 | $62 \cdot 7$ | $63 \cdot 3$ | 64.0 | 64.6 | $65 \cdot 2$ | $65 \cdot 8$ | 66.5 | 67.0 | 67.5 | 58.0 | 68.5 | 69.0 | 69.5 | 70.0 | 20.5 | 70.9 | 71.3 | $71 \cdot 7$ | 72.1 | $72 \cdot 5$ | 73.0 | 3-4 | 73.8 | $4 \cdot 2$ | $74 \cdot 6$ |
| ucia | $50 \cdot 4$ | $51 \cdot 4$ | 52.2 | 53.1 | 53.9 | $54 \cdot 9$ | $55 \cdot 9$ | 56 | 57.6 | $58 \cdot 3$ | 58.9 | 59.5 | 59.9 | $60 \cdot 3$ | 60.9 | 61-3 | $61 \cdot 7$ | 62.1 | 62.5 | 63.0 | 63.4 | $63 \cdot 9$ | $64 \cdot 2$ | $64 \cdot 5$ | $64 \cdot 8$ | $65 \cdot 1$ | $65 \cdot 4$ | 65.7 | $66 \cdot 1$ | $66 \cdot 4$ |
| Saint Vincent and the Grenadines | $46 \cdot 6$ | 47.3 | $48 \cdot 4$ | 49.1 | 49.6 | 50.5 | 51.3 | 51.9 | 52.5 | 53.0 | 53.6 | 54.4 | 55.2 | $55 \cdot 9$ | 56.3 | $56 \cdot 6$ | 57.1 | 57.4 | 57.8 | 58.2 | 58.6 | 58.9 | 59.4 | $9 \cdot 9$ | $60 \cdot 4$ | 60.8 | 1.2 | 61.7 | (2.1 | $62 \cdot 6$ |
| Suriname | 50.0 | $50 \cdot 4$ | $50 \cdot 8$ | $51 \cdot 2$ | $51 \cdot 6$ | 51.5 | $51 \cdot 6$ | 52.1 | $52 \cdot 6$ | 53.3 | 53.6 | 54.1 | 55-4 | $56 \cdot 4$ | 57.2 | 57.8 | 58.0 | 58. | 58.7 | 59.2 | 59.7 | $60 \cdot 2$ | 60.7 | $61 \cdot 2$ | 61.5 | $61 \cdot 9$ | 62.4 | 62.8 | 63.2 | 63.5 |
| Trinidad and Tobago | 61.6 | $62 \cdot 0$ | $62 \cdot 4$ | 62.8 | 63.2 | , 6 | 64.2 | $64 \cdot 9$ | $65 \cdot 6$ | $66 \cdot 2$ | $66 \cdot 9$ | 67 | 68-4 | $69 \cdot 2$ | 0.0 | 70.6 | 71 | ${ }_{71} 7$ | $72 \cdot 4$ | 72.8 | 73.1 | $73 \cdot 4$ | $73 \cdot 6$ | 73.9 | 74.1 | 74.5 | 74.7 | $74 \cdot 9$ | $75 \cdot 2$ | $75 \cdot 5$ |
| Virgin Isands | $65 \cdot 7$ | $66 \cdot 6$ | 67.2 | 68.0 | 69.0 | 69.7 | $70 \cdot 4$ | 71.0 | 71.5 | 22.0 | $72 \cdot 5$ | 3.0 | 73.8 | $74 \cdot 6$ | $75 \cdot 3$ | 76.0 | 76.6 | 77 | 78.4 | $79 \cdot 1$ | 79.8 | 0.4 | 81.0 | 1.4 | $81 \cdot 9$ | $82 \cdot 4$ | $2 \cdot 6$ | 22.4 | $82 \cdot 4$ | 2.5 |
| Central Latin America | 47 | $47 \cdot 6$ | $47 \cdot 6$ | 48.1 | 49.2 | 50.0 | 50.7 | $51 \cdot 4$ | $52 \cdot 1$ | 52.7 | 53.3 | 53.9 | 54,3 | $54 \cdot 5$ | 54 | $55 \cdot 3$ | 55.9 | 56 | 56.8 | 57.2 | 57.7 | 58.2 | 58.7 | $9 \cdot 2$ | 59.7 | 60.2 | 60.6 | 61.1 | 61.5 | ${ }^{61 \cdot 9}$ |
| Colombia | 47.3 | $46 \cdot 9$ | $46 \cdot 5$ | 46.9 | 47.9 | 48.7 | 49.5 | 50.4 | $51 \cdot 2$ | 51.8 | 52.3 | $52 \cdot 6$ | 53.0 | 53.3 | 53.7 | $54 \cdot 1$ | $54 \cdot 6$ | 55 | 55.9 | 56.7 | 57.4 | 58.2 | 58.9 | 59.6 | $60 \cdot 2$ | 60.8 | $61 \cdot 4$ | $61 \cdot 9$ | 62.5 | ${ }^{62 \cdot 9}$ |
| Costa Rica | 53.2 | $54 \cdot 0$ | 4.8 | $55 \cdot 2$ | 55.5 | 55.9 | 56.3 | 57.0 | 57.7 | 58.7 | 59.4 | 59.8 | $60 \cdot 4$ | 60.8 | $61 \cdot 2$ | 61.6 | $61 \cdot 9$ | 62.1 | 62.5 | 63.2 | $63 \cdot 8$ | 64-2 | 64. | $65 \cdot 3$ | $65 \cdot 7$ | 66.2 | 56 | 67.0 | 67.5 | 67.9 |
| Salvador | 39.7 | 39.9 | 40.2 | 40.4 | 40 | $41 \cdot 3$ | 42.0 | 43-0 | 43.9 | $44 \cdot 9$ | $46 \cdot 1$ | 47.2 | 48.1 | 48.9 | 49.6 | 50.4 | 51 | 51.9 | $52 \cdot 4$ | 52.8 | 53.2 | 53.7 | 54.2 | 54.8 | 55-3 | 55.8 | 56.3 | 56.8 | 57.4 | 57.8 |
| Guatemala | 30.6 | 31. | 31.8 | 33.5 | $35 \cdot 2$ | $35 \cdot 7$ | $35 \cdot 9$ | $36 \cdot 9$ | 38.6 | 39.4 | 39.7 | 40.9 | 41.8 | $42 \cdot 1$ | 43.0 | 44.2 | 45.0 | $45 \cdot 4$ | $45 \cdot 9$ | 46.5 | 47.2 | 3 | $48 \cdot 5$ | 9.2 | 50.0 | 50.5 | 50.9 | 51.3 | 1.8 | 52-3 |
| Honduras | 32.0 | $32 \cdot 2$ | $32 \cdot 6$ | 33.1 | 33.7 | $34 \cdot 4$ | 55 | $35 \cdot 9$ | $36 \cdot 9$ | 38.1 | 39.2 | 40.1 | 40.8 | 41.7 | $2 \cdot 3$ | $42 \cdot 9$ | $43 \cdot 4$ | 43.7 | $44 \cdot 1$ | $44 \cdot 5$ | 44.9 | 45.2 | $45 \cdot 6$ | 5.9 | 46 | $46 \cdot 7$ | 47.1 | 47.6 | 48.1 | $48 \cdot 5$ |
| Mexico | 49.2 | 49.3 | 49.0 | 49.5 | 50.9 | 51.8 | 52.5 | 53.2 | 54.0 | 54.8 | $55 \cdot 4$ | 55.8 | 56.3 | 56.7 | 57.2 | 57.7 | 58.0 | 58.3 | 58.6 | 59.0 | 593 | 59.7 | $5 \cdot 2$ | 60.7 | $61 \cdot 2$ | $61 \cdot 7$ | 62.2 | (2.7 | $63 \cdot 2$ | $63 \cdot 6$ |
| Aguascaientes | 54.6 | 54.8 | 54.8 | $55 \cdot 3$ | $56 \cdot 4$ | 57. | 57.9 | 58.6 | 59.3 | 59.9 | $60 \cdot 3$ | 60.5 | 61.0 | 61.5 | 62.2 | 62.8 | $63 \cdot 2$ | 63.5 | 63.9 | $64 \cdot 3$ | $64 \cdot 6$ | 65.0 | $65 \cdot 4$ | 65.8 | $66 \cdot 3$ | 66.7 | 67 | 67.6 | 8.1 | $68 \cdot 5$ |
| Baja California | 54.8 | 54.8 | 54.4 | $54 \cdot 6$ | $55 \cdot 6$ | 56.3 | 57.0 | 57.7 | 58.6 | 59.5 | 60.1 | 60.5 | 60.8 | $61 \cdot 3$ | 61.8 | $62 \cdot 3$ | 62.6 | 62.8 | $63 \cdot 2$ | $63 \cdot 5$ | 63.9 | $64 \cdot 2$ | 64.6 | $65 \cdot 0$ | $65 \cdot 4$ | 65.8 | $66 \cdot 2$ | $66 \cdot 6$ | . 1 | $67 \cdot 5$ |
| Baja Califormia Sur | 56. | 56.5 | 56.6 | 57.2 | 58.2 | 58.8 | 59.4 | 60. | 60. | $61 \cdot 4$ | 61.9 | 62.3 | ${ }^{62 \cdot 6}$ | 63 | 63-5 | $64 \cdot 1$ | $64 \cdot 6$ | $65 \cdot 1$ | $65 \cdot 6$ | $66 \cdot 1$ | 66.7 | 67.2 | 67.7 | 8.1 | 68.6 | 69.0 | 69.4 | 69.8 | $3 \cdot 3$ | 70.7 |
| che | 49.7 | $49 \cdot 9$ | 49.8 | 50.4 | 51.5 | 52.3 | $53 \cdot 1$ | $54 \cdot 1$ | 55.1 | 56.0 | 56.8 | 57-4 | 58.0 | 58.5 | 59.0 | 59.5 | $59 \cdot 9$ | 60.2 | 60.5 | 60.8 | $61 \cdot 3$ | 61.7 | $62 \cdot 3$ | 62.8 | $63 \cdot 4$ | 63.9 | 64 | $64 \cdot 9$ | 5 | 65-8 |
| Chiapas | 26.8 | 26.8 | 5.1 | 26.2 | 29.6 | 31.5 | 33.0 | 34.4 | 36.0 | 37.3 | 38.0 | 38.2 | 38.5 | $38 \cdot 9$ | 39.4 | $40 \cdot 1$ | $40 \cdot 6$ | 41.1 | 41.7 | $2 \cdot 3$ | 43.0 | $43 \cdot 6$ | 443 | 45.0 | $45 \cdot 7$ | 46.2 | $46 \cdot 8$ | 7.4 | 48.1 | $48 \cdot 6$ |
| Chiluahua | 55.2 | 55.4 | $55 \cdot 3$ | $55 \cdot 6$ | 56.2 | 56.5 | 56.8 | 57.3 | 57.9 | 58.5 | 59 | 59.5 | 59.9 | $60 \cdot 3$ | 60.8 | $61 \cdot 4$ | 61.8 | 62-2 | 62.6 | 63.0 | 63:3 | 63.7 | 64.0 | $64 \cdot 4$ | $64 \cdot 8$ | $65 \cdot 3$ | $65 \cdot 7$ | $66 \cdot 2$ | $66 \cdot 6$ | 67.1 |
| Coahuila | $46 \cdot 9$ | $47 \cdot 2$ | $46 \cdot 8$ | $47 \cdot 4$ | 49.0 | $49 \cdot 9$ | $50 \cdot 8$ | 51.7 | $52 \cdot 7$ | 53.6 | 54•3 | $54 \cdot 6$ | $54 \cdot 9$ | $55 \cdot 2$ | 55.7 | $56 \cdot 3$ | 56.5 | 56.6 | $56 \cdot 9$ | 57.1 | 57.4 | 57.7 | 58.1 | 58.6 | 59.1 | 59.6 | $60 \cdot 2$ | $60 \cdot 8$ | . 4 | $61 \cdot 9$ |
| Colima | 53.0 | 53.4 | 3.5 | 3.9 | 54.9 | 55.6 | 56.3 | 57.0 | 57.8 | 58.6 | 59.3 | 59.8 | 60.2 | 60.7 | 61.2 | 61.7 | 62.0 | $62 \cdot 3$ | 62.7 | 63.1 | 63.5 | $63 \cdot 9$ | $64 \cdot 3$ | 64.8 | 65-2 | 65.6 | $66 \cdot 1$ | 66.6 | 67.1 | 67.5 |
| Durango | 40.8 | 40.6 | 39.5 | $39 \cdot 6$ | 41.3 | $42 \cdot 3$ | 33 | $44 \cdot 3$ | $45 \cdot 5$ | 46.8 | 47.8 | 48.5 | $49 \cdot 1$ | 49.8 | $50 \cdot 5$ | 51.4 | 51.8 | 52.1 | $52 \cdot 6$ | 53.1 | 53.6 | 54.1 | 54.6 | $55 \cdot 3$ | $55 \cdot 9$ | 56.4 | 57 | 57.6 | 58.2 | 8.7 |
| Guanjuato | $48 \cdot 4$ | $48 \cdot 9$ | $49 \cdot 1$ | $49 \cdot 6$ | $50 \cdot 8$ | 51.6 | $52 \cdot 4$ | 53.2 | 53.9 | 54.5 | $55 \cdot 2$ | $55 \cdot 9$ | 56.5 | 56.8 | 57.2 | 57.8 | 58.2 | 58.4 | 58.9 | 59.3 | 59.8 | $60 \cdot 3$ | 60.8 | $61 \cdot 4$ | 61.9 | 62.3 | 22.9 | 53.4 | 63.9 | $64 \cdot 4$ |
| Guerero | 36.6 | $36 \cdot 4$ | $35 \cdot 5$ | 35. | 37.1 | 37.9 | 38.9 | 39.9 | 41.0 | 42.3 | 43.2 | 43.8 | $44 \cdot 4$ | 44-9 | $45 \cdot 5$ | $46 \cdot 3$ | $46 \cdot 9$ | 47.3 | 48.0 | 48.8 | $49 \cdot 5$ | 50 | $50 \cdot 8$ | 51.5 | 52.1 | 52.7 | 53-2 | 53.8 | $5 \cdot 4$ | 54.8 |
| Hidalgo | $44 \cdot 4$ | 44.9 | 45.0 | $45 \cdot 7$ | 47.1 | 48.0 | $48 \cdot 9$ | 49.8 | 50. | 51.6 | $52 \cdot 4$ | $53 \cdot 1$ | 53.6 | 54.0 | 54.5 | 55.0 | 55.5 | 56.0 | $56 \cdot 5$ | 57.0 | 57.6 | $58 \cdot 1$ | 58.7 | 59.3 | 59. | $60 \cdot 4$ | 60.9 | $61 \cdot 4$ | 1.9 | $62 \cdot 4$ |
| Jalisco | 46.6 | $46 \cdot$ | $46 \cdot 6$ | 47.2 | 48.6 | 49.4 | 50.3 | 51.2 | 52.2 | $53 \cdot 1$ | 53.7 | $54 \cdot 1$ | $54 \cdot 5$ | 54 | $55 \cdot 3$ | 55.8 | 56.1 | 56.3 | 56.6 | $56 \cdot 9$ | 57.4 | 57.8 | 38 | $58 \cdot 9$ | $9 \cdot 4$ | 59.9 | 0.5 | 61.0 | 61.6 | 62.1 |
| México | 54.7 | $54 \cdot 5$ | $53 \cdot 9$ | $55 \cdot 1$ | 57.2 | 58.1 | 58.6 | 58.9 | 59.3 | 59. | 60.4 | 60.8 | $61 \cdot 2$ | 61.5 | $61 \cdot 9$ | $62 \cdot 4$ | $62 \cdot 6$ | ${ }^{62} 7$ | $62 \cdot 9$ | $62 \cdot 9$ | 63.0 | 63. | $63 \cdot 6$ | $64 \cdot 2$ | $64 \cdot 7$ | $65 \cdot 1$ | $65 \cdot 6$ | $66 \cdot 1$ | 66.7 | 67.1 |
| Mexico City | 61.9 | 62.3 | $62 \cdot 2$ | $62 \cdot 7$ | $64 \cdot 1$ | $65 \cdot 2$ | $66 \cdot 1$ | $66 \cdot 8$ | 67.3 | 67.8 | $68 \cdot 3$ | 68.8 | 69.2 | 69.5 | 69.9 | $70 \cdot 3$ | 70.5 | ${ }^{70.6}$ | $70 \cdot 8$ | 71.0 | $71 \cdot 1$ | 71.4 | 71.7 | $2 \cdot 1$ | 72.6 | 73.0 | 73-3 | 73.7 | $74 \cdot 2$ | $74 \cdot 5$ |
| Michoacán de Ocampo | 42.0 | $42 \cdot 2$ | 41.9 | $42 \cdot 4$ | 43.8 | 44.7 | 45.5 | 46.4 | 47.4 | 48.3 | 49.0 | 49.5 | 50.0 | 50.5 | 51.0 | 51.5 | 51.9 | 52.1 | $52 \cdot 4$ | 52.7 | 53.0 | 53.4 | 53.8 | $54 \cdot 4$ | 54.8 | $55 \cdot 3$ | $55 \cdot 8$ | 5 | 56.9 | 57.3 |
| мо | 50.8 | 51.3 | 51-3 | 52.0 | 53-2 | 54.0 | 54.7 | 55 | $56 \cdot 3$ | 57.1 | 57.8 | 58.2 | 58.5 | 58.9 | $59 \cdot 3$ | 59.7 | 60.0 | 60.1 | 50.4 | 60.7 | 61.0 | $61 \cdot 3$ | 61.7 | $62 \cdot 1$ | 62.6 | 63.0 | 5 4 | 63.8 | $64 \cdot 3$ | 64.8 |
| Nayarit | ${ }^{45} 3$ | 45 | $45 \cdot 1$ | $45 \cdot 6$ | 46.9 | 47.8 | 48.6 | 49.6 | 50.7 | 51.8 | $52 \cdot 6$ | 53.2 | 53.7 | $54 \cdot 3$ | $54 \cdot 9$ | $55 \cdot 5$ | 55-9 | $56 \cdot 2$ | $56 \cdot 6$ | 57.0 | 57.5 | 57.9 | 58.5 | 59.0 | 59.5 | 60.0 | 60.5 | $61 \cdot 1$ | $61 \cdot 6$ | 62-1 |
| Nuevo León | 53.7 | 53.8 | 53.5 | 53.8 | $54 \cdot$ | 55.6 | 56.2 | $56 \cdot 9$ | 57.8 | 58.6 | $59 \cdot 3$ | 59.6 | 60.0 | $60 \cdot 4$ | $60 \cdot 9$ | $61 \cdot 3$ | 61.5 | ${ }^{61 \cdot 6}$ | 61-8 | $62 \cdot 0$ | $62 \cdot 1$ | $62 \cdot 3$ | $62 \cdot 6$ | 63.0 | 63.4 | 63.8 | 64•3 | $64 \cdot 8$ | $65 \cdot 4$ | 65.8 |
| Oaxaca | 40.7 | $40 \cdot$ | 40.6 | $40 \cdot$ | 41.9 | 42.4 | 42.8 | 43.4 | 44.1 | 44 | $45 \cdot 3$ | $45 \cdot 6$ | 46.0 | 46.6 | 47.2 | 48.0 | 48.6 | $49 \cdot 2$ | $49 \cdot 9$ | 50.7 | $51 \cdot 4$ | 52.0 | 52.6 | 53.2 | 53.8 | 54.3 | 54.8 | $55 \cdot 3$ | $55 \cdot 8$ | 56.3 |
| Puebla | 47 | 47.9 | 48.0 | 48.6 | 49.9 | 50.7 | 51.0 | 51.3 | 51.6 | 51.9 | $52 \cdot 4$ | $52 \cdot 8$ | 53-2 | 53.9 | $54 \cdot 4$ | $55 \cdot 1$ | 55.5 | 55.8 | $56 \cdot 3$ | 56.8 | 57.4 | 57.9 | $58 \cdot 4$ | $58 \cdot 9$ | 59.4 | 59.9 | $60 \cdot 4$ | $60 \cdot 8$ | -3 | ${ }^{61 \cdot 8}$ |
| Querétaro | 50.9 | 51.2 | 51.1 | 51.8 | 53.3 | 54.6 | 55.8 | 56.8 | 57.6 | 58.5 | 59.3 | 60.1 | 60.7 | $61 \cdot 1$ | 61.5 | 62.0 | $62 \cdot 4$ | 62.7 | 63.1 | $63 \cdot 5$ | 63. | 64:3 | 64.7 | 65-1 | 65. | 65.9 | 66. | 66.8 | 67.3 | ${ }^{67 \cdot 7}$ |
| Quintana Roo | $50 \cdot 9$ | 51.5 | 51-8 | 52.7 | 54.1 | $55 \cdot 2$ | $56 \cdot 2$ | 57.1 | 58.1 | 59.0 | 59.7 | $60 \cdot 3$ | 60.7 | $61 \cdot 2$ | 61.6 | 62.2 | $62 \cdot 6$ | 63.0 | 63.5 | 63.9 | $64 \cdot 3$ | $64 \cdot 8$ | $65 \cdot 3$ | $65 \cdot 7$ | 66-1 | 66.5 | $66 \cdot 9$ | 67.3 | 67.8 | 6.2 |
| San Luis Potosí | 37.9 | 378 | 37.0 | 37.4 | $39 \cdot 3$ | 40.5 | $41 \cdot 6$ | 42.8 | 44.1 | $45 \cdot 4$ | $46 \cdot 4$ | 47.0 | 47.5 | 48.1 | 48.8 | 49.6 | 50.1 | 50.4 | 51.0 | $51 \cdot 6$ | 52.1 | 52 | 53.1 | 53.7 | 54.3 | 54.8 | 55-4 | $56 \cdot 0$ | $56 \cdot 6$ | 57.1 |
| Sinaloa | 49.4 | $49 \cdot 4$ | 49.0 | $49 \cdot 3$ | 50.4 | 51.1 | 51.9 | 52.8 | 53.8 | 54.9 | 55.7 | 56.2 | 56.8 | 57.3 | 57.9 | 58.5 | 58.9 | 59.2 | 59.6 | $60 \cdot 0$ | $60 \cdot 4$ | 60.9 | $61 \cdot 4$ | 61.9 | 62.5 | 63.0 | 63.5 | 64.0 | $64 \cdot 6$ | 65-1 |
| Sonora | 54. | $54 \cdot 3$ | 54.1 | 54.4 | $55 \cdot 4$ | 56.0 | 56.6 | 57.3 | 58.1 | 58.9 | 59.5 | $59 \cdot 9$ | $60 \cdot 3$ | $60 \cdot 7$ | $61 \cdot 2$ | $61 \cdot 6$ | $62 \cdot 0$ | 62.3 | $62 \cdot 6$ | $63 \cdot 0$ | $63 \cdot 4$ | 63.8 | $64 \cdot 2$ | 64.7 | $65 \cdot 1$ | $65 \cdot 6$ | 66-1 | 66.5 | 67.1 | 67.5 |
| Tabasco | $41 \cdot 2$ | $41 \cdot 3$ | 40.7 | $41 \cdot 3$ | $43 \cdot 1$ | $44 \cdot 4$ | $45 \cdot 6$ | 46.7 | 48.0 | $49 \cdot 2$ | $50 \cdot 2$ | $50 \cdot 8$ | 51-3 | 51.8 | $52 \cdot 3$ | 53.0 | $53 \cdot 5$ | 53.8 | 54-2 | 54.8 | $55 \cdot 4$ | $55 \cdot 9$ | 56.5 | 57.1 | 57.8 | $58 \cdot 3$ | 58 | 59.5 | 60.1 | ${ }^{60 \cdot 6}$ |
| Tamaulipas | 51. | $51 \cdot 9$ | $51 \cdot 7$ | 52 | 53.2 | 54.0 | 54.7 | 55.4 | 56.1 | 56.8 | 57.3 | 57.5 | 57.7 | 58.0 | 58.3 | 58.7 | $58 \cdot 9$ | 59-1 | 59.5 | 59.9 | $60 \cdot 3$ | 60.8 | 1.3 | 8 | 62.3 | 62.7 | 63.2 | 63.7 | $64 \cdot 2$ | 64.7 |
| Tlaxcala | 48.0 | $48 \cdot 5$ | 48.6 | 49.3 | 50.9 | 52.0 | 53.0 | 53-8 | 54.5 | $55 \cdot 1$ | $55 \cdot 7$ | 56-2 | 56.7 | 57.3 | 57.9 | 58.6 | 59.0 | 59.5 | 60.0 | 60 | $60 \cdot 8$ | $61 \cdot 2$ | $61 \cdot 6$ | $62 \cdot 0$ | 62.5 | $62 \cdot 9$ | 63.3 | 63.7 | $64 \cdot 2$ | $64 \cdot 6$ |
| Veracruz de Ignacio de la Llave | 41.2 | $41 \cdot 2$ | 40.5 | 40.8 | 42.2 | 43.0 | 43.8 | 44.7 | 45.8 | 46.8 | 47.6 | 48.1 | 48.5 | 49.0 | 49.6 | $50 \cdot 4$ | 50.8 | 51.2 | 51.8 | 52.3 | 53.0 | $53 \cdot 5$ | $54 \cdot 1$ | 54.7 | $55 \cdot 3$ | 55.8 | 56.3 | 56.8 | 57.4 | 57.9 |
| Yucatán | 49.4 | 49.7 | 49.7 | $50 \cdot 3$ | $51 \cdot 4$ | 52.3 | 53.1 | 53-8 | $54 \cdot 6$ | $55 \cdot 2$ | 55.8 | 56.3 | 56.7 | 57.3 | 57.8 | $58 \cdot 3$ | $58 \cdot 6$ | 58.9 | 59.4 | 59.9 | $60 \cdot 4$ | 60.9 | 61.5 | 22.0 | 62.5 | $63 \cdot 1$ | $63 \cdot 6$ | 64-1 | $64 \cdot 6$ | 65-1 |
| Zacatecas | 50.4 | 50.7 | 50.9 | $51 \cdot 4$ | $52 \cdot 2$ | 52.7 | 53.3 | 53.9 | 54.6 | $55 \cdot 3$ | 55.9 | 56-4 | $56 \cdot 9$ | 57.3 | 57.8 | 58.2 | 58.6 | 58.9 | 59.2 | 59.5 | 59.8 | 60.2 | 60.6 | 61.1 | 61.6 | 62.0 | $62 \cdot 5$ | 63.0 | $63 \cdot 5$ | ${ }^{64.0}$ |
| Nicaragua | 34.1 | $34 \cdot 4$ | $34 \cdot 9$ | $35 \cdot 7$ | 36.7 | 37.7 | 38.6 | 39.5 | 40.5 | $41 \cdot 2$ | 41.9 | $42 \cdot 4$ | $42 \cdot 8$ | 43.4 | 43.9 | $44 \cdot 6$ | $45 \cdot 1$ | $45 \cdot 4$ | 45.9 | $46 \cdot 6$ | 47.3 | $48 \cdot 2$ | 48.8 | 49.2 | 49.7 | 50.2 | 50.7 | $51 \cdot 2$ | 51.8 | 52.3 |
| Panama | 54. | 55.1 | 55 | $55 \cdot 5$ | $55 \cdot 9$ | 56-2 | 57.0 | 57.3 | 57.6 | 58.5 | 59.1 | 59.8 | 60.5 | $60 \cdot 7$ | 60.7 | 51.0 | $61 \cdot 3$ | 61. | 62.3 | 63.3 | 63.6 | $63 \cdot 3$ | 63.6 | 64.2 | 64-8 | $65 \cdot 5$ | 66 | 67.0 | 67.7 | 58.2 |
| Venezuela | $50 \cdot 2$ | 51.0 | 52.5 | 53.1 | 53.6 | $54 \cdot 8$ | 55.2 | $55 \cdot 6$ | 55.7 | 55.3 | 55.7 | 56.7 | 56.6 | $55 \cdot 2$ | 54.0 | 54-2 | $55 \cdot 6$ | 57.0 | 57.9 | $58 \cdot 3$ | 58.7 | 59.0 | 59.6 | $60 \cdot 1$ | $60 \cdot 4$ | $60 \cdot 7$ | $60 \cdot 8$ | $60 \cdot 9$ | $60 \cdot 9$ | 50.9 |
| Tropical Latin America | 48.5 | 49 | 49.9 | 50.6 | $51 \cdot 3$ | $51 \cdot 9$ | $52 \cdot 4$ | 52.9 | 53 | 53.9 | 54.3 | 54.7 | 55.2 | $55 \cdot 7$ | $56 \cdot 2$ | 56.6 | 57.1 | 57.7 | 58 | 58.8 | 59.4 | 60.0 | $60 \cdot 6$ | 2 | 61.8 | $62 \cdot 4$ | 22.8 | $63 \cdot 2$ | 63.6 | 64.0 |
| Brazil | $48 \cdot 4$ | 49.2 | 49.9 | $50 \cdot 6$ | 51-3 | 51.9 | $52 \cdot 4$ | $52 \cdot 9$ | 53-4 | 53.8 | 54-3 | 54.7 | $55 \cdot 2$ | 55.7 | 56.1 | 56.6 | 57.2 | 57.7 | 58.3 | 58.8 | 59.4 | 60.1 | 60.7 | 61-3 | 61. | 62. | 62 | 63.2 | $63 \cdot 6$ | 64.0 |
| Acre | $36 \cdot 3$ | 37.2 | 38.0 | 39.1 | 40.0 | 40.9 | $41 \cdot 6$ | $42 \cdot 2$ | 42.7 | $43 \cdot 3$ | 43.7 | $44 \cdot 3$ | $44 \cdot 9$ | $45 \cdot 5$ | 45.9 | $46 \cdot 5$ | 47.2 | 48.0 | 48.8 | 49.5 | 50.3 | 51-1 | $51 \cdot 9$ | $52 \cdot 7$ | 53.5 | 54.1 | $54 \cdot 7$ | $55 \cdot 2$ | 55.7 | 56.1 |
| Alago | $35 \cdot 6$ | $36 \cdot 4$ | $37 \cdot 2$ | 37.9 | $38 \cdot 5$ | $39 \cdot 1$ | $39 \cdot 6$ | $40 \cdot 2$ | 40.7 | 41-1 | 41.5 | 42 | $42 \cdot 4$ | $42 \cdot 9$ | 43.4 | $43 \cdot 9$ | 44.5 | $45 \cdot 2$ | $45 \cdot 9$ | 46.6 | 47.3 | 48.1 | 48.8 | 49.5 | 50.1 | 50.7 | 51-2 | $51 \cdot 6$ | 52.0 | $52 \cdot 4$ |
| Amapá | 47.9 | 48.7 | 49.5 | 50.4 | $51 \cdot 2$ | 51.8 | 52.4 | 52.8 | 53.2 | 53.5 | 53.9 | $54 \cdot 4$ | $54 \cdot 9$ | $55 \cdot 4$ | $55 \cdot 7$ | 56.0 | 56.4 | 56.9 | 57.3 | 57.8 | 58.4 | 59.0 | 59.6 | $60 \cdot 3$ | 60.9 | $61 \cdot 4$ | $61 \cdot$ | $62 \cdot 3$ | 62.7 | 63.1 |
| Amazonas | 45.3 | 46. | 47.0 | 47.8 | 48.6 | 49.1 | $49 \cdot 4$ | 49.7 | 49.8 | 49.9 | 49.9 | 50.0 | $50 \cdot 3$ | 50.6 | 50.9 | $51 \cdot 2$ | 51.7 | 52-2 | 52.8 | 53.3 | 54.0 | 54.7 | $5 \cdot 3$ | 56.0 | 56.7 | 57.3 | 57.8 | S8.3 | 58 | $59 \cdot 2$ |
| Bahia | $40 \cdot 3$ | $41 \cdot 3$ | $42 \cdot 1$ | $42 \cdot 8$ | $43 \cdot 4$ | 43.8 | $44 \cdot 2$ | 44.6 | $44 \cdot 9$ | $45 \cdot 2$ | 45.6 | $45 \cdot 9$ | $46 \cdot 4$ | $46 \cdot 9$ | 47.5 | 48.0 | 48.7 | 49.5 | $50 \cdot 2$ | $50 \cdot 9$ | 51.6 | 52.3 | 53.0 | 53.7 | 54 | 54 | 55 | $55 \cdot 8$ | 56.3 | 56 |
| Ceará | 38.9 | 39.8 | 40.5 | $41 \cdot 3$ | $41 \cdot 9$ | 42.5 | $43 \cdot 1$ | 43.7 | $44 \cdot 2$ | $44 \cdot 6$ | $45 \cdot 1$ | $45 \cdot 6$ | $46 \cdot 1$ | 46.7 | 47.3 | 47.9 | $48 \cdot 6$ | $49 \cdot 3$ | 50.0 | 50.7 | $51 \cdot 4$ | 52.2 | $52 \cdot 9$ | $53 \cdot 5$ | 54.2 | 54.7 | $55 \cdot 2$ | $55 \cdot 6$ | 56.0 | 56.4 |
| Distrito Federal | 57 | 58.7 | 59.6 | 60.7 | 61.8 | 63 | 64 | 65-3 | 66.2 | 67.0 | 67 | $68 \cdot 4$ | 69.0 | 69.6 | 70.0 | 70.5 | 71 | 71.6 | $72 \cdot 2$ | 72.7 | 73.3 | 73.9 | $74 \cdot 4$ | 75.0 | $75 \cdot 5$ | 75.9 | 76.3 | 76.7 | 77.1 | 77.4 |
| Espríto Santo | 47.6 | 48.4 | 49.1 | 50.0 | 50.7 | 51.5 | $52 \cdot 1$ | 52.8 | 53.4 | $54 \cdot 0$ | 54.6 | 55-2 | $55 \cdot 9$ | 56.5 | 57.1 | 57.7 | $58 \cdot 3$ | 59.0 | 59.6 | 60.1 | 60.8 | 61.5 | 62.1 | $62 \cdot 8$ | $63 \cdot 4$ | 63.9 | 64.4 | 64.8 | $65 \cdot 3$ | ${ }_{65} 7$ |
| Goiás | $44 \cdot 5$ | $45 \cdot 3$ | $46 \cdot 1$ | $46 \cdot 9$ | 47.7 | 48.5 | $49 \cdot 2$ | 49.8 | 50.4 | 51.0 | 51.6 | 52-2 | 52.8 | 53.4 | 54.0 | $54 \cdot 6$ | $55 \cdot 2$ | 55.8 | $56 \cdot 5$ | 57.1 | 57.8 | 58.5 | 59.2 | $59 \cdot 9$ | 60.5 | 61.0 | 61.5 | $61 \cdot 9$ | $62 \cdot 4$ | 62.8 |
| Maranhâo | $29 \cdot 9$ | 31 | 32.1 | 33. | 34. | 34.8 | $35 \cdot 5$ | 36.0 | 36. | 36.8 | 37.0 | 37.1 | 37.4 | 37.9 | $38 \cdot 3$ | 38. | $39 \cdot 4$ | 40. | 41.0 | 41 | 42.6 | 43. | 44 | $45 \cdot 2$ | $46 \cdot 0$ | $46 \cdot 7$ | 47 | 47.8 | 48.3 | 48.7 |
| Mato Grosso | 43.9 | 45.0 | 45.9 | $46 \cdot 9$ | 47.8 | 48.6 | 49.3 | 50.0 | 50.6 | 51-1 | 51.7 | $52 \cdot 4$ | $53 \cdot 1$ | 53.9 | $54 \cdot 6$ | $55 \cdot 3$ | 56.0 | 56.8 | 57.5 | 58.2 | 58.9 | 59.6 | $60 \cdot 3$ | 60.9 | $61 \cdot 6$ | 62.1 | $62 \cdot 6$ | 63.0 | 63.5 | 63.9 |
| Mato Grosso do Sul | 47. | 47.6 | 48 | 49.1 | 49.9 | $50 \cdot 6$ | 51.1 | 51.8 | 52.4 | 52.9 | 53.5 | 54.0 | $54 \cdot 6$ | $55 \cdot 1$ | $55 \cdot 6$ | $56 \cdot 1$ | 56.6 | 57.2 | 57.7 | 5 3 | $58 \cdot 9$ | 59.6 | 60.2 | 8 | 61.5 | 62.0 | $62 \cdot 5$ | $62 \cdot 9$ | $63 \cdot 3$ | 63 |
| Minas Gerais | 48.4 | $49 \cdot 2$ | 50.0 | 50.7 | $51 \cdot 4$ | 51.9 | 52.5 | 52.9 | 53-3 | 53.6 | 54.0 | 54.4 | $54 \cdot 9$ | $55 \cdot 4$ | 55-9 | $56 \cdot 5$ | 57.1 | 57.7 | 58.4 | 58.9 | 59.6 | $60 \cdot 3$ | $60 \cdot 9$ | $61 \cdot 5$ | 62.0 | 62.5 | 62.9 | $63 \cdot 3$ | $63 \cdot 7$ | 64.1 |
| Pará | 41.5 | $42 \cdot 5$ | $43 \cdot 4$ | $44 \cdot 4$ | $45 \cdot 3$ | 45.8 | $46 \cdot 2$ | $46 \cdot 4$ | 46.6 | 46.7 | $46 \cdot 8$ | 46-9 | 47.2 | 47.5 | 47.8 | 48.2 | 48.8 | 49.4 | 50.2 | 50.8 | 51.5 | $52 \cdot 3$ | 53.0 | 53.8 | 54.5 | $55 \cdot 1$ | $55 \cdot 6$ | 56.1 | 56.5 | $56 \cdot 9$ |
| Paralba | 37.7 | 38.6 | 39.4 | $40 \cdot 1$ | 40.7 | $41 \cdot 2$ | 41.6 | 42.0 | $42 \cdot 4$ | 42.7 | $42 \cdot 9$ | $43 \cdot 3$ | 43.8 | $44 \cdot 3$ | $44 \cdot 9$ | $45 \cdot 5$ | 46.2 | 47.0 | 47.8 | 48.4 | $49 \cdot 2$ | 50.0 | 50.7 | $51 \cdot 4$ | $52 \cdot 1$ | 52.7 | 53.1 | 53.6 | 54.0 | $54 \cdot 4$ |




| Kajiado | 37.1 | 37.9 | 38.7 | 39.4 | 40.1 | 40.8 | $41 \cdot 4$ | 42.0 | \| 42.5 | $43 \cdot 1$ | 43.5 | 44.0 | 44.3 | 44.7 | 45.1 | 45 | 46.0 | $46 \cdot 5$ | 47.1 | 47.6 | $48 \cdot 3$ | 49.0 | 49.7 | 50.5 | - 4 | . 2 | . 1 | 54.0 | $54 \cdot 9$ | - 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kakamega | 29. | $30 \cdot 2$ | 39 | 31 | $32 \cdot 1$ | $32 \cdot 6$ | 33.1 | . 6 | 34.1 | 34.6 | 35.0 | 35.4 | 35.8 | 6.2 | 36.7 | 372 | . 8 | 38.5 | $39 \cdot 1$ | $39 \cdot 9$ | 40.6 | 41.5 | $42 \cdot 3$ | 43 | $44 \cdot 3$ | 45-3 | $46 \cdot 3$ | $47 \cdot 3$ | $48 \cdot 3$ |  |
| Kericho | 25.8 | 27.0 | 28.0 | 28.9 | 29.7 | $30 \cdot 6$ | 31.4 | $32 \cdot 1$ | $32 \cdot 8$ | $33 \cdot 5$ | 34.1 | $34 \cdot 6$ | 35.2 | 35.7 | 36 | $36 \cdot 9$ | 37.7 | 38.5 | $39 \cdot 3$ | 40.2 | 41.1 | 42.0 | 43.0 | 44.0 | $45 \cdot 0$ | $46 \cdot 1$ | 47.2 | $8 \cdot 3$ | 49. | $50 \cdot 2$ |
| Kiambu | $42 \cdot 7$ | 43.6 | 4.5 | $45 \cdot 2$ | 45.8 | $46 \cdot 4$ | $46 \cdot 9$ | $47 \cdot 4$ | 47.8 | $48 \cdot 2$ | 48.6 | 49.0 | $49 \cdot 3$ | 49. | 50 | $50 \cdot 6$ | $51 \cdot 2$ | 51.8 | 52.5 | 53.1 | 53.8 | 54.5 | $55 \cdot 2$ | $55 \cdot 9$ | 56.6 | 5 3 | 58.0 | 58.7 | 59.4 | 60.0 |
| Kilifi | 29.6 | $30 \cdot 2$ | 30.7 | 31.2 | $31 \cdot 6$ | $32 \cdot 1$ | $32 \cdot 5$ | 33.0 | $33 \cdot 4$ | 33.7 | 34.0 | $34 \cdot 3$ | $34 \cdot 6$ | 35.0 | $35 \cdot 3$ | 35.8 | $36 \cdot 3$ | 37.0 | 37.7 | $38 \cdot 4$ | 39.2 | $40 \cdot 1$ | 41.0 | 42.0 | 43.0 | 44.0 | 0 | $46 \cdot 1$ | $47 \cdot 1$ | 47.8 |
| Kirinyaga | 38.5 | $39 \cdot 3$ | 40.0 | 406 | 41.1 | $41 \cdot 5$ | $41 \cdot 9$ | $42 \cdot 3$ | $42 \cdot 6$ | 43.0 | $43 \cdot 3$ | $43 \cdot 6$ | $43 \cdot 9$ | 44.2 | $44 \cdot 6$ | 45.0 | 45 | 46.0 | 46 | $47 \cdot 2$ | 47.8 | 8.5 | 49.2 | $9 \cdot 9$ | 50.6 | $51 \cdot 4$ | $52 \cdot 1$ | 52.8 | 53.6 | 54.2 |
| Kisii | $34 \cdot 1$ | 35.1 | 5.9 | 36.6 | 37.2 | 37.7 | $38 \cdot 1$ |  | 38.9 | $39 \cdot 3$ | 39.5 | 39.8 | $0 \cdot 2$ | 40.5 | $40 \cdot 9$ | 41.3 | 41.8 | 42.5 | $43 \cdot 1$ | $43 \cdot 8$ | 44.7 | $45 \cdot 6$ | 46.6 | 47.6 | 48.6 | 49.6 | . 6 | $51 \cdot 5$ | $52 \cdot 4$ | 53.2 |
| Kisumu | 35.4 | 36.2 | 36.9 | 37. | 38.0 | 38. | 38.8 | 39.1 | 39 | 39.6 | $39 \cdot 9$ | 40.2 | 40.5 | 40 | 41.2 | 41.6 | $42 \cdot 2$ | $42 \cdot 9$ | $43 \cdot 6$ | 44.4 | $45 \cdot 3$ | $46 \cdot 3$ | . 4 | 4 | $49 \cdot 4$ | 50.4 | 51.5 | 52.5 | 53.5 | 54.2 |
| Kitui | 27. | 28.6 | 29 | 29.9 | $30 \cdot 5$ | 31.0 | 31.5 | 32.0 | $32 \cdot 4$ | 32.8 | 33.2 | 33.6 | $34 \cdot 1$ | $34 \cdot 6$ | 35.1 | 35.7 | 36.4 | 37.1 | 37.8 | 38.5 | $39 \cdot 3$ | $40 \cdot 1$ | 41.0 | 42.0 | $42 \cdot 9$ | 43.8 | 44.8 | 45.7 | 46.6 | 47.3 |
| Kwale | 26.0 | 26.6 | 27.2 | 27.7 | 28.2 | 28.7 | $29 \cdot 1$ | 29.5 | 29.8 | 30.1 | 30.3 | 30.5 | 30.7 | 31.0 | 31.2 | 31.5 | $31 \cdot 9$ | $32 \cdot 5$ | $33 \cdot 1$ | 33.7 | $34 \cdot 5$ | $35 \cdot 3$ | $36 \cdot 1$ | 37.0 | 38.0 | 39. | $0 \cdot 1$ | 41.2 | $2 \cdot 2$ | $42 \cdot 9$ |
| Laikipia | 37.4 | 38.0 | 38.5 | 38.9 | $39 \cdot 2$ | $39 \cdot 5$ | $39 \cdot 8$ | 40.0 | $40 \cdot 4$ | 40.7 | $41 \cdot 1$ | 41.6 | $42 \cdot 1$ | 42.8 | $43 \cdot 5$ | $44 \cdot 3$ | 45.2 | $46 \cdot 1$ | 47.0 | 47 | 48.7 | 49. | 50.3 | $51 \cdot 2$ | 52.1 | 53.0 | 53- | 54.8 | 55.7 | 56.5 |
| Lamu | 25.6 | $26 \cdot 4$ | 27.3 | 28.1 | $28 \cdot 9$ | 29.6 | $30 \cdot 3$ | $30 \cdot 9$ | 31.4 | 32.0 | $32 \cdot 4$ | $32 \cdot 8$ | $33 \cdot 3$ | 33.8 | $34 \cdot 3$ | 34.8 | $35 \cdot 4$ | 36.1 | $36 \cdot 9$ | 37.6 | 38.5 | $39 \cdot 3$ | $40 \cdot 2$ | $41 \cdot 1$ | 42.0 | $42 \cdot 9$ | $43 \cdot 9$ | $44 \cdot 8$ | $45 \cdot 7$ | $46 \cdot 5$ |
| Machakos | 33.7 | 34.6 | 35.5 | $36 \cdot 3$ | 37.0 | 37.6 | $38 \cdot 3$ | 38.9 | 39.5 | $40 \cdot 1$ | $40 \cdot 6$ | $41 \cdot 1$ | 41.6 | $42 \cdot 1$ | $42 \cdot 7$ | $43 \cdot 3$ | $43 \cdot 9$ | 44.7 | $45 \cdot 4$ | $46 \cdot 1$ | 46.8 | 47.6 | 48.4 | $49 \cdot 2$ | 50.0 | $50 \cdot 9$ | 51.7 | $52 \cdot 6$ | 53.4 | 54.1 |
| Makueni | 28.3 | 28.8 | $9 \cdot 4$ | 29.9 | 30.4 | $30 \cdot 9$ | 31.4 | 31.9 | $32 \cdot 4$ | $32 \cdot 8$ | $33 \cdot 3$ | 33.7 | 34.1 | $34 \cdot 6$ | 35.1 | 35.6 | 36.1 | . 7 | 37.4 | 38.0 | 38.8 | 39.6 | $40 \cdot 3$ | $41 \cdot 2$ | . 0 | $42 \cdot 9$ | 43.7 | 44.6 | $45 \cdot 5$ | $46 \cdot 2$ |
| Mandera | 10.6 | 1.0 | $1 \cdot 5$ | 12.1 | $12 \cdot 6$ | $3 \cdot 2$ | 13.8 | 14.4 | $14 \cdot 9$ | $15 \cdot 4$ | 15.8 | 16.2 | 16.7 | $17 \cdot 1$ | $17 \cdot 5$ | 17.8 | $18 \cdot 3$ | 18.9 | 19.4 | 20.0 | $20 \cdot 6$ | $21 \cdot 3$ | 22.0 | 22.7 | 23.4 | $24 \cdot 1$ | 24.7 | $25 \cdot 4$ | 26.1 | 26.6 |
| Marsabit | 20.5 | 21.0 | $21 \cdot 5$ | 22. | 22.5 | 22. | 23.4 | 23.9 | 24 | 24.8 | 25.2 | 25.6 | 26.0 | 26 | 26.8 | 27.3 | 27 | 28 | 28 | 29 | $30 \cdot 4$ | $31 \cdot 2$ | 32.0 | $32 \cdot 8$ | 33.7 | $34 \cdot 6$ | $35 \cdot 5$ | 3.4 | 37.3 | 38.0 |
| Meru | $33 \cdot 3$ | $34 \cdot 1$ | $34 \cdot 9$ | $35 \cdot 6$ | $36 \cdot 3$ | 37.0 | 37.6 | 38.1 | $38 \cdot 6$ | 39.1 | 39.6 | 40.0 | $40 \cdot 4$ | 40.8 | 41.2 | 41.6 | 42.1 | 42.7 | 43.2 | 43.8 | $44 \cdot 5$ | $45 \cdot 2$ | 46.0 | 46.8 | 47.6 | $48 \cdot 4$ | $49 \cdot 2$ | $50 \cdot 1$ | $50 \cdot 9$ | $51 \cdot 6$ |
| Migori | 18.7 | 19.8 | 20.8 | $21 \cdot 8$ | $22 \cdot 6$ | $23 \cdot 3$ | $23 \cdot 9$ | 24.5 | 25.0 | $25 \cdot 3$ | $25 \cdot 6$ | $25 \cdot 9$ | $26 \cdot 3$ | 26.8 | 27.3 | 27.7 | 28.4 | $29 \cdot 1$ | 29.9 | 30.7 | 31.8 | 33.0 | $34 \cdot 3$ | 35.4 | 36.6 | 37.9 | $39 \cdot 1$ | - 4 | 41.6 | 42.5 |
| Mombasa | $42 \cdot 4$ | 43.0 | 43.5 | $43 \cdot 9$ | $44 \cdot 3$ | 44.7 | $45 \cdot 1$ | $45 \cdot 4$ | $45 \cdot 7$ | 46.0 | $46 \cdot 2$ | $46 \cdot 3$ | $46 \cdot 5$ | 46.6 | 46.8 | 47.1 | $47 \cdot 4$ | 47.9 | 48.5 | 49. | 49.8 | 50.5 | 51-3 | $52 \cdot 1$ | $52 \cdot 9$ | 53.8 | 54.6 | 55.5 | 56.3 | 57.0 |
| Murang'a | 37.6 | 38.4 | 39.1 | 39.7 | 40.2 | 40.7 | 41.2 | $41 \cdot 6$ | 42.0 | 42.5 | 43.0 | $43 \cdot 4$ | $43 \cdot 9$ | $44 \cdot 4$ | $44 \cdot 9$ | $45 \cdot 5$ | 46.1 | 46.8 | 47.4 | 48.0 | $48 \cdot 6$ | $49 \cdot 3$ | 49.9 | 50.6 | $51 \cdot 3$ | $52 \cdot 0$ | 52.7 | 53.4 | 54.2 | $54 \cdot 8$ |
| Nairobi | $54 \cdot 3$ | 54.9 | 55.4 | 55.7 | 56.1 | 56.4 | 56.6 | 56.9 | 57.1 | 57.3 | 57.5 | $57 \cdot 6$ | 57.8 | 58.0 | 58.3 | 58.6 | 59.0 | 59.5 | $60 \cdot 1$ | $60 \cdot 6$ | $61 \cdot 2$ | 61.7 | $62 \cdot 2$ | 62.7 | $63 \cdot 2$ | 63.7 | 64.3 | $64 \cdot 9$ | 65.5 | 66.0 |
| Nakuru | $35 \cdot 5$ | 36.4 | 37.1 | 37. | $38 \cdot 3$ | 38.7 | 39. | 39.5 | 39. | 40.1 | 40. | 40.5 | 40.7 | $40 \cdot 9$ | $41 \cdot 2$ | 41.5 | $42 \cdot 1$ | 42.7 | 43 | 44.1 | $44 \cdot 8$ | 45.7 | 6. 6 | 47.5 | $48 \cdot 5$ | 49.4 | 50.4 | 51.4 | $52 \cdot 4$ | 53.2 |
| Nandi | 30.8 | 31.7 | 32.5 | 33 | 33.8 | 34. | $35 \cdot 0$ | 35.6 | 36.3 | 37.0 | 37.7 | 38.2 | 38.8 | $39 \cdot 3$ | 39 | 40.4 | 41.0 | 41.6 | 42.1 | 42.7 | 3.4 | $44 \cdot 1$ | 44.9 | $45 \cdot 8$ | 46.8 | 47.8 | 48.8 | 49.9 | 50.9 | 51.8 |
| Narok | 21.9 | 22.5 | 23.0 | $23 \cdot 4$ | 23.8 | 24.1 | $24 \cdot 3$ | 24.6 | $25 \cdot 1$ | $25 \cdot 5$ | $25 \cdot 9$ | $26 \cdot 3$ | 26.8 | $27 \cdot 4$ | 28.0 | 28.6 | $29 \cdot 3$ | $30 \cdot 1$ | 30.8 | $31 \cdot 6$ | $32 \cdot 4$ | $33 \cdot 3$ | 34.2 | 35.2 | 36 | 37.4 | 38.6 | 39. | 40.9 | 41.8 |
| Nyamira | $36 \cdot 6$ | 37.5 | $38 \cdot 3$ | $39 \cdot 1$ | 39.8 | $40 \cdot 4$ | 41.0 | 41.5 | 42.0 | $42 \cdot 5$ | $42 \cdot 9$ | 43.2 | $43 \cdot 6$ | 44.0 | $44 \cdot 3$ | 44.8 | $45 \cdot 2$ | $45 \cdot 8$ | $46 \cdot 4$ | 47. | $47 \cdot 9$ | 48.8 | $49 \cdot 8$ | $50 \cdot 8$ | $51 \cdot 8$ | 52.8 | $53 \cdot 9$ | $54 \cdot 9$ | 55 | 56.7 |
| Nyandarua | 33.8 | $34 \cdot 8$ | 35.6 | $36 \cdot 3$ | 37.0 | $37 \cdot 6$ | 38.2 | 38.8 | 39.3 | $39 \cdot 9$ | 40.5 | 41.0 | $41 \cdot 6$ | $42 \cdot 2$ | $42 \cdot 9$ | $43 \cdot 6$ | $44 \cdot 4$ | $45 \cdot 2$ | 46.0 | 46.7 | 47.5 | $48 \cdot 3$ | 49.0 | 49.8 | 50.5 | $51 \cdot 3$ | $52 \cdot 1$ | $52 \cdot 9$ | 53.7 | $54 \cdot 4$ |
| Nyeri | $40 \cdot 1$ | $40 \cdot 9$ | 41.5 | $42 \cdot 2$ | $42 \cdot 8$ | $43 \cdot 3$ | 43.8 | 44.2 | 44.7 | $45 \cdot 1$ | 45.4 | $45 \cdot 8$ | $46 \cdot 1$ | 46.4 | 46.8 | 47.2 | 47.8 | $48 \cdot 4$ | 49.0 | 49.7 | $50 \cdot 4$ | 51.1 | 51.8 | $52 \cdot 5$ | 53.2 | 53.9 | 54.7 | $55 \cdot 4$ | 56.1 | $56 \cdot 8$ |
| Samburu | 17.0 | 17.5 | 17.8 | $18 \cdot 1$ | 18.4 | 18.6 | 18.8 | 19.0 | 19.4 | 19.8 | 20.3 | 20.7 | 21.2 | 21.8 | 22.5 | 23.1 | $23 \cdot 9$ | 24. | $25 \cdot 5$ | 26.2 | 27.0 | 27.8 | 28.7 | 29.6 | $30 \cdot 6$ | 31.5 | $32 \cdot 5$ | 33.6 | 5 | $35 \cdot 3$ |
| Siaya | 24.2 | 24.8 | 25.5 | 26.1 | 26.7 | 27.3 | 27. | $28 \cdot 3$ | 28. | 29.0 | 29. | 29.5 | 29.7 | 30.0 | $30 \cdot 3$ | $30 \cdot 6$ | $31 \cdot 1$ | 31.7 | $32 \cdot 3$ | 33.0 | $33 \cdot 9$ | $34 \cdot 9$ | 36.0 | 37.1 | . 2 | 4 | 6 | $1 \cdot 8$ | $42 \cdot 9$ | $43 \cdot 7$ |
| Taita Taveta | 35.1 | $35 \cdot 9$ | 36.7 | 37.5 | 38.1 | 38.8 | 39.4 | 39.9 | 40.4 | $40 \cdot 9$ | $41 \cdot 3$ | 41.6 | 42.0 | $42 \cdot 3$ | $42 \cdot 6$ | 43.0 | 43.4 | 44.0 | 44.6 | $45 \cdot 2$ | 46.0 | 46.7 | 47.5 | 48.3 | $49 \cdot 1$ | 49.9 | 50.7 | 51.6 | $52 \cdot 4$ | 53.1 |
| Tana River | $22 \cdot 9$ | $23 \cdot 3$ | 23.7 | 24.0 | $24 \cdot 3$ | 24.6 | 24.8 | 25.0 | $25 \cdot 2$ | $25 \cdot 3$ | $25 \cdot 4$ | $25 \cdot 5$ | 25.7 | $25 \cdot 9$ | 26.1 | 26.3 | 26.6 | 27.0 | 27.5 | 28.1 | 28.8 | 29.5 | $30 \cdot 3$ | 31.2 | $32 \cdot 2$ | 33.2 | $34 \cdot 3$ | $35 \cdot$ | $36 \cdot 3$ | 37.1 |
| Tharaka Nithi | 33.0 | $33 \cdot 6$ | $34 \cdot 3$ | $34 \cdot 9$ | $35 \cdot 5$ | 36.1 | 36.7 | 37.2 | 37.8 | 38.5 | 39.0 | 39.7 | $40 \cdot 4$ | 41.1 | 41.8 | $42 \cdot 6$ | $43 \cdot 4$ | $44 \cdot 2$ | 45.0 | $45 \cdot 8$ | 46.7 | 47.5 | $48 \cdot 3$ | $49 \cdot 2$ | $50 \cdot 1$ | 51.0 | $52 \cdot 0$ | $52 \cdot 9$ | 53. | $54 \cdot 6$ |
| Trans Nzoia | 30.7 | 31.8 | 32.7 | $33 \cdot 5$ | 34.2 | $34 \cdot 8$ | $35 \cdot 4$ | $35 \cdot 9$ | $36 \cdot 4$ | 37.0 | 37.5 | 38.0 | 38.6 | $39 \cdot 2$ | 39.7 | $40 \cdot 3$ | 41.0 | 41.7 | $42 \cdot 3$ | 43.0 | 43.8 | $44 \cdot 6$ | $45 \cdot 4$ | $46 \cdot 3$ | 47.2 | 48.2 | $49 \cdot 3$ | $50 \cdot 3$ | $51 \cdot 3$ | $52 \cdot 1$ |
| Turkana | 18.5 | 19.2 | 19.8 | 20.5 | 21.2 | 21.8 | 22.4 | 23.0 | $23 \cdot 6$ | 24.1 | 24.6 | 25.0 | $25 \cdot 4$ | 25.8 | 26.1 | 26.4 | 26.7 | 27. | 27.5 | 27.9 | 28.4 | 28.9 | 29.5 | $30 \cdot 2$ | 31.0 | 31.8 | 32.7 | $33 \cdot 6$ | $34 \cdot 4$ | 35.2 |
| Uasin Gishu | 36.9 | 37.9 | $38 \cdot 8$ | 39.5 | 40.2 | 40.8 | $41 \cdot 3$ | $41 \cdot 8$ | $42 \cdot 3$ | 42.8 | 43.2 | 43.7 | $44 \cdot 1$ | 44.6 | $45 \cdot 1$ | 45.7 | $46 \cdot$ | 46.9 | 47.5 | 48.2 | 49.0 | 49.8 | $50 \cdot 6$ | 51.5 | $52 \cdot 4$ | $53 \cdot 3$ | $54 \cdot 2$ | $55 \cdot 2$ | 56.1 | $56 \cdot 9$ |
| Vihiga | 27.2 | 28.2 | 29. | 29 | $30 \cdot 8$ | 31.5 | $32 \cdot 2$ | 32.8 | 33. | 34. | 34.5 | $34 \cdot 9$ | $35 \cdot 2$ | 35.4 | 35. | 36.0 | $36 \cdot 3$ | 36. | 37.1 | 37 | 38.0 | 38.6 | 39.2 | 39.9 | 40.6 | $41 \cdot 4$ | $42 \cdot 3$ | 43.2 | 44.1 | $44 \cdot 8$ |
| Wajir | 11.9 | 12.1 | $12 \cdot 5$ | $12 \cdot 9$ | $13 \cdot 4$ | 13.8 | 14. | 14.7 | 15. | $15 \cdot 7$ | 16.1 | 16.5 | $16 \cdot 9$ | 17.2 | 17.5 | 17.8 | 18. | 18.5 | $18 \cdot 9$ | 19.3 | $19 \cdot 8$ | $20 \cdot 3$ | 20.9 | 21. | $22 \cdot 1$ | 22.8 | $23 \cdot 4$ | $24 \cdot 1$ | 24 | $25 \cdot 3$ |
| West Pokot | 19.6 | $20 \cdot 3$ | 21.0 | 21.6 | $22 \cdot 2$ | 22.7 | $23 \cdot 1$ | 23.5 | $23 \cdot 9$ | $24 \cdot 3$ | $24 \cdot 8$ | $25 \cdot 2$ | 25.7 | $26 \cdot 3$ | 27.0 | 27.8 | 28.6 | 29.5 | $30 \cdot 3$ | $31 \cdot 2$ | $32 \cdot 2$ | 33.1 | $34 \cdot 2$ | $35 \cdot 2$ | 36.4 | 37.5 | 38.7 | 39.9 | $41 \cdot 1$ | 42.0 |
| Madagascar | $26 \cdot 7$ | $27 \cdot 0$ | 27.2 | 27.2 | $27 \cdot 3$ | 27.2 | $27 \cdot 3$ | 27.7 | $28 \cdot 2$ | 28.5 | 28.8 | 29.8 | 30.7 | $31 \cdot 3$ | $32 \cdot 2$ | 33.1 | $33 \cdot 2$ | 32.8 | $33 \cdot 0$ | 33.3 | $33 \cdot 6$ | $33 \cdot 9$ | 34.4 | $35 \cdot 2$ | 36.1 | $36 \cdot 9$ | 37.8 | 38.6 | 39.4 | $40 \cdot 1$ |
| alawi | 19.7 | $20 \cdot 1$ | $20 \cdot 3$ | 20.4 | 20.6 | 20.8 | $21 \cdot 1$ | $21 \cdot 5$ | 22.0 | 22.5 | $22 \cdot 9$ | 23.2 | $23 \cdot 7$ | $24 \cdot 2$ | $24 \cdot 8$ | 25.4 | 26.1 | 27.0 | 28.0 | 29.0 | 30.0 | $30 \cdot 9$ | 31.7 | $32 \cdot 4$ | 33.2 | $33 \cdot 9$ | $34 \cdot 6$ | $35 \cdot 3$ | $5 \cdot 9$ | 36.4 |
| Mozambique | 12.1 | $12 \cdot 2$ | 12.4 | 12.7 | 13.2 | $13 \cdot 4$ | $13 \cdot 9$ | $14 \cdot 6$ | 15.4 | 16.1 | 16. | 17.2 | 17. | $18 \cdot 6$ | $19 \cdot 3$ | 20.1 | 20.8 | $21 \cdot 6$ | 22. | 23.4 | $24 \cdot 3$ | 25.2 | $25 \cdot 9$ | 26.7 | 27.5 | $28 \cdot 3$ | $29 \cdot 2$ | $30 \cdot 1$ | $30 \cdot 9$ | $31 \cdot 4$ |
| Rwanda | $25 \cdot 9$ | 26.1 | 26.1 | $26 \cdot 3$ | $25 \cdot 9$ | $25 \cdot 9$ | $25 \cdot 9$ | $26 \cdot 1$ | 26.5 | 27.0 | 27.5 | 28.0 | 28.9 | 29.8 | 30.8 | 31.6 | $32 \cdot 4$ | $33 \cdot 3$ | 34.2 | 34.9 | 35.6 | 36.4 | 37.1 | 37.9 | 38.6 | $39 \cdot 4$ | 40.2 | 41.0 | 41.7 | 42.5 |
| Somalia | $4 \cdot 96$ | 5.02 | 5.08 | 5.14 | $5 \cdot 22$ | $5 \cdot 31$ | 5.41 | 5.52 | $5 \cdot 64$ | 5.74 | 5.93 | 6.15 | $6 \cdot 29$ | 6.42 | 6.55 | 6.69 | 6.82 | $6 \cdot 95$ | 7.09 | 7.22 | 7.36 | 7.48 | 7.60 | 7.72 | 7.85 | 7.98 | 8.11 | $8 \cdot 25$ | 8.39 | 8.49 |
| South Sudan | $25 \cdot 4$ | $25 \cdot 6$ | 25.8 | 26.0 | $26 \cdot 3$ | $26 \cdot 5$ | 26.8 | $26 \cdot 9$ | 27.1 | 27.4 | 27.8 | $28 \cdot 1$ | 28.5 | 28.9 | 29.3 | 29.8 | $30 \cdot 3$ | $30 \cdot 9$ | $31 \cdot 4$ | $31 \cdot 9$ | $32 \cdot 5$ | 33.1 | 33.7 | 34.2 | 34.7 | $35 \cdot 2$ | $35 \cdot 7$ | 36.4 | 37 | 37.6 |
| Uganda | 16.7 | 16.6 | 16.5 | $16 \cdot 4$ | $16 \cdot 5$ | 16.8 | $17 \cdot 3$ | 18.1 | $19 \cdot 1$ | 20.1 | 21.1 | $22 \cdot 3$ | $23 \cdot 6$ | 24.9 | $25 \cdot 9$ | 27.1 | $28 \cdot 3$ | $29 \cdot 2$ | $30 \cdot 2$ | $31 \cdot 1$ | $32 \cdot 1$ | 33.1 | 33-9 | 34.8 | $35 \cdot 7$ | 36.6 | 37.5 | 38.4 | 3 | $40 \cdot 0$ |
| izania | 25.7 | $26 \cdot 0$ | $26 \cdot 5$ | 27.2 | 27.5 | 27.7 | 28.0 | 28.5 | 29.2 | 29.6 | 29.7 | $30 \cdot 1$ | $30 \cdot 8$ | 31.6 | $32 \cdot 1$ | 32.5 | $33 \cdot 0$ | 33.7 | 34.5 | 35.2 | 36.0 | 36.7 | 37.3 | 37.8 | 38.1 | 38.3 | 39.1 | . 3 | $41 \cdot 2$ | $41 \cdot 9$ |
| mbi | 29.7 | $29 \cdot 9$ | $30 \cdot 1$ | $30 \cdot 2$ | 30.6 | 31.0 | 31.3 | 31. | $32 \cdot 1$ | $32 \cdot 4$ | $32 \cdot 8$ | $33 \cdot 3$ | 33.7 | 34.2 | 34.7 | 35.2 | 36.1 | 37. | $38 \cdot 3$ | 39.5 | 40.8 | 42.0 | 43.1 | 44.2 | $45 \cdot 3$ | $46 \cdot 3$ | $47 \cdot 3$ | $48 \cdot 3$ | $49 \cdot 2$ | 49.8 |
| Southern sub-Saharan Africa | 50.6 | $51 \cdot 1$ | 51.6 | 52.1 | $52 \cdot 4$ | $52 \cdot 6$ | 53. | 53. | 53 | 54.1 | 54. | $55 \cdot 1$ | $55 \cdot 4$ | 55.8 | 56.2 | 56.6 | 57.0 | 57. | 58.4 | 59.0 | 59.4 | 60.0 | $60 \cdot 6$ | 61 | . 4 | 8 | 2. 3 | 62.7 | 63.1 | $63 \cdot 5$ |
| Botswana | 43.1 | $44 \cdot 1$ | 45.0 | $45 \cdot 9$ | 46.8 | 47. | 48. | $49 \cdot 1$ | $49 \cdot 9$ | 50.7 | $51 \cdot 6$ | 52.4 | 53.2 | 54.0 | $54 \cdot 8$ | 55.6 | $56 \cdot 6$ | 57. | 58.4 | 59.0 | 59 | $60 \cdot 4$ | 61.0 | $61 \cdot 4$ | $61 \cdot 8$ | $61 \cdot 9$ | $61 \cdot 9$ | $62 \cdot 3$ | $62 \cdot 9$ | 63.3 |
| eSwatini | 40.0 | $40 \cdot 9$ | 41.8 | $42 \cdot 5$ | $43 \cdot 3$ | 44.0 | 44.7 | $45 \cdot 3$ | $45 \cdot 8$ | 46.5 | 47.2 | 47.9 | $48 \cdot 6$ | $49 \cdot 1$ | 49.7 | 50.4 | $51 \cdot 1$ | 51.6 | 52.0 | 52.5 | $53 \cdot 1$ | $53 \cdot 6$ | $54 \cdot 1$ | 54.7 | $55 \cdot 3$ | $55 \cdot 8$ | $56 \cdot 3$ | 56.9 | $57 \cdot 4$ | 57.7 |
| Lesotho | 31.8 | $32 \cdot 4$ | 33.2 | 34.0 | $34 \cdot 8$ | 35.6 | 36.4 | 37.2 | 38.0 | 38.7 | $39 \cdot 3$ | $39 \cdot 9$ | $40 \cdot 4$ | $40 \cdot 9$ | $41 \cdot 4$ | $41 \cdot 9$ | $42 \cdot 2$ | 42.7 | 43.2 | 43.8 | $44 \cdot 3$ | $44 \cdot 9$ | $45 \cdot 6$ | 46.2 | 46.8 | 47.4 | 48.0 | 48.6 | 49. | 49.8 |
| Namibia | $44 \cdot 3$ | 44.7 | $45 \cdot 2$ | $45 \cdot 9$ | $46 \cdot 6$ | . 2 | 47.8 | 48.4 | 48.9 | 49.6 | $50 \cdot 1$ | $50 \cdot 6$ | 51.1 | $51 \cdot 4$ | $51 \cdot 9$ | $52 \cdot 4$ | 52.9 | $53 \cdot 5$ | $54 \cdot 1$ | 54.7 | 55.2 | 55-9 | 56.8 | 57.5 | $58 \cdot 3$ | 59.0 | 59.7 | $60 \cdot 2$ | $60 \cdot 8$ | $61 \cdot 3$ |
| South Africa | 54. | 54. | $55 \cdot 1$ | 55.6 | 55.8 | $55 \cdot 8$ | 56 | 56.4 | 56.6 | 57.0 | 57.7 | 58.1 | 58.2 | 58.6 | 59.0 | 59.4 | 59.9 | 60. | 61 | 62 | 62 | $63 \cdot 5$ | 64 | $64 \cdot 5$ | $64 \cdot 9$ | 65 | 65.7 | $66 \cdot 1$ | $66 \cdot 5$ | 8 |
| Zimbabwe | 39.7 | $40 \cdot 4$ | 41. | 41 | 42.2 | 42.7 | 43 | 44.0 | 44 | 44.6 | $44 \cdot 8$ | 45 | $45 \cdot 2$ | 45 | $44 \cdot 8$ | $44 \cdot 4$ | 43 | 43.1 | $42 \cdot 4$ | $41 \cdot 9$ | 41.7 | 41.8 | $42 \cdot 3$ | 43.0 | . 8 | 44.5 | 2 | $45 \cdot 9$ | $46 \cdot 6$ | 47.1 |
| Western sub-Saharan Africa | $24 \cdot 3$ | 24.9 | 25 | $26 \cdot 3$ | 26.7 | $26 \cdot 8$ | 27.1 | 27.6 | 28.0 | $28 \cdot 3$ | 28.4 | $28 \cdot 9$ | 29.6 | $30 \cdot 2$ | 31.0 | $32 \cdot 0$ | $32 \cdot 9$ | 33. | $34 \cdot 6$ | $35 \cdot 3$ | 36 | 36.9 | 37.7 | 38.3 | 39.0 | 39.8 | $40 \cdot 6$ | $41 \cdot 4$ | $42 \cdot 1$ | 42.6 |
| Benin | 20.7 | $21 \cdot 2$ | 21.7 | $22 \cdot 4$ | $23 \cdot 1$ | 23.8 | 24.4 | $24 \cdot 9$ | $25 \cdot 3$ | 25.8 | $26 \cdot 3$ | 26.7 | 26.9 | 27.3 | 27.8 | 28.4 | 29.0 | 29.6 | $30 \cdot 1$ | 30.8 | 31.4 | 32.0 | 32.5 | 33.2 | 33.8 | $34 \cdot 5$ | $35 \cdot 1$ | 35.8 | 36.5 | 37.1 |
| Burkina Faso | $12 \cdot 6$ | $13 \cdot 1$ | 13.3 | $13 \cdot 6$ | $13 \cdot 9$ | $14 \cdot 2$ | 14.7 | $15 \cdot 2$ | $15 \cdot 6$ | 16.0 | 16.6 | 17.1 | 17.5 | $17 \cdot 9$ | 18.5 | 19.2 | 19.8 | $20 \cdot 3$ | 20.8 | $21 \cdot 4$ | $21 \cdot 9$ | $22 \cdot 3$ | $22 \cdot 6$ | $23 \cdot 1$ | 23.7 | $24 \cdot 4$ | $24 \cdot 9$ | $25 \cdot 4$ | $25 \cdot 9$ | 26.4 |
| Cape Verde | 29.4 | $30 \cdot 2$ | 30.8 | $31 \cdot 2$ | $31 \cdot 9$ | $32 \cdot 7$ | 33.8 | $34 \cdot 8$ | 35.8 | 36.7 | 37.7 | 38.7 | 39.7 | 40.7 | 41.6 | $42 \cdot 5$ | $43 \cdot 3$ | $44 \cdot 1$ | $45 \cdot 0$ | 45.8 | $46 \cdot 5$ | 47.2 | $47 \cdot 9$ | $48 \cdot 6$ | $49 \cdot 2$ | $49 \cdot 9$ | 50.5 | $51 \cdot 1$ | $51 \cdot 9$ | $52 \cdot 6$ |
| Cameroon | 31-3 | $32 \cdot 2$ | $33 \cdot 2$ | 34.1 | 34.7 | $34 \cdot 9$ | $35 \cdot 1$ | $35 \cdot 5$ | $35 \cdot 9$ | 35.8 | 35.8 | 36.0 | $36 \cdot 2$ | $36 \cdot 8$ | $37 \cdot 4$ | 37.9 | $38 \cdot 7$ | $39 \cdot 4$ | 40.2 | 41.0 | $41 \cdot 9$ | $42 \cdot 6$ | 43.3 | $44 \cdot 1$ | 44 | $45 \cdot 8$ | 46.7 | $47 \cdot 6$ | $48 \cdot 4$ | $49 \cdot 0$ |
| Chad | $10 \cdot 3$ | $10 \cdot 9$ | 11.4 | 11 | $11 \cdot 9$ | 12 | 12. | $13 \cdot 0$ | 13.3 | $13 \cdot 5$ | $13 \cdot 6$ | $13 \cdot 8$ | 14.0 | $14 \cdot 3$ | 14.8 | 5 4 | $15 \cdot 9$ | 16.5 | $17 \cdot 1$ | 17.7 | 18.5 | 19.2 | 20 | 20.7 | 21. | $22 \cdot 3$ | 23.0 | 23.7 | 4 | $24 \cdot 8$ |
| Côte dlvoire | $25 \cdot 6$ | 26.6 | 27.7 | $28 \cdot 6$ | $29 \cdot 1$ | 29.6 | 30.0 | 30.5 | 31.1 | $31 \cdot 6$ | 31.8 | 32.2 | 32.6 | $32 \cdot 9$ | $33 \cdot 2$ | 33.4 | 33.8 | 34.0 | 34.4 | $34 \cdot 8$ | $35 \cdot 2$ | 35.7 | $36 \cdot 3$ | 37.0 | 37.7 | 38.6 | $39 \cdot 5$ | $40 \cdot 3$ | $41 \cdot 1$ | -9 |
| The Gambia | 19.8 | 20.4 | 21.0 | 21.7 | $22 \cdot 3$ | $22 \cdot 9$ | 23.5 | 24.2 | 24.9 | 25.7 | 26.5 | 27.2 | 27.9 | 28.5 | 29.3 | 30.1 | 30.8 | $31 \cdot 3$ | $31 \cdot 9$ | $32 \cdot 6$ | 33 | $33 \cdot 9$ | 34.7 | $35 \cdot 4$ | 36.0 | 36.6 | 37.3 | 38.0 | 38.7 | $39 \cdot 3$ |
| Ghana | $34 \cdot 9$ | 35.8 | 37.1 | 38.7 | 38.9 | $38 \cdot 5$ | $39 \cdot 1$ | $39 \cdot 9$ | $40 \cdot 8$ | $41 \cdot 1$ | $41 \cdot 3$ | $42 \cdot 1$ | $42 \cdot 6$ | 43.0 | $43 \cdot 6$ | 44.6 | $45 \cdot 3$ | $46 \cdot 3$ | 47.1 | 47.6 | 48.5 | $49 \cdot 9$ | $50 \cdot 4$ | 50.7 | 51.3 | 51.8 | 53.0 | 54.2 | 55.2 | $55 \cdot 9$ |
| Guinea | 16.7 | $17 \cdot 1$ | 17.7 | $18 \cdot 3$ | 18.8 | $19 \cdot 3$ | 19.9 | $20 \cdot 6$ | 21.2 | 21.6 | $21 \cdot 9$ | 22.3 | $22 \cdot 9$ | 23.4 | $23 \cdot 9$ | 24.7 | 25.2 | $25 \cdot 6$ | 26.0 | 26.5 | $26 \cdot 9$ | 27.1 | 27.4 | 27.7 | 28.1 | $28 \cdot 6$ | 29.2 | 30.0 | 30.8 | 31.5 |
| Guinea-Bissau | 17.4 | 18.0 | 18.5 | $19 \cdot 1$ | 19.8 | $20 \cdot 4$ | $21 \cdot 1$ | 21.8 | $22 \cdot 4$ | 23.0 | 23.5 | 24.0 | 24.5 | 25.0 | 25.5 | 26.1 | 26.6 | 27.1 | $27 \cdot 6$ | 28.1 | 28.7 | $29 \cdot 4$ | $30 \cdot 0$ | 30.5 | $31 \cdot 1$ | 31.6 | $32 \cdot 3$ | $32 \cdot 9$ | $33 \cdot 6$ | $34 \cdot 2$ |
| Liberia | 22.8 | 23.0 | 22.9 | $22 \cdot 4$ | 21.5 | 20.4 | 19.0 | $18 \cdot 2$ | 18.0 | 18.7 | 20.5 | $22 \cdot 3$ | 24.0 | 24.7 | $25 \cdot 4$ | 26.1 | $26 \cdot 9$ | 27.7 | 28.5 | $29 \cdot 1$ | $29 \cdot 9$ | $30 \cdot 7$ | 31.5 | 32.5 | $33 \cdot 4$ | $34 \cdot 2$ | $34 \cdot 9$ | $35 \cdot 6$ | $36 \cdot 2$ | 36.6 |
| Mali | 11.7 | 12.0 | 12.4 | 13.0 | $13 \cdot 4$ | $13 \cdot 8$ | 14 | $15 \cdot 1$ | $15 \cdot 6$ | 16.0 | $16 \cdot 3$ | 16.8 | 17. | 17.6 | 18.1 | 18.7 | 193 | 19. | 20.2 | 20. | 21. | 21.9 | 22. | 23.0 | 23 | 24 | 24.6 | 25 | 25.8 | $26 \cdot 3$ |
| Mauritania | 31.1 | 31.8 | 32.5 | $33 \cdot 5$ | $34 \cdot 4$ | 35.1 | $35 \cdot 6$ | 36.0 | 36.5 | 36.8 | 37.0 | 37.1 | 37.2 | 37.5 | 38.0 | 38.6 | 39.4 | $40 \cdot 2$ | 40.9 | 41.5 | $42 \cdot 3$ | 43.0 | 43.7 | 44.4 | $45 \cdot 2$ | 46.0 | 46.7 | 47.5 | 48.2 | 48.8 |
| Niger | 7.96 | 8.24 | 8.59 | 9.11 | 9.59 | 9.84 | $10 \cdot 1$ | 10.5 | 11. | $11 \cdot 3$ | 11.4 | 11.5 | 11.7 | 12.1 | 12 | 12.5 | $12 \cdot 6$ | 12 | $12 \cdot 8$ | $12 \cdot 9$ | $13 \cdot 2$ | $13 \cdot 6$ | 14.0 | 14.4 | 14.8 | $15 \cdot 3$ | $15 \cdot 7$ | 16.2 | 16.7 | 17.0 |
| Nigeria | $24 \cdot 9$ | $25 \cdot 5$ | $26 \cdot 1$ | 26.7 | 27.1 | $26 \cdot 9$ | $26 \cdot 9$ | $27 \cdot 3$ | 27.5 | 27.6 | 27.6 | 28.0 | 29.1 | 30.0 | 31.2 | 32.7 | $34 \cdot 0$ | $35 \cdot 1$ | 36.2 | 36.9 | 37.8 | $38 \cdot 9$ | 40.0 | $40 \cdot 9$ | 41.7 | 42.7 | $43 \cdot 7$ | $44 \cdot 6$ | 45 | $46 \cdot 1$ |
| São Tomé and Príncipe | 29.8 | $30 \cdot 1$ | $30 \cdot 5$ | $31 \cdot 1$ | 31.5 | 31.7 | $32 \cdot 2$ | 32.7 | $33 \cdot 3$ | 34.0 | 34.5 | 35.0 | 35.8 | 36.6 | 37.5 | 38.5 | 39.4 | $40 \cdot 3$ | 41.0 | 41.7 | $42 \cdot 6$ | $43 \cdot 4$ | 44.2 | $45 \cdot 1$ | $45 \cdot 9$ | 46.8 | 47.6 | $48 \cdot 4$ | 49.2 | $49 \cdot 9$ |
| Senegal | 22.7 | $23 \cdot 3$ | 24.0 | 24.6 | $25 \cdot 2$ | $25 \cdot 6$ | $25 \cdot 9$ | 26.3 | 26.7 | 27.2 | 27.6 | $27 \cdot 9$ | $28 \cdot 3$ | 28.7 | 29.1 | 29.5 | $29 \cdot 9$ | $30 \cdot 5$ | $31 \cdot 1$ | $31 \cdot 6$ | 32.2 | $32 \cdot 8$ | $33 \cdot 4$ | 34.1 | 34.6 | 35.2 | 35.8 | $36 \cdot 5$ | 37.2 | 37.9 |
| Sierra Leone | 19.5 | 19.8 | 20.1 | 20.5 | 20.9 | 21-1 | 21.5 | 21.6 | 21.6 | 21.5 | 21.6 | $21 \cdot 8$ | $22 \cdot 3$ | 22.8 | $23 \cdot 4$ | 23.8 | $24 \cdot 1$ | 24.7 | $25 \cdot 4$ | 26.0 | 26.7 | 27.3 | 28 | $29 \cdot 2$ | $30 \cdot 3$ | 31. | 31.7 | 32. | 33 | $33 \cdot 7$ |
| Togo | 26.9 | 27.6 | $28 \cdot 4$ | $28 \cdot 9$ | $29 \cdot 4$ | 30.0 | 30.6 | 31-2 | 31.5 | 31.8 | 32-1 | $32 \cdot 3$ | 32.6 | 32.8 | $33 \cdot 1$ | $33 \cdot 2$ | $33 \cdot 6$ | 34.0 | 34.5 | 35.0 | $35 \cdot 6$ | 36.2 | 36.8 | 37.6 | 38.3 | 39.1 | 39.8 | 40.6 | 41.4 | $42 \cdot 1$ |

Table S6. Mediation factor matrix
For IHD, stroke, and diabetes we pooled all available cohorts and estimated relative risks with and without adjustment across all combinations of metabolic risk factors. We then computed the excess attenuated risk for each mediation-risk-cause set.

| Risk Factor | Mediator | Cause | Mediation Factor |
| :---: | :---: | :---: | :---: |
| Lead exposure | High systolic blood pressure | Rheumatic heart disease | $\begin{gathered} \hline 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Intracerebral hemorrhage | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Subarachnoid hemorrhage | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Hypertensive heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Other cardiomyopathy | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Atrial fibrillation and flutter | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Aortic aneurysm | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Peripheral artery disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | High systolic blood pressure | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | Kidney dysfunction | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | Kidney dysfunction | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Lead exposure | Kidney dysfunction | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Pedestrian road injuries | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Cyclist road injuries | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Motor vehicle road injuries | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Other road injuries | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Other transport injuries | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Falls | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Other exposure to mechanical forces | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Non-venomous animal contact | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Smoking | Low bone mineral density | Physical violence by other means | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in fruits | High fasting plasma glucose | Ischemic stroke | $\begin{gathered} 0.05 \\ (0.04 \text { to } 0.06) \end{gathered}$ |
| Diet low in fruits | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in fruits | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.06 \\ (0.05 \text { to } 0.08) \end{gathered}$ |
| Diet low in fruits | High LDL cholesterol | Ischemic stroke | $\begin{gathered} 0.05 \\ (0.04 \text { to } 0.06) \end{gathered}$ |


| Diet low in fruits | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.06 \\ (0.05 \text { to } 0.08) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Diet low in fruits | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 0.05 \\ (0.04 \text { to } 0.06) \end{gathered}$ |
| Diet low in vegetables | High fasting plasma glucose | Ischemic stroke | $\begin{gathered} 0.08 \\ (0.04 \text { to } 0.16) \end{gathered}$ |
| Diet low in vegetables | High fasting plasma glucose | Intracerebral hemorrhage | $\begin{gathered} 0.08 \\ (0.04 \text { to } 0.16) \end{gathered}$ |
| Diet low in vegetables | High fasting plasma glucose | Subarachnoid hemorrhage | $\begin{gathered} 0.08 \\ (0.04 \text { to } 0.16) \end{gathered}$ |
| Diet low in vegetables | High LDL cholesterol | Ischemic stroke | $\begin{gathered} 0.09 \\ (0.04 \text { to } 0.16) \end{gathered}$ |
| Diet low in vegetables | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 0.03 \\ (0.02 \text { to } 0.04) \end{gathered}$ |
| Diet low in vegetables | High systolic blood pressure | Intracerebral hemorrhage | $\begin{gathered} 0.04 \\ (0.02 \text { to } 0.05) \end{gathered}$ |
| Diet low in vegetables | High systolic blood pressure | Subarachnoid hemorrhage | $\begin{gathered} 0.04 \\ (0.02 \text { to } 0.05) \end{gathered}$ |
| Diet low in whole grains | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in whole grains | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.39 \\ (0.17 \text { to } 0.54) \end{gathered}$ |
| Diet low in whole grains | High LDL cholesterol | Ischemic stroke | $\begin{gathered} 0.16 \\ (0.05 \text { to } 0.37) \end{gathered}$ |
| Diet low in nuts and seeds | High fasting plasma glucose | Ischemic heart disease | $\begin{gathered} 0.03 \\ (0.02 \text { to } 0.06) \end{gathered}$ |
| Diet low in nuts and seeds | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.2 \\ (0.01 \text { to } 0.76) \end{gathered}$ |
| Diet low in nuts and seeds | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.34 \\ (0.24 \text { to } 0.47) \end{gathered}$ |
| Diet low in milk | Diet low in calcium | Colon and rectum cancer | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in red meat | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in processed meat | High fasting plasma glucose | Ischemic heart disease | $\begin{gathered} 0.01 \\ (0.01 \text { to } 0.02) \end{gathered}$ |
| Diet high in processed meat | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sugar-sweetened beverages | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sugar-sweetened beverages | High body-mass index in adults | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in fiber | Diet low in fruits | Ischemic heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in fiber | Diet low in whole grains | Ischemic heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet low in seafood omega-3 fatty acids | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.01 \\ (0 \text { to } 0.02) \end{gathered}$ |
| Diet low in polyunsaturated fatty acids | High fasting plasma glucose | Ischemic heart disease | $\begin{gathered} 0.57 \\ (0.39 \text { to } 0.77) \end{gathered}$ |
| Diet low in polyunsaturated fatty acids | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.72 \\ (0.57 \text { to } 0.89) \end{gathered}$ |
| Diet high in trans fatty acids | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.15 \\ (0.02 \text { to } 0.24) \end{gathered}$ |
| Diet high in trans fatty acids | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.15 \\ (0.02 \text { to } 0.24) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Rheumatic heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Intracerebral hemorrhage | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Subarachnoid hemorrhage | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Hypertensive heart disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Other cardiomyopathy | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Atrial fibrillation and flutter | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |


| Diet high in sodium | High systolic blood pressure | Aortic aneurysm | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Diet high in sodium | High systolic blood pressure | Peripheral artery disease | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | High systolic blood pressure | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | Kidney dysfunction | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | Kidney dysfunction | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Diet high in sodium | Kidney dysfunction | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Childhood sexual abuse against females | Alcohol use | Alcohol use disorders | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Childhood sexual abuse against males | Alcohol use | Alcohol use disorders | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| Low physical activity | High fasting plasma glucose | Ischemic heart disease | $\begin{gathered} 0.14 \\ (0.11 \text { to } 0.18) \end{gathered}$ |
| Low physical activity | High fasting plasma glucose | Ischemic stroke | $\begin{gathered} 0.08 \\ (0.03 \text { to } 0.14) \end{gathered}$ |
| Low physical activity | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ \text { (1 to 1) } \end{gathered}$ |
| High fasting plasma glucose | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.04 \\ (0.02 \text { to } 0.05) \end{gathered}$ |
| High fasting plasma glucose | High LDL cholesterol | Ischemic stroke | $\begin{gathered} 0.04 \\ (0.03 \text { to } 0.06) \end{gathered}$ |
| High fasting plasma glucose | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.1 \\ (0.08 \text { to } 0.11) \end{gathered}$ |
| High fasting plasma glucose | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 0.15 \\ (0.14 \text { to } 0.17) \end{gathered}$ |
| High fasting plasma glucose | High systolic blood pressure | Intracerebral hemorrhage | $\begin{gathered} 0.15 \\ (0.14 \text { to } 0.17) \end{gathered}$ |
| High fasting plasma glucose | High systolic blood pressure | Subarachnoid hemorrhage | $\begin{gathered} 0.15 \\ (0.14 \text { to } 0.17) \end{gathered}$ |
| High fasting plasma glucose | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High fasting plasma glucose | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High LDL cholesterol | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.09 \\ (0.07 \text { to } 0.11) \end{gathered}$ |
| High LDL cholesterol | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 0.16 \\ (0.14 \text { to } 0.18) \end{gathered}$ |
| High systolic blood pressure | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 1 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High systolic blood pressure | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High systolic blood pressure | Kidney dysfunction | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High systolic blood pressure | Kidney dysfunction | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High systolic blood pressure | Kidney dysfunction | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High body-mass index in adults | High fasting plasma glucose | Ischemic heart disease | $\begin{gathered} 0.15 \\ (0.1 \text { to } 0.2) \end{gathered}$ |
| High body-mass index in adults | High fasting plasma glucose | Ischemic stroke | $\begin{gathered} 0.22 \\ (0.12 \text { to } 0.31) \end{gathered}$ |
| High body-mass index in adults | High fasting plasma glucose | Intracerebral hemorrhage | $\begin{gathered} 0.22 \\ (0.13 \text { to } 0.32) \end{gathered}$ |
| High body-mass index in adults | High fasting plasma glucose | Subarachnoid hemorrhage | $\begin{gathered} 0.22 \\ (0.13 \text { to } 0.32) \end{gathered}$ |


| High body-mass index in adults | High fasting plasma glucose | Diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| High body-mass index in adults | High LDL cholesterol | Ischemic heart disease | $\begin{gathered} 0.1 \\ (0.05 \text { to } 0.15) \end{gathered}$ |
| High body-mass index in adults | High LDL cholesterol | Ischemic stroke | $\begin{gathered} 0.03 \\ (0 \text { to } 0.08) \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Ischemic heart disease | $\begin{gathered} 0.31 \\ (0.28 \text { to } 0.34) \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Ischemic stroke | $\begin{gathered} 0.65 \\ (0.57 \text { to } 0.72) \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Intracerebral hemorrhage | $\begin{gathered} 0.65 \\ (0.58 \text { to } 0.73) \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Subarachnoid hemorrhage | $\begin{gathered} 0.65 \\ (0.58 \text { to } 0.73) \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Hypertensive heart disease | $\begin{gathered} 1 \\ \text { (1 to } 1 \text { ) } \end{gathered}$ |
| High body-mass index in adults | High systolic blood pressure | Atrial fibrillation and flutter | $\begin{gathered} 0.31 \\ (0.28 \text { to } 0.34) \end{gathered}$ |
| High body-mass index in adults | Kidney dysfunction | Chronic kidney disease due to diabetes mellitus type 2 | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High body-mass index in adults | Kidney dysfunction | Chronic kidney disease due to hypertension | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High body-mass index in adults | Kidney dysfunction | Chronic kidney disease due to glomerulonephritis | $\begin{gathered} 1 \\ (1 \text { to } 1) \end{gathered}$ |
| High body-mass index in adults | Kidney dysfunction | Chronic kidney disease due to other and unspecified causes | $\begin{gathered} 1 \\ (1 \text { to } 1) \\ \hline \end{gathered}$ |



|  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 既 |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |



|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| +1/ |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
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|  |  |  |  |  |  |  |  |  |  |  | A | ge |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Risk- Outcome | Units | Mortality | Sex | Allage | 25.29 gars | ${ }^{30.34 \text { yars }}$ | 35.39 yars | 40.44 jars | 45.49 y ars | 5.054 y ars | 5.599 gars | 6.064 yars | 6.59 yam | ${ }^{20.74 ~ \text { yars }}$ | ${ }^{5} 579$ gears | 80.84 year | ${ }^{8.899 \text { yars }}$ | 90.94 gars | j5 years |
| Ambient pariciculate mater polution (PM2.5) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover res | 600 ymm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower esepriauy infecions | 50 ygm | Boh | Boh | ${ }_{\text {(1.94403033 }}^{\text {2.13 }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower eseriatay infecions | gm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover respiatar | 300 ygm | Boh | Boh | (1.9310528864) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower erepia | 200 ygm | Bah | Both | (1.7470929989 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover |  | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower erepriaty infecioss | ${ }^{130}$ ugr | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Loner esperiaty finctions | ${ }^{110}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower erepriauy infeciors | ${ }^{\text {90 Mgmp }}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover espiriary inctions | 70 mgm | Boh | Boh | (1.1.453, |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Loner espiriary infecions | ${ }^{50} \mathrm{pmm}{ }^{\text {m }}$ | Boh | Boh | (1.214050.555) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| everepiraoy infections | $30 \mathrm{gm} \mathrm{m}^{\text {m }}$ | Boh | Boh | (1.12801.1.366) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| repriaury ifections | 25 gmp | Boh | Boh | (1.107004 1.305 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ver espriatory ifecioins | 20 gma | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lower espiriauy infections | 15 gmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover espiriauy infecions | ${ }^{10 \mathrm{mgma}}$ | Boh | Boh | (.1.1089 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover erepiniov infecions | ${ }_{5} \mathrm{mgm}$ | Boh | Bolt | ${ }_{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lover reppraaty infecioins | ${ }^{0} \mathrm{mgm}{ }^{\text {m }}$ | Bath | Boh | ${ }_{\text {(1.0iol }}^{\text {(1.0) }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Tracteal, boocchus and ling emaner | 600 gmm | Boh | Both |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Trateal, boonctus, and ling emarer | 500 pg | Boh | Boh | 1.574 (1.451 to 2.275$)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Trateal, borochis, and lung eane | 400 ymm | Bah | Boh | (1.4.54 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Trateal, borocrus, and lugg eane | Mmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, boonchis, and lusg ancer | Mgm ${ }^{\text {m }}$ | Boh | Bolh | $\begin{gathered} 1.574 \\ (1.435 \text { to } 1.869) \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 150 ymm | Boh | Boh | (1.422iti. 1.842 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Tracheal, boorchus, and lung eaner | ngm | Boh | Bolt | (1.1.574 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, boonchus, and lugs ancer | 10 gmp | Bolh | Boh | (1.411.51.8111) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceale boonchus, and lus eaner | ${ }^{90} \mathrm{pgma}$ | Both | Ban |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | ${ }^{0} \mathrm{pgma}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceall borochus, and lugs ganer | 50 ymm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Tracteal borochls, and ling eaner | ${ }^{30} 0$ ymm | Boh | Boih | (1.226i60.425) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, boonchus, and lugs ancer | 25 gmm | Bah | Boh | (0.194010.376) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Tracteal boorchus, and lung eaner | 20 ymm | Boh | Boh | ${ }_{\text {(1.1600 }}^{1.2727}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, boochsus, and lugs eaneer | 15 gmm | Boh | Boar | (0.1250101.254) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceala, boochus, and lugs eaneer | ${ }^{10 \mathrm{pgmm}}$ | Boh | Boh | (1.06601.1.179) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, boorchs, and lugs eaneer | 5 mgm | Boh | Bolt | (1.044 to 1.094 ) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Traceal, borochus, and lung cane | ${ }_{0} \mathrm{ngm}^{\text {m }}$ | Boh | Boll | ${ }_{\text {(1.0 }}^{\text {(1.0 } 1.0)}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Shemic heart disase | ${ }^{600} \mathrm{pmgm}$ | Boh | Boh |  |  |  |  | 2599, |  | (2072 |  | (567124.682) | -1.67 |  | (1.991 | (1782 | $\left\lvert\, \begin{aligned} & 1.531 \\ & \text { (1251202028 }\end{aligned}\right.$ |  | - 1.3 .4 .4 |
| bshenceic heart disese | 500 ygm | Boh | Boh |  | (2.2032 | 20069 | (2, | (2778 | $\xrightarrow{2243}$ | (12763) | ${ }_{\text {20, }}^{2005}$ | ${ }_{\text {2 }}^{2045}$ |  | ${ }_{\text {L }}^{1.9257}$ | ${ }_{\text {ckill }}^{1.491}$ | 1.1998 | (1.4929 | 1.564 | (1.79 |
| schencei heart disese | 400 Hgmm | Boh | Boh |  | (2.2884 | ${ }_{\text {cose }}^{2035}$ | 2,189 | ${ }_{\text {2 }}^{2358}$ | 2.16 | 20.7 | 2005 | ${ }^{1.966}$ | 1.661 | 1.833 | 1.491 | 1.615 | ${ }^{1.453}$ | 1.488 | ${ }^{12.24}$ |
| Ischenici heart disese | ${ }^{300 \mathrm{gmam}}$ | Boh | Boat |  |  | ${ }_{\text {coin }}^{20}$ | 2.189 | ${ }^{2} 2388$ | ${ }^{2076}$ | 2002 | 2.005 | 1.887 | ${ }^{1.648}$ | ${ }^{1.799}$ | 1.491 | 1.352 | (1.44 | 1.413 | 1.21 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| emic heard diesese | Mgm | Boh | Boh |  | (2.13903.3.35] | (2011 103.134) | (1.937 | ${ }_{858102}^{21739}$ | $1.788(1025.517)$ | 1.687 [02333 | ${ }_{6}^{639020212)}$ | I.5636020.055) | (1.503040.1.901) | (1.47170.01.095) | (1.3.7701. 1.1584 | ${ }^{\text {(1.29040. } 1.568)}$ |  |  | (1.141017.1774) |
| eenic heart disase | ${ }^{150 p p g m}$ | Boh | Boh |  | (2.134015.37276) | (2.111049.059 |  |  |  |  | ${ }_{\text {che }}^{2005}$ | (1.55569 12027 | (1.4220.1.856) | (1.461601.747) |  | (1.297006511) |  | (1.1920.19937) | ${ }_{\text {L }}^{1.15157}$ |
| schemici heart diesese | ngm | Boh | Both |  | (2.1320483,262) |  |  |  | (1.78109240468) | 1.2 .029 |  |  | (1.4870.70.838) | (1.451.409728) |  |  | ${ }_{\text {a }}^{1.12374}$ |  |  |
| bshenenic heart diesese | $110 \mathrm{pm} \mathrm{m}^{8}$ | Both | Boh |  | (2455 | ${ }_{\text {a }}^{1.19395}$ | ${ }_{\text {2 }}^{2.189}$ | ${ }_{\text {a }}^{2}$ | .1.1918 | (1.205720268) |  |  |  |  | ${ }_{\text {L }}^{1.1981}$ | (1.373 |  |  | (1.1.23 |
| bschenict ceat disese | ${ }^{\text {90 ¢mma }}$ | Boh | Boh |  | ${ }_{\text {(21.1403237 }}^{2.41}$ | (1.9940 $\left.{ }^{1.9026}\right)$ |  |  | 1991, 1901 | 2072 | ${ }_{\text {20, }}^{5005}$ | . 172721 | (1.771101.822) | (1.398401.705 | ${ }^{(1.356461 .5995}$ |  | (1.23600. 1.396 | ${ }^{(1.18650 .12006)}$ | ${ }_{\text {(1.138 }{ }^{\text {(130 }} \text { (122) }}$ |
| nic heard disese | 70 gmm | Boh | Boh |  |  | (1.782 |  |  | 1.7.99502390) |  |  | ${ }_{\text {L }}^{1.1888}$ | ${ }_{(1.35591 .76)}^{1.19}$ | ${ }_{(1.36441 .1 .662)}^{1.48}$ |  | 1.26850.459) |  |  | cill |
| schenicic hear disese | ${ }^{50} \mathrm{gmm}$ | Boh | Boh |  |  |  |  |  | (1776 | ${ }_{(1.522(123}^{1.201)}$ | ${ }^{1.807}$ | 1.154, | ${ }^{1.35949}$ |  | ${ }^{(1.274464 .481}$ | (13401.4060 | ${ }_{\text {a }}^{1.123809}$ | ${ }^{1.177} 1210.255$ | cill |
| schenici heart disese | ${ }^{30 \mu \mathrm{~mm}}$ | Boh | Boh |  |  |  | 1.5.58 |  |  | (1.611 | ${ }_{\text {l }}^{1.5006}$ | 1.3.34 | ${ }_{\text {a }}^{1.382}$ | (120124,479) | ${ }_{\text {(1.17821 }}^{\text {(138) }}$ | ${ }^{1.24}$ | (1.189 | ${ }_{\text {l }}^{1.122}$ |  |
| enic leard liem | 25 wmm | Boh | Boh |  | (1.451.412.252) |  |  | ${ }^{1.2965}$ |  | 1.547 | ${ }_{\text {L }}^{1.2537}$ | . 12.289 | ${ }^{12051283}$ | ${ }_{(1.1723}^{1.170143)}$ | ${ }_{\text {a }}^{1.1576}$ |  | .1.168 | (1.118 | ${ }_{\text {L }}^{1.065}$ |
| Ischemic heard diesese | 20 gmp | Boh | Boh |  | ${ }^{1.351}$ | 12.263 | ${ }^{1.403}$ | 1.584 | ${ }^{1.326}$ | 1.473 | 1.457 | 1.23 | 1.232 | 12.17 | ${ }^{1.227}$ | 1.187 | 1.144 | 1.102 | 1.055 |
|  |  |  |  |  |  |  |  |  |  | ${ }^{(23660.1037)}$ | (1.209 1.1 .547 | (1.7701.469) |  | (1.3701.35) |  | (040401.597 |  | (06500 1.1.66 | (15350.1.122 |
| heart diesee | mm | Boh | Boh |  | (1.2741.201.875) | ${ }^{(1.24401 .1 .8089}$ |  |  |  |  |  | ${ }^{(1.155 / 50.38)}$ | (1.26801.1337) | (1.105 1.14 .1 .12$)$ | (1.02200.244) | 1.757101200) | (1.06610.1.175) | (1.5358.01.1.18) | (094104 1.101 |
| enic heart disese | ${ }^{10 \mathrm{mgm}}$ | Boh | Boh |  | (1.18301.1.634) | (1.163.0.1.578) | (1.1550.1.1498) | (1.146.1.483) | (1.13960.1.407) | (1.1279 | (1.1.25 | (1.117 |  | (1.124 | ${ }_{\text {a }}^{\text {(1.622011 } 1.178)}$ | (1.1.99 | (1.045081.126) | ${ }_{\text {(1.0661 }}^{\text {(1.1.1) }}$ | ${ }^{(0.1027031 .1 .074}$ |
| heard disese | ${ }_{5} \mathrm{pgma}$ | Boh | Boh |  | (1.030 10.1 .3 .45 | $\left(\begin{array}{l}\text { (1.02207 } 1.3122\end{array}\right.$ | ${ }_{\text {L }}^{1.114}$ |  | ${ }^{1.07089}$ | ${ }_{\text {den }}^{1.152}$ | (1.138 | ${ }^{1.109}$ | ${ }_{\text {a }}^{1.03681}$ | (1.066 | ${ }^{1.1064} 10.096$ | (1020 | (1.23040.069 |  | $\left.{ }^{(1.01410} 1.047\right)$ |
| Ischencic heart disese | ${ }_{0} \mathrm{pgma}$ | Boh | Boh |  | (1.1.0.0.0) |  | ${ }_{\text {(1.0.0 }}^{\text {(1.0) }}$ | ${ }_{\text {(1.0io }}^{1.0}$ | ${ }_{\text {a }}^{\text {(1.0io } 1.0)}$ |  | (1.0io 1.00 | ${ }_{\text {(1.0io } 1.0}^{1.0}$ | ${ }^{1.0}{ }^{1.0}$ |  | ${ }_{\text {(1.0.0 }}^{1.0}$ |  |  | ${ }_{\text {(1.0io } 1.0)}^{1.0}$ |  |
| Srose | 600 | Boh | Boh |  | (2.5510.4.682) | ${ }_{(2521.104 .377)}^{\text {S.1. }}$ | ${ }_{(2,342404.015}^{3.237}$ |  |  | ${ }_{2}^{2.17120}$ | (1.2399 3.131 |  | (1.95502.8099] |  |  | ${ }_{\text {L }}^{1.19898}$ | (1.35402.112) | ${ }_{\text {a }}^{\text {(1.2360.0.939 }}$ | ${ }_{\text {(120960.7.71) }}^{\text {(1.54 }}$ |
| Sroke | $50 \mathrm{pgm} \mathrm{m}^{\text {a }}$ | Boh | Boh |  |  | (2.517090.2211) |  |  | 2.126060.405 | 2.077 | ${ }^{2} 2399$ |  | $\left.{ }^{1.95552} 50.642\right)$ | (1.630 20.10473 |  |  | (35240.9884 | ${ }_{\text {(1.23853 }}^{178189}$ | ${ }_{\text {a }}^{1.2947}$ |
| Srose | $400 \mathrm{ygm}{ }^{\text {m }}$ | Boh | Boh |  | ${ }_{(2,6351040.427)}$ |  | ${ }_{(233}^{23,108776)}$ | ${ }_{(2215}^{2795}$ | ${ }_{(0.126053246}^{2.657}$ | (2.060 2175 | ${ }^{2} 929998$ |  | (1.979 | ${ }_{\text {a }}^{2014}$ | ${ }_{\text {che }}^{\text {(1.5959 }}$ (2.15) | (1.147602022 |  |  |  |
| Srose | ${ }^{300} \mathrm{pgm} \mathrm{m}^{\text {m }}$ | Boh | Boh |  |  |  |  | 20878, 27.10 |  | ${ }_{2}^{2.1275}$ | ${ }_{\text {cose }}^{2.399}$ |  | ${ }^{1.8828}$ | (1.5970.10.135) |  | (1.1881801873) | ${ }^{1.149}$ | 1.51 |  |
|  |  |  |  |  | 3.612 |  |  | 2.75 | 2.52 | 2.175 | 2399 |  | 1.846 |  | 1.819 | 1.613 |  |  |  |
| smote | 20 pgm |  | Bour |  | (2.602004.252) | (2.5140 3.953$)$ | (22900.358) | (22030.3.329) | 2.13770.0.071 | [1.92202 2 7.91] | .87902.565) | (1.774020.38) | (1.671 10.2255 | (1.55850 2.0411 | (1.438010.877) | (1.44401.731) | (1.348010.588) | (1.271014.76) | (1.201 10.3 .39$)$ |
| Sroce | ${ }^{150 ~ p ~} \mathrm{gm} \mathrm{m}$ | Boh | Both |  |  |  |  |  | (2.12303030.477) | (1.9550 2.275 | ${ }^{(1.73730 .259599}$ | (1.7560.23999 | (1.664020.175) | (1.580, 1.214 .0044 | (1.48601.1.334) |  | (1.34140.10.54) |  |  |
| Sroce | ${ }_{130}$ | Boh | Boh |  | (2.53565042120) | (2.45950.39.904) |  |  | (2.116030.332) |  |  | (1.7550.233) |  | (1.5750.0.10.988) | (1.48660.1.821) | (1.406060.657) | (1.334010.531) |  | (1.1220.1.299) |
| Srose | $110 \mathrm{pgm} \mathrm{m}^{\text {P }}$ | Boh | Boh |  | (2.557.6404206) | (2.45509 3.9094 |  | (2.18403027) | (2.1060630.044) | (.1.78802.755) | ${ }^{(1.5550 .293935)}$ | (1.74720.329) | (1.1.15 | (1.660001. 1.982 | (1.48507.1.808) | (1.401.1.66) | (1.327019.523) | (1.25409 1.10089 | (1.18900.21289 |
| Srose | ${ }^{90 \mathrm{pmgm}}$ | Boh | Boat |  | (2.539094.4.141) | (2.4690930.822) |  | (2.16060.228) | (2.2445976) | (1.966:102724) |  | 1.72550232077 | ${ }^{1.19898}$ | ${ }_{\text {(1.55303 }}^{12097}$ | (1.478 ${ }^{1.7171795}$ |  | (1.361401.515) | (1.24560.1.398) |  |
| Srove | mm | Boh | Boh |  | (2.336.633.327) |  | (2.14.1038.258) | 20:49030.004 | (1.968 ${ }^{2 / 25}$ |  | ${ }^{2} .761 .105$ | . 1.65 2.107 1.188$)$ | (.1.774 | (1.171708 1.879 |  | (.3.44401.007 | (1.39568 | ${ }_{\text {(1.233601.375) }}^{1.294}$ | (1.167006.288) |
| Srote | ${ }^{50} \mathrm{pmax}$ | Boah | Boh |  | ${ }_{\text {(2006603273) }}^{2804}$ | 1.9982350006 | (1.9990278741) | (2.36720.593) | (1.7480929383 | Li.1.34 | (0.065020.066) | . 1.1939 | (1.7.28 | (1.468091.707) |  | (1.2970 1.1469 | (1.247070.394) |  | (1.1220721211) |
|  | ${ }^{30 \mathrm{mgm}}$ | Boh | Boh |  |  |  |  |  | (1.477 1.641 .1944 |  |  |  |  |  | ${ }_{\text {(1.220 }}^{1.145}$ | (1.1900.1.351) | (1.159601.2894) |  |  |


| Stroke | 25 gmm | Boh | Boh |  | (1.5650102335) |  | (1.482ip ${ }^{1.904}$ |  |  |  | $\left\lvert\, \begin{aligned} & 1.505 \\ & (1.3810 .644)\end{aligned}\right.$ |  |  |  | (1.1.383 1.373$)$ | (1.15900.1.314) |  |  | (1.11.1.19) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroke | 20 gmm | Boh | Boh |  |  | (1.146502099) | (1.327) | (1.32007 | (1.1.27) |  | ${ }_{\text {L }}^{1.241}$ | (1.1.41) | (123 | lintine |  | (1.1.57 | (121318 |  |  |
| Srobe | 15 gmm | Boh | Boh |  |  | (1.31.150 1.8393) | (1.295 1.7 .704 |  | (1.23801.576) | ${ }^{12287}$ | ${ }_{\text {a }}^{1.1 .138}$ | (1.399, | ${ }_{\text {1 }}^{1.175}$ | (1271 | (12.1128 | (1118 | ${ }_{\substack{1095 \\ \hline 82201.175}}^{10}$ | litios | (1077 |
| Stroke | 10 ymm | Boh | Boh |  | (1.227060.659] | ${ }_{\text {a }}^{1.2929}$ | ${ }_{\text {cel }}^{1.36}$ |  | ${ }_{\text {ctill }}^{1.214}$ | (1.18801.192888) | ${ }_{(1.124012 .1315}^{10}$ | (1.1247 1.21 .278 | ${ }_{\text {(1.119 }}^{1.10}$ | (1.0910101218) | (1.142 | ${ }_{\text {(1.0640 }}^{1.179}$ | ${ }_{\text {(1.55 }}^{1.501 .1371}$ | ${ }_{\text {a }}^{1.1076}$ | ${ }_{\substack{1.056 \\(1.3050 .077)}}^{\text {a }}$ |
| Srole | 5 ngmp | Boh | Boh |  | (1.1.124398.368) | (1.1.19, |  | (1.086012.256) | (1.10107 | (1.1.1.096 |  |  | $\left.{ }_{\text {a }}^{\text {(1.52061 }} 1.143\right)$ |  |  | (1.0.039 | ${ }^{\text {a }}$ | (1041) |  |
| Stroke | ${ }^{0 \mathrm{ngma}}$ | Boh | Boh |  | 1.0 (1.0 to 1.0) | $\begin{gathered} 1.0 \\ (1.001 .0) \end{gathered}$ |  | ${ }_{(1.0}^{1.0}(1.010)$ | 1.0 (1.0 to 1.0) | $\left\lvert\, \begin{aligned} & \text { (1.0) } \\ & \text { (1.0 } 1.0)\end{aligned}\right.$ |  |  |  | $\left(\begin{array}{l}\text { 1.0) } \\ \text { (1.0i0.0) } \\ \hline\end{array}\right.$ |  |  | (1.10 ${ }^{\text {(1.0i0.0) }}$ | (1.0io 1.0$)$ | ${ }_{\text {(1.0io }}^{\text {(1.0) }}$ |
| Chroicicossractie pulmonay diesese | ${ }^{600} \mathrm{pgmm}$ | Boh | Boh | $\left\|\begin{array}{c} (4.356 .606 .10101 \end{array}\right\|$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obsractiex pulmonay diease | 500 pgmp | Boh | Boh | ${ }_{(3,557055.306)}^{49.9}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obstractie pulunoay diesese | 400 pgmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic osmactie pulumaxy diesese | 300 gmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicicosractie pulmonay diesese | $200 \mathrm{pgm} \mathrm{m}^{3}$ | Boh | Boh | ${ }_{(2257093}^{29.077}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic obsractie pulmonay disese | ${ }^{1500 p g m m}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obstraciere pulmonay disese | ${ }^{130} \mathrm{pgmm}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic obstractie pulmonay disase | $100 \mathrm{mam}^{\text {m }}$ | Boh | Boan | (1.7436202989) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obsractive pulmonay disase | ${ }^{90 \mathrm{pgma}}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic obsracite pulmonay disese | 70 ggm | Boh | Boh | (1.49360.1.884) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroic obsractie pulumaxy diesese | $5_{00 \mathrm{gmm}}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic ossractie pulmonay disese | ${ }^{30 \mathrm{gmma}}$ | Boh | Boh | ${ }_{\text {(1.220 }}^{1.344}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic ostractie pulmonay diesese | 25 ymm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic obsractie pulmonay disese | 20 gmm | Boh | Boh | (1.1.27) 1.21288 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obsraciexe pulmonay disese | 15 pmm | Boh | Boh | (1.1110101223) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chroicic obstractie pulmonay disase | ${ }^{10 \mathrm{mgm}}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obstractie pulumaxy disase | 5 mgmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Chronic obstraties puluonay diesese | $0^{\text {mgmp }}$ | Boh | Boh | ${ }_{\text {(1.0io } 1.0}^{1.0}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellusus ype | ${ }^{60} \mathrm{prgm}^{\text {gm }}$ | Boh | Boh | ${ }_{\text {(1.321 }}^{1.577^{1.134)}}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellius ype 2 | 500 ymm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibees sellius ype 2 | 400 ymm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibeetes mellius spe 2 | 300 ygmp | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibibeses ellius spe 2 | 200 pgmm | Boh | Boah |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueces enlius sye 2 | ${ }^{1500 p g m m}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibbeses mellius ype 2 | ${ }^{130} \mathrm{ymm}$ | Boat | Bolh | ${ }_{\text {(1.314070.614) }}^{1.57}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellius ype 2 | 10.0 pma | Boh | Bolh | ${ }_{\text {(1.314070.604) }}^{1.57}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibbeses mellius ype 2 | ${ }^{90 \mathrm{mgmm}}$ | Boh | Boal | ${ }_{\text {(1.314070.593) }}^{1.57}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibeeses mellius spe 2 | 70 gmm | Boh | Bah | ${ }_{(0.313150 .50 .599}^{1.59}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibiees mellius ype 2 | ${ }^{50 \mathrm{ymanm}}$ | Boh | Boh | ${ }_{(0.305 .50 .50 .56)}^{1.57}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses meliuss ype 2 | ${ }^{30 \mathrm{gmm}}$ | Boh | Boh | ${ }_{\text {(1.2620 }}^{1.10 .53)}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellusus ype | 25 ymm | Boh | Boh | ${ }^{(1.23769 .1 .4989}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellusus spe 2 | 20 ymm | Boh | Boh | ${ }_{\text {(1.206: }}^{1.10 .488)}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibbeses mellius ype 2 | 15 gmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibibeces neliuss sye 2 | 10 gmm | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibueses mellius ype 2 | $5 \mathrm{ngm}{ }^{\text {m }}$ | Boh | Boh |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Dibibees mellius spe 2 | ${ }^{\text {ongme }}$ | Boh |  | ${ }_{\text {(1.00 } 1.00}^{1.0}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## Table S7C. Relative risks used by age and sex for each outcome for alcohol use globally.

| Risk - Outcome | Category / Units | Morbidity / Mortality | Sex | Age |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | All ages |
| Alcohol use |  |  |  |  |
| Tuberculosis | 72 g/day | Both | Both | 3.507 |
|  |  |  |  | (2.596 to 4.474) |
|  |  |  |  | 2.994 |
| Tuberculosis | $60 \mathrm{~g} /$ day | Both | Both | (1.972 to 4.204) |
|  |  |  |  | 2.535 |
| Tuberculosis | $48 \mathrm{~g} /$ day | Both | Both | (1.701 to 3.51) |
|  |  |  |  | 2.058 |
| Tuberculosis | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.485 to 2.795) |
|  |  |  |  | 1.531 |
| Tuberculosis | 24 g/day | Both | Both | (1.165 to 1.98) |
|  |  |  |  | 1.101 |
| Tuberculosis | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.815 to 1.425) |
|  |  |  |  | 1.0 |
| Tuberculosis | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.357 |
| Lower respiratory infections | 72 g/day | Both | Both | (1.113 to 1.648) |
|  |  |  |  | 1.226 |
| Lower respiratory infections | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.036 to 1.423) |
|  |  |  |  | 1.127 |
| Lower respiratory infections | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.936 to 1.327) |
|  |  |  |  | 1.064 |
| Lower respiratory infections | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.928 to 1.219) |
|  |  |  |  | 1.026 |
| Lower respiratory infections | 24 g/day | Both | Both | (0.901 to 1.167) |
|  |  |  |  | 1.013 |
| Lower respiratory infections | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.951 to 1.084) |
|  |  |  |  | 1.0 |
| Lower respiratory infections | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 2.669 |
| Oesophageal cancer | $72 \mathrm{~g} /$ day | Both | Both | (2.074 to 3.348) |
|  |  |  |  | 2.452 |
| Oesophageal cancer | $60 \mathrm{~g} /$ day | Both | Both | (1.905 to 3.094) |
|  |  |  |  | 2.202 |
| Oesophageal cancer | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.73 to 2.703) |
|  |  |  |  | 1.815 |
| Oesophageal cancer | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.468 to 2.222) |
|  |  |  |  | 1.466 |
| Oesophageal cancer | 24 g/day | Both | Both | (1.209 to 1.764) |
|  |  |  |  | 1.212 |
| Oesophageal cancer | $12 \mathrm{~g} /$ day | Both | Both | (1.031 to 1.439) |


| Oesophageal cancer | $0 \mathrm{~g} /$ day | Both | Both | 10 |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (1.0 to 1.0) |
|  |  |  |  | 1.424 |
| Liver cancer due to alcohol use | $72 \mathrm{~g} /$ day | Both | Both | (1.088 to 1.855) |
|  |  |  |  | 1.372 |
| Liver cancer due to alcohol use | $60 \mathrm{~g} /$ day | Both | Both | (1.093 to 1.692) |
|  |  |  |  | 1.31 |
| Liver cancer due to alcohol use | $48 \mathrm{~g} /$ day | Both | Both | (1.036 to 1.639) |
|  |  |  |  | 1.225 |
| Liver cancer due to alcohol use | $36 \mathrm{~g} /$ day | Both | Both | (1.009 to 1.455) |
|  |  |  |  | 1.14 |
| Liver cancer due to alcohol use | $24 \mathrm{~g} /$ day | Both | Both | (0.934 to 1.359) |
|  |  |  |  | 1.067 |
| Liver cancer due to alcohol use | $12 \mathrm{~g} /$ day | Both | Both | (0.936 to 1.207) |
|  |  |  |  | 1.0 |
| Liver cancer due to alcohol use | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 2.461 |
| Larynx cancer | $72 \mathrm{~g} /$ day | Both | Both | (1.758 to 3.228) |
|  |  |  |  | 2.144 |
| Larynx cancer | $60 \mathrm{~g} /$ day | Both | Both | (1.46 to 2.935) |
|  |  |  |  | 1.813 |
| Larynx cancer | $48 \mathrm{~g} /$ day | Both | Both | (1.3 to 2.421) |
|  |  |  |  | 1.531 |
| Larynx cancer | $36 \mathrm{~g} /$ day | Both | Both | (1.126 to 2.061) |
|  |  |  |  | 1.304 |
| Larynx cancer | $24 \mathrm{~g} /$ day | Both | Both | (1.006 to 1.659) |
|  |  |  |  | 1.12 |
| Larynx cancer | $12 \mathrm{~g} /$ day | Both | Both | (0.903 to 1.386) |
|  |  |  |  | 1.0 |
| Larynx cancer | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.476 |
| Breast cancer | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.282 to 1.691) |
|  |  |  |  | 1.452 |
| Breast cancer | $60 \mathrm{~g} /$ day | Both | Both | (1.312 to 1.599) |
|  |  |  |  | 1.443 |
| Breast cancer | $48 \mathrm{~g} /$ day | Both | Both | (1.348 to 1.542) |
|  |  |  |  | 1.433 |
| Breast cancer | $36 \mathrm{~g} /$ day | Both | Both | (1.311 to 1.551) |
|  |  |  |  | 1.329 |
| Breast cancer | $24 \mathrm{~g} /$ day | Both | Both | (1.237 to 1.419) |
|  |  |  |  | 1.17 |
| Breast cancer | $12 \mathrm{~g} /$ day | Both | Both | (1.081 to 1.265) |
|  |  |  |  | 1.0 |
| Breast cancer | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.616 |
| Colon and rectum cancer | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.38 to 1.861) |


| Colon and rectum cancer | 60 g/day | Both | Both | (1.329 to 1.615) |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1.323 |
| Colon and rectum cancer | $48 \mathrm{~g} /$ day | Both | Both | (1.156 to 1.501) |
|  |  |  |  | 1.237 |
| Colon and rectum cancer | $36 \mathrm{~g} /$ day | Both | Both | (1.148 to 1.336) |
|  |  |  |  | 1.156 |
| Colon and rectum cancer | $24 \mathrm{~g} /$ day | Both | Both | (1.067 to 1.248) |
|  |  |  |  | 1.078 |
| Colon and rectum cancer | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.034 to 1.124) |
|  |  |  |  | 1.0 |
| Colon and rectum cancer | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 4.858 |
| Lip and oral cavity cancer | 72 g/day | Both | Both | (3.74 to 6.076) |
|  |  |  |  | 3.766 |
| Lip and oral cavity cancer | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (2.839 to 4.9) |
|  |  |  |  | 2.991 |
| Lip and oral cavity cancer | 48 g/day | Both | Both | (2.283 to 3.896) |
|  |  |  |  | 2.311 |
| Lip and oral cavity cancer | $36 \mathrm{~g} /$ day | Both | Both | (1.757 to 2.929) |
|  |  |  |  | 1.738 |
| Lip and oral cavity cancer | 24 g/day | Both | Both | (1.383 to 2.161) |
|  |  |  |  | 1.293 |
| Lip and oral cavity cancer | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.076 to 1.551) |
|  |  |  |  | 1.0 |
| Lip and oral cavity cancer | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 4.545 |
| Nasopharynx cancer | 72 g/day | Both | Both | (4.1 to 4.982) |
|  |  |  |  | 3.803 |
| Nasopharynx cancer | 60 g/day | Both | Both | (3.509 to 4.102) |
|  |  |  |  | 3.062 |
| Nasopharynx cancer | $48 \mathrm{~g} /$ day | Both | Both | (2.873 to 3.258) |
|  |  |  |  | 2.385 |
| Nasopharynx cancer | 36 g/day | Both | Both | (2.25 to 2.552) |
|  |  |  |  | 1.839 |
| Nasopharynx cancer | 24 g/day | Both | Both | (1.77 to 1.907) |
|  |  |  |  | 1.371 |
| Nasopharynx cancer | $12 \mathrm{~g} /$ day | Both | Both | (1.341 to 1.398) |
|  |  |  |  | 1.0 |
| Nasopharynx cancer | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 4.764 |
| Other pharynx cancer | 72 g/day | Both | Both | (3.315 to 6.576) |
|  |  |  |  | 3.972 |
| Other pharynx cancer | 60 g/day | Both | Both | (2.813 to 5.354) |
|  |  |  |  | 3.199 |
| Other pharynx cancer | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (2.202 to 4.407) |


| Other pharynx cancer | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.843 to 3.299) |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1.943 |
| Other pharynx cancer | $24 \mathrm{~g} /$ day | Both | Both | (1.467 to 2.484) |
|  |  |  |  | 1.472 |
| Other pharynx cancer | $12 \mathrm{~g} /$ day | Both | Both | (1.234 to 1.742) |
|  |  |  |  | 1.0 |
| Other pharynx cancer | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.091 |
| Ischaemic heart disease | $72 \mathrm{~g} /$ day | Both | Male | (0.933 to 1.271) |
|  |  |  |  | 0.993 |
| Ischaemic heart disease | $60 \mathrm{~g} / \mathrm{day}$ | Both | Male | (0.883 to 1.105) |
|  |  |  |  | 0.906 |
| Ischaemic heart disease | $48 \mathrm{~g} /$ day | Both | Male | (0.797 to 1.035) |
|  |  |  |  | 0.871 |
| Ischaemic heart disease | $36 \mathrm{~g} /$ day | Both | Male | (0.788 to 0.964) |
|  |  |  |  | 0.857 |
| Ischaemic heart disease | $24 \mathrm{~g} /$ day | Both | Male | (0.779 to 0.943) |
|  |  |  |  | 0.865 |
| Ischaemic heart disease | $12 \mathrm{~g} /$ day | Both | Male | (0.79 to 0.948) |
|  |  |  |  | 1.0 |
| Ischaemic heart disease | $0 \mathrm{~g} /$ day | Both | Male | (1.0 to 1.0) |
|  |  |  |  | 1.107 |
| Ischaemic heart disease | $72 \mathrm{~g} /$ day | Both | Female | (0.894 to 1.341) |
|  |  |  |  | 1.012 |
| Ischaemic heart disease | $60 \mathrm{~g} /$ day | Both | Female | (0.869 to 1.174) |
|  |  |  |  | 0.932 |
| Ischaemic heart disease | $48 \mathrm{~g} /$ day | Both | Female | (0.786 to 1.113) |
|  |  |  |  | 0.882 |
| Ischaemic heart disease | $36 \mathrm{~g} /$ day | Both | Female | (0.781 to 0.997) |
|  |  |  |  | 0.846 |
| Ischaemic heart disease | $24 \mathrm{~g} /$ day | Both | Female | (0.749 to 0.948) |
|  |  |  |  | 0.823 |
| Ischaemic heart disease | $12 \mathrm{~g} /$ day | Both | Female | (0.733 to 0.926 ) |
|  |  |  |  | 1.0 |
| Ischaemic heart disease | $0 \mathrm{~g} / \mathrm{day}$ | Both | Female | (1.0 to 1.0) |
|  |  |  |  | 1.451 |
| Ischaemic stroke | $72 \mathrm{~g} /$ day | Both | Male | (1.228 to 1.69) |
|  |  |  |  | 1.312 |
| Ischaemic stroke | $60 \mathrm{~g} /$ day | Both | Male | (1.167 to 1.471) |
|  |  |  |  | 1.159 |
| Ischaemic stroke | $48 \mathrm{~g} /$ day | Both | Male | (0.98 to 1.353) |
|  |  |  |  | 1.057 |
| Ischaemic stroke | $36 \mathrm{~g} /$ day | Both | Male | (0.931 to 1.192) |
|  |  |  |  | 0.97 |
| Ischaemic stroke | $24 \mathrm{~g} /$ day | Both | Male | (0.862 to 1.088) |


| Ischaemic stroke | $12 \mathrm{~g} / \mathrm{day}$ | Both | Male | 0.938 |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (0.83 to 1.054) |
|  |  |  |  | 1.0 |
| Ischaemic stroke | $0 \mathrm{~g} / \mathrm{day}$ | Both | Male | (1.0 to 1.0) |
|  |  |  |  | 1.43 |
| Ischaemic stroke | $72 \mathrm{~g} / \mathrm{day}$ | Both | Female | (1.147 to 1.771) |
|  |  |  |  | 1.3 |
| Ischaemic stroke | $60 \mathrm{~g} / \mathrm{day}$ | Both | Female | (1.121 to 1.496) |
|  |  |  |  | 1.145 |
| Ischaemic stroke | $48 \mathrm{~g} /$ day | Both | Female | (0.946 to 1.359) |
|  |  |  |  | 0.985 |
| Ischaemic stroke | $36 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.834 to 1.149) |
|  |  |  |  | 0.85 |
| Ischaemic stroke | 24 g/day | Both | Female | (0.726 to 0.985) |
|  |  |  |  | 0.824 |
| Ischaemic stroke | $12 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.718 to 0.939) |
|  |  |  |  | 1.0 |
| Ischaemic stroke | $0 \mathrm{~g} /$ day | Both | Female | (1.0 to 1.0) |
|  |  |  |  | 1.971 |
| Intracerebral hemorrhage | 72 g/day | Both | Male | (1.663 to 2.316) |
|  |  |  |  | 1.705 |
| Intracerebral hemorrhage | $60 \mathrm{~g} /$ day | Both | Male | (1.45 to 1.991) |
|  |  |  |  | 1.458 |
| Intracerebral hemorrhage | $48 \mathrm{~g} /$ day | Both | Male | (1.182 to 1.768) |
|  |  |  |  | 1.31 |
| Intracerebral hemorrhage | $36 \mathrm{~g} /$ day | Both | Male | (1.105 to 1.539) |
|  |  |  |  | 1.162 |
| Intracerebral hemorrhage | $24 \mathrm{~g} /$ day | Both | Male | (0.973 to 1.385) |
|  |  |  |  | 1.068 |
| Intracerebral hemorrhage | $12 \mathrm{~g} / \mathrm{day}$ | Both | Male | (0.945 to 1.214) |
|  |  |  |  | 1.0 |
| Intracerebral hemorrhage | $0 \mathrm{~g} /$ day | Both | Male | (1.0 to 1.0) |
|  |  |  |  | 2.276 |
| Intracerebral hemorrhage | $72 \mathrm{~g} /$ day | Both | Female | (1.701 to 2.934) |
|  |  |  |  | 1.964 |
| Intracerebral hemorrhage | $60 \mathrm{~g} /$ day | Both | Female | (1.536 to 2.464) |
|  |  |  |  | 1.614 |
| Intracerebral hemorrhage | $48 \mathrm{~g} / \mathrm{day}$ | Both | Female | (1.245 to 2.048) |
|  |  |  |  | 1.337 |
| Intracerebral hemorrhage | $36 \mathrm{~g} /$ day | Both | Female | (1.065 to 1.664) |
|  |  |  |  | 1.11 |
| Intracerebral hemorrhage | 24 g/day | Both | Female | (0.884 to 1.367) |
|  |  |  |  | 1.031 |
| Intracerebral hemorrhage | $12 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.897 to 1.18) |
|  |  |  |  | 1.0 |
| Intracerebral hemorrhage | $0 \mathrm{~g} /$ day | Both | Female | (1.0 to 1.0) |


| Hypertensive heart disease | 72 g/day | Both | Both |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (1.445 to 2.358) |
|  |  |  |  | 1.705 |
| Hypertensive heart disease | $60 \mathrm{~g} /$ day | Both | Both | (1.297 to 2.175) |
|  |  |  |  | 1.614 |
| Hypertensive heart disease | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.25 to 2.049) |
|  |  |  |  | 1.479 |
| Hypertensive heart disease | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.232 to 1.759) |
|  |  |  |  | 1.315 |
| Hypertensive heart disease | $24 \mathrm{~g} /$ day | Both | Both | (1.136 to 1.526) |
|  |  |  |  | 1.046 |
| Hypertensive heart disease | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.913 to 1.198) |
|  |  |  |  | 1.0 |
| Hypertensive heart disease | 0g/day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.535 |
| Atrial fibrillation and flutter | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.348 to 1.728) |
|  |  |  |  | 1.411 |
| Atrial fibrillation and flutter | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.26 to 1.569) |
|  |  |  |  | 1.312 |
| Atrial fibrillation and flutter | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.218 to 1.407) |
|  |  |  |  | 1.214 |
| Atrial fibrillation and flutter | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.145 to 1.29) |
|  |  |  |  | 1.131 |
| Atrial fibrillation and flutter | $24 \mathrm{~g} /$ day | Both | Both | (1.067 to 1.204) |
|  |  |  |  | 1.066 |
| Atrial fibrillation and flutter | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.034 to 1.102) |
|  |  |  |  | 1.0 |
| Atrial fibrillation and flutter | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 9.427 |
|  | $72 \mathrm{~g} /$ day | Both | Both | (6.131 to 13.804) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 6.274 |
|  | $60 \mathrm{~g} /$ day | Both | Both | (3.958 to 9.319) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 4.673 |
|  | $48 \mathrm{~g} /$ day | Both | Both | (3.25 to 6.717) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 3.274 |
|  | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (2.309 to 4.485) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 2.055 |
|  | $24 \mathrm{~g} /$ day | Both | Both | (1.521 to 2.688) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 1.243 |
|  | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.943 to 1.611) |
| Cirrhosis and other chronic liver diseases due to alcohol use |  |  |  | 1.0 |
|  | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 3.298 |
| Pancreatitis | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (2.473 to 4.458) |
|  |  |  |  | 2.217 |
| Pancreatitis | $60 \mathrm{~g} /$ day | Both | Both | (1.415 to 3.389) |

1.717

| Pancreatitis | 48 g/day | Both | Both | (1.199 to 2.477) |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1.471 |
| Pancreatitis | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.062 to 2.021) |
|  |  |  |  | 1.228 |
| Pancreatitis | 24 g/day | Both | Both | (0.874 to 1.67) |
|  |  |  |  | 1.073 |
| Pancreatitis | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.791 to 1.481) |
|  |  |  |  | 1.0 |
| Pancreatitis | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 2.48 |
| Epilepsy | 72 g/day | Both | Both | (1.929 to 3.144) |
|  |  |  |  | 2.186 |
| Epilepsy | $60 \mathrm{~g} /$ day | Both | Both | (1.781 to 2.622) |
|  |  |  |  | 1.872 |
| Epilepsy | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.438 to 2.369) |
|  |  |  |  | 1.585 |
| Epilepsy | $36 \mathrm{~g} /$ day | Both | Both | (1.303 to 1.898) |
|  |  |  |  | 1.353 |
| Epilepsy | 24 g/day | Both | Both | (1.118 to 1.633) |
|  |  |  |  | 1.177 |
| Epilepsy | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.059 to 1.316) |
|  |  |  |  | 1.0 |
| Epilepsy | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.198 |
| Diabetes mellitus | 72 g/day | Both | Male | (1.065 to 1.337) |
|  |  |  |  | 1.165 |
| Diabetes mellitus | 60 g/day | Both | Male | (0.998 to 1.342) |
|  |  |  |  | 1.084 |
| Diabetes mellitus | $48 \mathrm{~g} /$ day | Both | Male | (0.933 to 1.239) |
|  |  |  |  | 1.0 |
| Diabetes mellitus | $36 \mathrm{~g} /$ day | Both | Male | (0.891 to 1.119) |
|  |  |  |  | 0.932 |
| Diabetes mellitus | 24 g/day | Both | Male | (0.841 to 1.03) |
|  |  |  |  | 0.921 |
| Diabetes mellitus | $12 \mathrm{~g} / \mathrm{day}$ | Both | Male | (0.833 to 1.015) |
|  |  |  |  | 1.0 |
| Diabetes mellitus | $0 \mathrm{~g} /$ day | Both | Male | (1.0 to 1.0) |
|  |  |  |  | 1.172 |
| Diabetes mellitus | 72 g/day | Both | Female | (0.81 to 1.652) |
|  |  |  |  | 1.074 |
| Diabetes mellitus | $60 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.765 to 1.443) |
|  |  |  |  | 0.945 |
| Diabetes mellitus | 48 g/day | Both | Female | (0.737 to 1.173) |
|  |  |  |  | 0.836 |
| Diabetes mellitus | $36 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.702 to 0.981) |


| Diabetes mellitus | 24 g/day | Both | Female | 0.76 |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (0.66 to 0.872) |
|  |  |  |  | 0.733 |
| Diabetes mellitus | $12 \mathrm{~g} / \mathrm{day}$ | Both | Female | (0.658 to 0.826) |
|  |  |  |  | 1.0 |
| Diabetes mellitus | 0g/day | Both | Female | (1.0 to 1.0) |
|  |  |  |  | 1.552 |
| Transport injuries | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.201 to 2.032) |
|  |  |  |  | 1.456 |
| Transport injuries | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.186 to 1.818) |
|  |  |  |  | 1.366 |
| Transport injuries | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.101 to 1.692) |
|  |  |  |  | 1.288 |
| Transport injuries | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.089 to 1.534) |
|  |  |  |  | 1.22 |
| Transport injuries | $24 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.062 to 1.4) |
|  |  |  |  | 1.163 |
| Transport injuries | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.021 to 1.346) |
|  |  |  |  | 1.0 |
| Transport injuries | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.266 |
| Unintentional injuries | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.063 to 1.555) |
|  |  |  |  | 1.221 |
| Unintentional injuries | $60 \mathrm{~g} /$ day | Both | Both | (1.059 to 1.46) |
|  |  |  |  | 1.182 |
| Unintentional injuries | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.024 to 1.428) |
|  |  |  |  | 1.168 |
| Unintentional injuries | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.054 to 1.347) |
|  |  |  |  | 1.154 |
| Unintentional injuries | $24 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.046 to 1.319) |
|  |  |  |  | 1.09 |
| Unintentional injuries | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.016 to 1.187) |
|  |  |  |  | 1.0 |
| Unintentional injuries | 0g/day | Both | Both | (1.0 to 1.0) |
|  |  |  |  | 1.927 |
| Self-harm | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.398 to 2.665) |
|  |  |  |  | 1.734 |
| Self-harm | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.29 to 2.308) |
|  |  |  |  | 1.545 |
| Self-harm | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.132 to 2.048) |
|  |  |  |  | 1.376 |
| Self-harm | $36 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.05 to 1.751) |
|  |  |  |  | 1.23 |
| Self-harm | $24 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.972 to 1.533) |
|  |  |  |  | 1.107 |
| Self-harm | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.908 to 1.343) |


| Self-harm | $0 \mathrm{~g} / \mathrm{day}$ | Both | Both | 1.0 |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (1.0 to 1.0) |
|  |  |  |  | 1.516 |
| Interpersonal violence | $72 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.255 to 1.867) |
|  |  |  |  | 1.452 |
| Interpersonal violence | $60 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.215 to 1.719) |
|  |  |  |  | 1.396 |
| Interpersonal violence | $48 \mathrm{~g} / \mathrm{day}$ | Both | Both | (1.118 to 1.739) |
|  |  |  |  | 1.345 |
| Interpersonal violence | $36 \mathrm{~g} /$ day | Both | Both | (1.14 to 1.585) |
|  |  |  |  | 1.256 |
| Interpersonal violence | 24 g/day | Both | Both | (1.055 to 1.46) |
|  |  |  |  | 1.129 |
| Interpersonal violence | $12 \mathrm{~g} / \mathrm{day}$ | Both | Both | (0.963 to 1.317) |
|  |  |  |  | 1.0 |
| Interpersonal violence | $0 \mathrm{~g} /$ day | Both | Both | (1.0 to 1.0) |


| Risk - Outcome | Category / Units | Morbidity/ Mortality | Sex | Age |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | All ages | $15-19$ yeas | 20.24 years | $25-29$ years | 30.34 years | 35-39 years | 40-44 years | $45-49$ year | 50.54 yea | $55-59$ years | 60-64 years | $65-69$ year | 70.74 year | ${ }^{75} 79$ years | 80.84 yea | 85-89 years | 90.94 jears | $95+$ years |
| Smoking |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Ischaemic heart disease | 0 Cigarettes Per Day Bo | Both | Female |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  |  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to |
|  |  |  |  |  |  |  |  | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ischaemic heartdisease | 0 Cigarettes Per Day B | Both | Male |  |  |  |  | 1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to |
|  |  |  |  |  |  |  |  | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| Ischaemic heartdisease |  |  |  |  |  |  |  | 3.48 | 3.48 | 3.48 | 2.95 | 2.95 | 2.44 | 2.44 | 2.01 | 2.01 | 1.61 | 1.61 | 1.25 | 1.25 | 1.00 |
|  | 10 Cigarettes Per Day Both |  | Female |  |  |  |  | (2.84 to | (2.84 to | (2.84 to | (2.51 to | (2.51 to | (2.12 to | (2.12 to | (1.83 to | (1.83 to | (1.51 to | (1.51 to | (1.21 to | (1.21 to | (0.99 to |
|  |  |  |  |  |  |  | 4.21) | 4.21) | 4.21) | 3.42) | 3.42) | 2.73) | 2.73) | 2.18) | 2.18) | 1.70) | 1.70) | 1.29) | 1.29) | 1.01) |
|  |  |  |  |  |  |  | 2.75 | 2.75 | 2.75 | 2.36 | 2.36 | 2.00 | 2.00 | 1.69 | 1.69 | 1.41 | 1.41 | 1.17 | 1.17 | 1.00 |
| Ischaemic heartdisease | 10 Cigarettes Per Day Both |  |  | Male |  |  |  |  | (2.48 to | (2.48 to | (2.48 to | (2.13 to | (2.13 to | 1.884 to | (1.84 to | 1.59 to | (1.59 to | (1.35 to | ${ }^{1} 1.35$ to | (1.12) to | (1.12 to | 10.98 to |
|  |  |  |  |  |  |  |  | 3.06) | 3.06) | 3.06) | 2.58) | 2.58) | 2.17) | 2.17) | 1.79) | 1.79) | 1.48) | 1.48) | 1.21) | 1.21) | 1.01) |
| Ischaemic heart disease |  |  |  |  |  |  |  | 6.04 | 6.04 | 6.04 | 4.53 | 4.53 | 3.36 | 3.36 | 2.47 | 2.47 | 1.81 | 1.81 | 1.32 | 1.32 | 1.00 |
|  | 20 Cigarettes Per Day Both |  |  | Female |  |  |  |  | (4.83 to | (4.83 to | (4.83 to | 13.78 to | (3.78 to | (2.90 to | (2.90 to | (2.23 to | (2.23 to | (1.69 to | 1.69 to | (1.27 to | 1.27 to | 10.99 to |
|  |  |  |  |  |  |  |  | 7.32) | 7.32) | 7.32) | 5.30) | 5.30) | 3.81) | 3.81) | 2.72) | 2.72) | 1.93) | 1.93) | 1.37) | 1.37) | 1.01) |
|  |  |  |  |  |  |  |  | 3.22 | 3.22 | 3.22 | 2.64 | 2.64 | 2.17 | 2.17 | 1.78 | 1.78 | 1.46 | 1.46 | 1.19 | 1.19 | 1.00 |
| Ischaemic heartdisease | 20 Cigarettes Per Day Both |  | Male |  |  |  |  | (2.82 to | (2.82 to | (2.82 to | (2.35 to | (2.35 to | (1.98 to | (1.98 to | 1.65 to | (1.65 to | (1.38 to | (1.38 to | (1.15 to | (1.15 to | 10.99 to |
|  |  |  |  |  |  |  | 3.65) | 3.65) | 3.65) | 2.93) | 2.93) | 2.38) | 2.38) | 1.92) | 1.92) | 1.54) | 1.54) | 1.23) | 1.23) | 1.01) |
|  |  |  |  |  |  |  | 8.72 | 8.72 | 8.72 | 6.17 | 6.17 | 4.31 | 4.31 | 3.02 | 3.02 | 2.07 | 2.07 | 1.41 | 1.41 | 1.00 |
| Ischaemic heart disease | 30 Cigarettes Per Day Both |  |  | Female |  |  |  |  | (6.66 to | (6.66 to | (6.66 to | 14.98 to | (4.98 to | (3.61 to | (3.61 to | (2.65 to | (2.65 to | (1.89 to | 1.89 to | (1.35 to | (1.35 to | 10.99 to |
|  |  |  |  |  |  |  |  | 11.01) | 11.01) | 11.01) | 7.51) | 7.51) | 5.08) | 5.08) | 3.40) | 3.40) | 2.24) | 2.24) | 1.47) | 1.47) | 1.01) |
|  |  |  |  |  |  |  |  | 3.94 | 3.94 | 3.94 | 3.15 | 3.15 | 2.48 | 2.48 | 1.96 | 1.96 | 1.55 | 1.55 | 1.22 | 1.22 | 1.00 |
| Ischaemic heartdisase | 30 Cigarettes Per Day Both |  |  | Male |  |  |  |  | (3.32 to | (3.32 to | (3.32 to | (2.73 to | (2.73 to | (2.21 to | (2.21 to | (1.79 to | (1.79 to | (1.45 to | 1.45 to | (1.17) to | (1.17) to | 10.99 to |
|  |  |  |  |  |  |  |  | 4.55) | 4.55) | 4.55) | 3.58) | 3.58) | 2.77) | 2.77) | 2.15) | 2.15) | 1.65) | 1.65) | 1.27) | 1.27) | 1.01) |
|  |  |  |  |  |  |  |  | 10.87 | 10.87 | 10.87 | 7.31 | 7.31 | 4.91 | 4.91 | 3.34 | 3.34 | 2.21 | 2.21 | 1.44 | 1.44 | 1.00 |
| Ischaemic heart disease | 40 Cigarettes Per Day Both |  | Female |  |  |  |  | (7.56 to | (7.56 to | (7.56 to | (5.30 to | (5.30 to | (3.81 to | (3.81 to | (2.71 to | (2.71 to | (1.90 to | (1.90 to | (1.32 to | (1.32 to | 10.98 to |
|  |  |  |  |  |  |  | 14.89) | 14.89) | 14.89) | 9.71) | 9.71) | 6.22) | 6.22) | 4.05) | 4.05) | 2.55) | 2.55) | 1.57) | 1.57) | 1.02) |
|  |  |  |  |  |  |  | 4.93 | 4.93 | 4.93 | 3.80 | 3.80 | 2.88 | 2.88 | 2.20 | 2.20 | 1.67 | 1.67 | 1.27 | 1.27 | 1.00 |
| Ischaemic heartdisease | 40 Cigarettes Per Day Both |  |  | Male |  |  |  |  | (3.79 to | (3.79 to | (3.79 to | (3.03 to | (3.03 to | (2.37 to | (2.37 to | (1.85 to | 1.85 to | (1.47 to | (1.47 to | (1.17) to | (1.17 to | 10.98 to |
|  |  |  |  |  |  |  |  | 6.13) | 6.13) | 6.13) | 4.66) | 4.66) | 3.42) | 3.42) | 2.56) | 2.56) | 1.89) | 1.89) | 1.39) | 1.39) | 1.02) |
|  |  |  |  |  |  |  |  | 12.61 | 12.61 | 12.61 | 8.21 | 8.21 | 5.33 | 5.33 | 3.54 | 3.54 | 2.31 | 2.31 | 1.50 | 1.50 | 1.00 |
| Ischaemic heartdisease | 50 Cigarettes Per Day Both |  |  | Female |  |  |  |  | (7.91 to | (7.91 to | (7.91 to | (5.28 to | (5.28 to | (3.75 to | (3.75 to | (2.66 to | (2.66 to | (1.86 to | ${ }^{1} 1.86$ to | (1.31 to | (1.31 to | (0.96 to |
|  |  |  |  |  |  |  |  | 18.62) | 18.62) | 18.62) | 11.77) | 11.77) | 7.26) | $7.26)$ | 4.54) | 4.54) | $2.80)$ | $2.80)$ | 1.70) | 1.70) | 1.05) |
|  |  |  |  |  |  |  |  | 5.51 | 5.51 | 5.51 | 4.16 | 4.16 | 3.05 | 3.05 | 2.28 | 2.28 | 1.70 | 1.70 | 1.27 | 1.27 | 1.00 |
| Ischaemic heartdisease | 50 Cigarettes Per Day Both |  | Male |  |  |  |  | (3.98 to | (3.98 to | (3.98 to | (3.10 to | (3.10 to | (2.38 to | (2.38 to | (1.80 to | (1.80 to | (1.40 to | 1.40 to | (1.11 to | (1.11 to | 10.96 to |
|  |  |  |  |  |  |  | 7.24) | 7.24) | 7.24) | 5.35) | 5.35) | 3.80) | 3.80) | 2.79) | 2.79) | $2.00)$ | $2.00)$ | ${ }^{1.44)}$ | $1.45)$ | 1.04) |
|  |  |  |  |  |  |  | 14.20 | 14.20 | 14.20 | 9.21 | 9.21 | 5.79 | 5.79 | 3.76 | 3.76 | 2.38 | 2.38 | 1.50 | 1.50 | 1.00 |
| Ischaemic heartdisease | 60 Cigarettes Per Day Both |  |  | Female |  |  |  |  | (7.75 to | ${ }^{(7.755}$ to | (7.75 to | (5.12 to | (5.12 to | (3.56 to | (3.56 to | (2.53 to | (2.53 to | (1.74 to | (1.74 to | (1.22 to | (1.22 to | ${ }^{(0.93 ~ t o ~}$ |
|  |  |  |  |  |  |  |  | 23.21) | 23.21) | 23.21) | 14.41) | 14.41) | 8.68) | 8.68) | 5.24) | 5.24) | 3.12) | 3.12) | 1.83) | 1.83) | 1.08) |
|  |  |  |  |  |  |  |  | 5.83 | 5.83 | 5.83 | 4.35 | 4.35 | 3.16 | 3.16 | 2.32 | 2.32 | 1.73 | 1.73 | 1.29 | 1.29 | 1.00 |
| Ischaemic heart disease | 60 Cigarettes Per Day Both |  |  | Male |  |  |  |  | (3.83 to | (3.83 to | (3.83 to | (2.92 to | (2.92 to | (2.22 to | (2.22 to | (1.67 to | (1.67 to | (1.28 to | (1.28 to | (1.03 to | (1.03 to | 10.94 to |
|  |  |  |  |  |  |  |  | 8.34) | 8.34) | 8.34) | 6.04) | 6.04) | 4.33) | 4.33) | 3.11) | 3.11) | 2.21) | 2.21) | 1.57) | 1.57) |  |
|  |  |  |  |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Stroke | 0 Cigarettes Per Day Bo | Both | Female |  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
|  |  |  |  |  |  |  |  | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Stroke | 0 Cigarettes Per Day Bo | Both | Male |  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
|  |  |  |  |  |  |  |  | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  |  |  |  |  | 2.33 | 2.33 | 2.33 | 2.10 | 2.10 | 1.92 | 1.92 | 1.72 | 1.72 | 1.48 | 1.48 | 1.20 | 1.20 | 1.00 |
| Stroke |  |  |  |  |  |  |  | 1.76 to | 1.76 to | (1.76 to | (1.66 to | (1.66 to | ${ }^{1} 1.56$ to | ${ }^{1} 1.56$ to | (1.48 to | (1.48 to | (1.34 to | (1.34 to | (1.13 to | (1.13 to | (0.99 to |
|  | 10 Cigarettes Per Day Both |  | Female |  |  |  |  | $2.99)$ | $2.99)$ | $2.99)$ | $2.60)$ | $2.60)$ | ${ }^{2.25)}$ | 2.25) | $1.96)$ | 1.96) | ${ }^{1.62)}$ | ${ }^{1.62)}$ | $1.29)$ | $1.29)$ | ${ }^{1.02)}$ |
|  |  |  |  |  |  |  | 2.36 | 2.36 | 2.36 | 2.11 | 2.11 | 1.84 | ${ }^{1.84}$ | 1.61 | 1.61 | 1.39 | ${ }_{1.39}^{1.31}$ | 1.15 | 1.15 | ${ }^{1.01}$ |
| Stroke |  |  |  |  |  |  | (2.04 to | ${ }_{2}^{(2.04}$ to | ${ }^{(2.04}$ to | ${ }_{2}(1.88)^{\text {to }}$ | ${ }_{2185}^{(1.85}$ to | ${ }^{(1.67)}$ to | ${ }_{2}^{(1.67)}$ to | ${ }^{(1.48)}$ to | ${ }^{(1.48)}$ to | (1.31 to | ${ }_{1}^{1.37)}$ to | ${ }^{(1.111}$ to | ${ }^{1.121}$ to | (0.98 to |
|  | 10 Cigarettes Per Day Both |  |  | Male |  |  |  |  | $2.69)$ | 2.69) | 2.69) | 2.36) | 2.36) | ${ }^{2.03)}$ | 2.03) | 1.73) | 1.73) | 1.47) | 1.47) | 1.20) | 1.20) | 1.04) |
|  |  |  |  |  |  |  |  | 3.74 | 3.74 | 3.74 | 3.04 | 3.04 | 2.44 | 2.44 | 1.94 | 1.94 | 1.53 | 1.53 | 1.19 | 1.19 | 1.00 |
| Stroke | 20 Cigarettes Per Day Both |  |  |  |  |  |  |  | (2.81 to | (2.81 to | (2.81 to | (2.36 to | (2.36 to | 1.99 to | (1.99 to | (1.66 to | (1.66 to | (1.36 to | (1.36 to | (1.14 to | (1.14 to | (0.99 to |
|  |  |  | Female |  |  |  |  | 4.72) | 4.72) | 4.72) | 3.77) | 3.77) | 2.96) | $2.96)$ | 2.22) | 2.22) | 1.69) | 1.69) | 1.26) | 1.26) | 1.01) |
|  |  |  |  |  |  |  | 2.32 | 2.32 | 2.32 | 1.97 | 1.97 | 1.66 | 1.66 | 1.42 | 1.42 | 1.22 | 1.22 | 1.08 | 1.08 | 1.00 |
| Stroke |  |  |  |  |  |  |  | (1.97 to | 1.97 to | 1.97 to | (1.74 to | (1.74 to | (1.48 to | (1.48 to | (1.30 to | (1.30 to | (1.15 to | (1.15 to | (1.05 to | (1.05 to | 10.99 to |
|  | 20 Cigarettes Per Day Both |  |  | Male |  |  |  |  | 2.67) | 2.67) | 2.67) | 2.22) | 2.22) | 1.85) | 1.85) | 1.54) | 1.54) | 1.29) | 1.29) | 1.12) | 1.12) | 1.01) |
|  |  |  |  |  |  |  |  | 5.49 | 5.49 | 5.49 | 4.21 | 4.21 | 3.14 | 3.14 | 2.30 | 2.30 | 1.72 | 1.72 | 1.29 | 1.29 | 1.00 |
| Stroke | 30 Cigarettes Per Day Both |  |  |  |  |  |  | (3.96 to | (3.96 to | (3.96 to | (3.15 to | (3.15 to | (2.43 to | (2.43 to | (1.92 to | (1.92 to | (1.51 to | 1.51 to | (1.19 to | (1.19 to | 10.99 to |
|  |  |  | Female |  |  |  |  | 7.21) | 7.21) | 7.21) | 5.36) | 5.36) | 3.89) | 3.89) | 2.73) | 2.73) | 1.95) | 1.95) | 1.40) | 1.40) | 1.02) |
|  |  |  |  |  |  |  | 3.18 | 3.18 | 3.18 | 2.67 | 2.67 | 2.22 | 2.22 | 1.85 | 1.85 | 1.52 | 1.52 | 1.21 | 1.21 | 1.01 |
|  |  |  |  |  |  |  | (2.73 to | (2.73 to | (2.73 to | (2.32 to | (2.32 to | (2.00 to | (2.00 to | 1.69 to | 1.69 to | (1.41 to | 1.41 to | (1.16 to | (1.16 to | 10.99 to |
| Stroke | 30 Cigarettes Per Day Both |  |  | Male |  |  |  |  | 3.68) | 3.68) | 3.88) | 3.03) | 3.03) | 2.48) | 2.48) | 2.01) | 2.01) | 1.62) | 1.62) | 1.25) | 1.25) | 1.03) |
|  |  |  |  |  |  |  |  | 7.13 | 7.13 | 7.13 | 5.10 | 5.10 | 3.64 | 3.64 | 2.59 | 2.59 | 1.78 | 1.78 | 1.21 | 1.21 | 1.00 |
| Stroke | 40 Cigarettes Per Day Both |  |  |  |  |  |  |  | (4.57 to | $1.57{ }^{\text {to }}$ | (4.57 to | 13.29 to | 13.29 to | (2.46 to | (2.46 to | (1.92 to | 1.92 to | (1.38 to | (1.38 to | (1.03 to | 1.03 to | 10.97 to |
|  |  |  | Female |  |  |  |  | 10.74) | 10.74) | 10.74) | 7.14) | 7.14) | 5.05) | 5.05) | 3.41) | 3.41) | 2.27) | 2.27) | 1.39) | 1.39) | 1.03) |
|  |  |  |  |  |  |  | 3.43 | 3.43 | 3.43 | 2.73 | 2.73 | 2.12 | 2.12 | 1.66 |  | 1.34 | 1.34 | 1.12 | 1.12 | 1.01 |
|  |  |  |  |  |  |  | (2.57 to | (2.57 to | (2.57 to | (2.12 to | (2.12 to | (1.67 to | (1.67 to | (1.37 to | $1.37{ }^{\text {c to }}$ | 1.15 to | 1.1 .5 to | (1.03 to | (1.03 to | 10.98 to |
| Stroke | 40 Cigarettes Per Day Both |  |  | Male |  |  |  |  | 4.38) | 4.38) | 4.38) | 3.44) | 3.44) | 2.63) | 2.63) | 1.98) | 1.98) | 1.54) | 1.54) | 1.20) | 1.20) | 1.03) |
|  |  |  |  |  |  |  |  | 9.85 | 9.85 | 9.85 | ${ }^{6.92}$ | 6.92 | 5.00 | 5.00 | 3.57 | 3.57 | 2.35 | 2.35 | 1.45 | 1.45 | 1.01 |
|  |  |  |  |  |  |  |  | (5.51 to | (5.51 to | (5.51 to | (4.25 to | (4.25 to | (3.30 to | (3.30 to | (2.56 to | (2.56 to | (1.80 to | (1.80 to | (1.17) to | (1.17 to | ${ }^{(0.91}$ to |
| Stroke | 50 Cigarettes Per Day Both |  |  | Female |  |  |  |  | ${ }_{4.46}^{15.72)}$ | 15.72) 4.46 | ${ }_{\text {4.46 }}^{\text {15.72) }}$ | ${ }_{3.49}^{10.66)}$ | ${ }^{10.66)}$ | $7.32)$ 2.66 | $7.32)$ 2.66 | 4.72) 2.05 | 4.72) 2.05 |  |  |  |  | $1.10)$ 0.98 |
|  |  |  |  |  |  |  |  | ${ }_{13.16 \text { to }}^{4.46}$ | ${ }_{1}^{4.46}$ | ${ }_{\text {l }}^{4.46}$ (16 to | ${ }_{1}^{3.49}$ (2.57 to | $\begin{aligned} & 3.49 \\ & (2.57 \text { to } \end{aligned}$ | $\begin{aligned} & 2.66 \\ & (2.02 \text { to } \end{aligned}$ | ${ }_{\text {l }}^{2.606}$ | $\begin{aligned} & 2.05 \\ & (1.60 \text { to } \end{aligned}$ | $\begin{aligned} & 2.05 \\ & (1.60 \text { to } \end{aligned}$ | $\begin{aligned} & 1.58 \\ & (1.25 \text { to } \end{aligned}$ | $\begin{aligned} & 1.58 \\ & (1.25 \text { to } \end{aligned}$ | $\begin{aligned} & 1.21 \\ & 10.99 \text { to } \end{aligned}$ | $\begin{aligned} & 1.21 \\ & \text { (0.99 to } \end{aligned}$ | $\begin{aligned} & 0.98 \\ & (0.82 \text { to } \end{aligned}$ |
| Stroke | 50 Cigarettes Per Day Both |  | Male |  |  |  |  | 6.00) | 6.00) | 6.00) | 4.47) | 4.47) | 3.39) | 3.39) | 2.51) | 2.51) | 1.90) | 1.90) | 1.42) | 1.42) | 1.12) |
|  |  |  |  |  |  |  | 11.72 | 11.72 | 11.72 | 8.28 | 8.28 | 5.94 | 5.94 | 4.29 | 4.29 | 2.78 | 2.78 | 1.69 | 1.69 | 1.00 |
|  |  |  |  |  |  |  | (5.48 to | (5.48 to | (5.48 to | (4.34 to | (4.34 to | 13.33 to | (3.33 to | (2.55 to | (2.55 to | (1.75 to | (1.75 to | (1.15 to | (1.15 to | 10.82 to |
| Stroke | 60 Cigarettes Per Day Both |  |  | Female |  |  |  |  | ${ }^{20.88)}$ | ${ }^{20.88)}$ | ${ }^{20.88)}$ | 14.54) | $14.54)$ | 9.73) | ${ }^{9.73)}$ | ${ }^{6.48)}$ | ${ }^{6.48)}$ | 4.02) | ${ }^{4.02)}$ | ${ }^{2.26)}$ | 2.26) | $1.20)$ |
|  |  |  |  |  |  |  |  | 5.32 | 5.32 | 5.32 | 4.16 | 4.16 | 3.17 | 3.17 | 2.40 | 2.40 | 1.84 | 1.84 | 1.38 | 1.38 | 1.05 |
|  |  |  |  |  |  |  |  | (3.05 to | (3.05 to | (3.05 to | (2.54 to | (2.54 to | (1.98 to | (1.98 to | (1.56 to | (1.56 to | (1.25 to | 1.25 to | (0.99 to | (0.99 to | (0.78 to |
| Stroke | 60 Cigarettes Per Day Both |  |  | Male |  |  |  |  | ${ }^{8.01)}$ | ${ }^{8.01)}$ | ${ }^{8.01)}$ | 6.17) | 6.17) | 4.55) | 4.55) | 3.34) | 3.34) | 2.54) | $2.54)$ | 1.80) | 1.80) | ${ }^{1.33)}$ |
|  |  |  |  |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Lower respiratory infections |  |  |  |  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
|  | 0 Cigarettes Per Day Bo | Both | Female |  |  |  |  | 1.00) | $1.00)$ | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | $1.00)$ | $1.00)$ | $1.00)$ | $1.00)$ | $1.00)$ | $1.00)$ | $1.00)$ |
|  |  |  |  |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Lower respiratory infections |  |  |  |  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to |
|  | OCigarettes Per Day Bo |  | Male |  |  |  |  | $1.00)$ | $1.00)$ | 1.00) | 1.00) | 1.00) | 1.00) | $1.00)$ | 1.00) | 1.00) | 1.00) | $1.00)$ | 1.00) | 1.00) | $1.00)$ |
|  |  |  |  |  |  |  |  | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 |
| Lower respiratory infections |  |  |  |  |  |  |  | 1.42 to | (1.42 to | 1.42 to | 1.42 to | 1.42 to | (1.42 to | (1.42 to | (1.42 to | (1.42 to | (1.42 to | 1.42 to | (1.42 to | (1.42 to | (1.42 to |
|  | 10 Cigarettes Per Day Both |  | Female |  |  |  |  | 2.58) | $2.58)$ | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) | 2.58) |
|  |  |  |  |  |  |  |  | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 |
| Lower respiratory infections |  |  |  |  |  |  |  | (1.42 to | (1.42 to | (1.42 to | ${ }^{1} 1.42$ to | (1.42 to | (1.42 to | (1.42 to | (1.42 to | 1.42 to | (1.42 to | (1.42 to | ${ }^{1} 1.42$ to | ${ }^{1} 1.42$ to | (1.42 to |
|  | 10 Cigarettes Per Day Both |  | Male |  |  |  |  | 2.58) | $2.58)$ | 2.58) | 2.58) | 2.58) | 2.58) | $2.58)$ | 2.58) | 2.58) | 2.58) | $2.58)$ | 2.58) | 2.58) | 2.58) |
|  |  |  |  |  |  |  |  | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 |
| Lower respiratory infections | 20 Cigarettes Per Day Both |  |  |  |  |  |  | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to | (1.85 to |
|  |  |  | Female |  |  |  |  | $3.20)$ | $3.20)$ | 3.20) | 3.20) | $3.20)$ | 3.20) | $3.20)$ | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) |
|  |  |  |  |  |  |  |  | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 | 2.47 |
| Lower respiratory infections | 20 Cigarettes Per Day Both |  |  |  |  |  |  | $(1.85$ to | (1.85 to | 1.185 to | 1.85 to | (1.85 to | (1.85 to | 1.185 to | 1.85 to | 1.185 to | (1.85 to | (1.85 to | ${ }^{1} 1.85$ to | (1.85 to | (1.85 to |
|  |  |  | Male |  |  |  |  | $3.20)$ | $3.20)$ | 3.20) | 3.20) | 3.20) | 3.20) | $3.20)$ | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) | 3.20) |
|  |  |  |  |  |  |  |  | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 |
| Lower respiratory infections |  |  |  |  |  |  |  | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to |
|  | 30 Cigarettes Per Day Both |  | Female |  |  |  |  | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) | 3.84) |
|  |  |  |  |  |  |  | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 |
| Lower respiratory infections | 30 Cigarettes Per Day Both |  |  | Male |  |  |  |  | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to |
|  |  |  |  |  |  |  |  | ${ }^{3.84)}$ | ${ }^{3.84)}$ | 3.84) | 3.84) | 3.84) | 3.84) | ${ }^{3.84)}$ | 3.84) | 3.84) | 3.84) | ${ }^{3.84)}$ | 3.84) | 3.84) | 3.84) |







| 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1.21 | 退 | 21 to | 21 to | 1.21 to | . 21 to | 1.21 to | (1.21 to | (1.21 to | 1.21 to | (1.21 to | 1.21 to | (1.21 to |
| 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) |
| 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 |
| (1.21 to | (1.21 to | (1.21 to | (1.21 to | (1.21 to | 1.21 to | (1.21 to | 1.21 to | (1.21 to | (1.21 to | 1.21 to | (1.21 to | 1.21 to | (1.21 to |
| 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) | 3.10) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | 1.00 | (1.00 | (1.0) | 1.00 | 1.00 | 1.00 | 1.00 | (1.00 | 1.00 | 1.00 | 1.00 | 1.00 | (1.00 |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 | (1.00 to | 1.00 | (1.00 | (1.00 to | (1.00 | 1.00 | 1.00 | (1.00 | 1.00 to | (1.00 | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 |
| 1.09 to | 1.09 | 1.09 t | 1.09 | (1.09 | 1.09 to | (1.09 | 1.09 | (1.09 to | (1.09 | 1.09 | 1.09 | 1.09 | 1.09 |
| 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) |
| 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 | 1.45 |
| 1.09 to | 1.09 to | 1.09 to | 1.09 to | 1.09 to | 1.09 to | (1.09 to | 1.09 to | 1.09 | 1.09 to | 1.09 to | (1.09 to | (1.09 | (1.09 to |
| 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) | 1.88) |
| 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 |
| 1.39 to | 1.39 | (1.39 to | 1.39 | (1.39 | (1.39 | (1.39 | (1.39 | (1.39 | (1.39 | (1.39 | (1.39 | (1.39 | 1.38 |
| 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) |
| 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 |
| 1.38 | 1.39 | $1.39{ }^{\text {to }}$ | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | 1.39 | (1.39 to |
| 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) | 2.48) |
| 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 |
| (1.71 to | (1.71 to | (1.71 to | (1.71 to | (1.71 | (1.71 to | (1.71 | (1.71 to | (1.71 | (1.71 | (1.71 to | (1.71 | (1.71 | (1.71 to |
| 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) |
| 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 |
| (1.71 to | (1.71 | (1.71 | 1.71 | (1.71 | (1.71 to | (1.71 | (1.71 | (1.71 | (1.71 | (1.71 to | (1.71 to | (1.71 to | (1.71 to |
| 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) |
| 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 |
| (1.70 to | (1.70 to | (1.70 to | (1.70 | (1.70 ${ }^{\text {to }}$ | (1.70 to | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | 1.70 | (1.70 | (1.70 to |
| 3.89) | 3.89) | $3.89)$ | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) |
| 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 | 2.70 |
| (1.70 | (1.70 | (1.70 | 1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 | (1.70 |
| 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) | 3.89) |
| 2.8 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 289 |
| (1.58 | (1.58 | (1.58 to | 1.58 | (1.58 | (1.58 | (1.58 to | (1.58 | 1.58 | (1.58 | 1.58 to | (1.58 to | 1.58 to | (1.58 to |
| 4.65) | 4.65) | 4.65) | 4.55) | 4.65) | 4.65) | 4.65) | 4.55) | 4.55) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) |
| 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 | 2.89 |
| 1.58 to | (1.58 | (1.58 to | 1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 | (1.58 to |
| 4.55) | 4.65) | 4.65) | 4.55) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) | 4.65) |
| 3.0 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 308 |
| (1.46 to | (1.46 to | (1.46 to | (1.46 | (1.46 | (1.46 to | (1.46 to | (1.46 to | (1.46 | (1.46 | (1.46 | (1.46 to | 1.46 | (1.46 to |
| 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) |
| 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 | 3.08 |
| (1.46 to | (1.46 to | (1.46 to | (1.46 | (1.46 to | (1.46 | (1.46 | (1.46 | (1.46 | (1.46 | (1.46 | (1.46 to | 1.46 | (1.46 to |
| 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) | 5.42) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | 1.00 to | 1.00 | (1.00 | (1.00 | 1.00 | 1.00 | 1.00 | 1.00 | (1.00 to | 1.00 | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 00 | 1.00 | (1.00 | (1.00 | (1.00 | (1.00 | 1.00 | (1.00 | 1.00 | 1.00 | 1.00 | (1.00 to | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 13 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 |
| (1.21 to | (1.21 to | (1.21 to | (1.21 to | (1.21 | 1.21 to | (1.21 | 1.21 | 1.21 | 1.21 | 1.21 to | 1.21 | 1.21 | (1.21 to |
| 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) |
| 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 |
| 1.21 to | (1.21 | (1.21 to | (1.21 | (1.21 | (1.21 | 1.21 | 1.21 | 1.21 | (1.21 | (1.21 | 1.21 | 1.21 | (1.21 |
| 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) | 1.50) |
| 13 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 |
| (1.22 | (1.22 | (1.22 | 1.22 | (1.22 | (1.22 | (1.22 | (1.22 | (1.22 | (1.22 | 1.22 to | 1.22 | (1.22 | (1.22 to |
| 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) |
| 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 | 1.33 |
| (1.22 | (1.22 | (1.22 | 1.22 | (1.22 | (1.22 | (1.22 | 1.22 | (1.22 | (1.22 | (1.22 | 1.22 | (1.22 | (1.22 to |
| 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) | 1.45) |
| 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 |
| (1.30 to | (1.30 | (1.30 | 1.30 | (1.30 | (1.30 | (1.30 | (1.30 | 1.30 | 1.30 | (1.30 | 1.30 | (1.30 to | (1.30 to |
| 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) |
| 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 | 1.49 |
| (1.30 to | (1.30 to | (1.30 to | (1.30 | (1.30 to | (1.30 to | (1.30 to | (1.30 to | (1.30 to | (1.30 | (1.30 to | (1.30 | (1.30 to | (1.30 to |
| 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.69) | 1.99) |
| 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 |
| (1.44 to | (1.44 to | (1.44 to | (1.44 | 1.44 | (1.44 | 1.44 | (1.44 | (1.44 | (1.44 | 1.44 | (1.44 | 1.44 to | (1.44 to |
| 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) |
| 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 | 1.72 |
| (1.44 to | 1.44 | (1.44 to | 1.44 | 1.44 | (1.44 to | (1.44 to | (1.44 to | (1.44 to | 1.44 to | 1.44 to | 1.44 to | 1.44 to | (1.44 to |
| 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) |
| 18 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 |
| 1.45 to | (1.45 | (1.45 to | 1.45 | (1.45 | (1.45 | 1.45 | 1.45 | 1.45 | 1.45 | (1.45 | 1.45 to | 1.45 to | (1.45 to |
| 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) |
| 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 | 1.88 |
| (1.45 to | 1.45 | (1.45 to | (1.45 to | (1.45 to | (1.45 to | 1.45 to | (1.45 to | (1.45 to | (1.45 to | 1.45 to | 1.45 to | (1.45 to | (1.45 to |
| $2.34)$ | 2.34) | $2.34)$ | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | 1.00 to | 1.00 t | (1.00 | 1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 | (1.00 | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 |
| (1.79 to | 1.79 to | (1.79 to | (1.79 to | (1.79 to | 1.79 to | 1.79 to | 1.79 to | 1.79 to | (1.79 to | 1.79 to | (1.79 to | 1.79 to | (1.79 to |
| 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) |
| 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 | 2.16 |
| (1.79 to | (1.79 to | (1.79 to | (1.79 to | 1.79 to | 1.79 to | 1.79 to | 1.79 to | (1.79 to | (1.79 to | 1.79 to | 1.79 to | 1.79 to | (1.79 to |
| 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) | 2.54) |
| 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 |
| (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | 1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to |
| 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) |
| 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 | 2.35 |
| (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | (1.72 to | 1.72 to | (1.72 to | (1.72 to | (1.72 to |
| 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) | 3.14) |
| 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 |
| (1.56 to | (1.56 to | 1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to | 1.56 to | (1.56 to | 1.56 to | (1.56 to | (1.56 to |
| 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) |
| 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 | 2.76 |
| (1.56 to | (1.56 to | 1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to | 1.56 to | 1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 to |
| 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) | 4.52) |
| 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 |
| (1.43 to | 1.43 to | 1.43 to | (1.43 to | 1.43 to | 1.43 to | 1.43 to | 1.43 to | (1.43 to | 1.43 to | 1.43 to | (1.43 to | (1.43 to | (1.43 to |
| 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) |
| 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 | 3.10 |
| (1.43 to | 1.43 to | 1.43 to | (1.43 to | 1.43 to | 1.43 to | 1.4 .43 to | (1.43 to | 1.43 to | 1.43 to | 1.43 to | 1.4 .43 to | 1.43 to |  |
|  | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) | 5.81) |




|  | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.3 | 9.35 | 9.35 | 9.35 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | t | to | ( 6 to |  | to | (7.96 to | to | (7.96 to | (7.96 to | (7) 96 to | (7.96 to | 17.96 to |
| 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) |
| 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| (7.96 to | (7.96 to | (7.96 to | (7.96 to | (7.96 to | (7.96 | (7.96 | (7.96 to | (7.96 | (7.96 to | (7.96 to | (7.96 | (7.96 to | (7.96 |
| 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) | 10.85) |
| 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 |
| (10.29 | (10.29 | (10.29 to | (10.29 | (10.29 | (10.29 to | (10.29 | (10.29 | (10.29 | (10.29 | (10.29 | (10.29 | (10.29 |  |
| 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) |
| 57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 | 12.57 |
| (10.29 | (10.29 to | (10.29 to | (10.29 | (10.29 to | (10.29 to | (10.29 | (10.29 | (10.29 | (10.29 | (10.29 to | (10.29 | (10.29 |  |
| 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) | 15.10) |
| 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 |
| (11.09 | (11.09 to | (11.09 to | (11.09 to | (11.09 to | (11.09 to | (11.09 to | (11.09 to | (11.09 | (11.09 | (11.09 to | (11.09 | (11.09 |  |
| 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) |
| 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 | 14.17 |
| (11.09 to | (11.09 to | (11.09 to | (11.09 | (11.09 to | (11.09 to | (11.09 | (11.09 | (11.09 | (11.09 | (11.09 t | (11.09 | (11.09 |  |
| 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) | 17.45) |
| 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.6 |
| (11.67 | (11.67 | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to | (11.67 to |  |
| 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) |  |
| 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 | 15.60 |
| (11.67 | (11.67 | (11.67 to | (11.67 | (11.67 | (11.67 to | (11.67 | (11.67 | (11.67 | (11.67 | (11.67 | (11.67 | (11.67 |  |
| 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) | 19.74) |
| 18 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 |
| (13.23 t | (13.23 to | (13.23 to | (13.23 | (13.23 to | (13.23 to | (13.23 | (13.23 | (13.23 to | (13.23 to | (13.23 to | (13.23 to | (13.23 to | (13, |
| 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) |  |
| 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 | 18.27 |
| (13.23 | (13.23 | (13.23 to | (13.23 | (13.23 | (13.23 to | (13.23 | (13.23 | (13.23) | (13.23 | (13.23 | (13.23) | (13.23) |  |
| 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) | 23.80) |
| 38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 |  |
| (14.28 to | (14.28 | (14.28 to | (14.28 | (14.28 | (14.28 to | (14.28 | (14.28 | (14.28 to | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 |
| 34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) |  |
| 38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 | 20.38 |
| 27.28 | (14.28 | (14.28 to | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 | (14.28 |  |
| 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) | 27.34) |
| 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21 |
| 13.60 | (13.60 to | (13.60 to | (13.60 | (13.60 | (13.60 to | (13.60 | (13.60 | (13.60 | (13.60 | (13.60 to | (13.60 | (13.60 |  |
| 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) |  |
| 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 | 21.34 |
| (13.60 | (13.60 | (13.60 to | (13.60 | (13.60 | (13.60 to | (13.60 | (13.60 to | (13.60 | (13.60 | (13.60 | (13.60 | (13.60 |  |
| 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21) | 30.21 |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 00 | (1.00 | 1.00 | (1.00 | (1.00 | (1.00 | (1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 | 1.00 | (1.00 | (1.00 | (1.00 | 1.00 | (1.00 | 1.00 | 1.00 | (1.00 | 1.00 | 1.00 | 1.00 |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 356 | 3.56 | 356 | 3.56 | 356 | 3.56 | 3.56 | 3.56 | 3.56 |
| (2.75 to | (2.75 | (2.75 | (2.75 | (2.75 | (2.75) | (2.75 | (2.75 | (2.75 | (2.75 | (2.75) | (2.75 | (2.75 |  |
| (1) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) |
| 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 | 3.56 |  |
| (2.75 to | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 | (2.75 |
| 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) | 4.41) |  |
| 5.79 | 5.79 | 5.79 | 5.75 | 5.79 | 579 | 579 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 |
| (4.54 to | 14.54 | (4.54 | 14.54 | (4.54 | (4.54 to | 1.54 | (4.54 to | 1.54 | 14.54 | 1.54 | 1.54 | (4.54 |  |
| 7.09) | 7.09) | 7.09) | 7.99) | 7.09) | 7.09) | 7.09) | 7.99) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) |
| 5.7 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 |  |
| 14.54 | 14.54 | (4.54 | (4.54 | 14.54 | 14.54 | (4.54 | 1.54 | 14.54 | (4.54 | 1.54 | 1.54 | (4.54 | (4.54 to |
| 7.0 | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) | 7.09) |  |
| 6 | 6.62 | 6.62 | 6.62 | 6.62 |  |  | 6.6 | 6.62 |  | 6.62 | 6 | 6.62 | 6.6 |
| ${ }^{5} .31$ t | (5.31 | (5.31 | (5.3) | (5.31 | (5.31 to | (5.31 | 15.31 | (5.31 | (5.31 | (5.31 | (5.31 | (5.31 |  |
| 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) |
|  | 6.62 | 6.62 | 6.62 | 6.62 | 6.62 | 6.62 | 6.62 | 6.62 |  | 6.62 | 6.62 |  |  |
| 531 | (5.31 to | (5.31 | (5.31 | (5.31 to | (5.31 | 15.31 | (5.31 | 15.31 | (5.31 | 15.31 | (5.31 | (5.31 | (5.3) |
| 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | 8.03) | (1) |
|  | 7.45 | 7.45 | 7.4 | 7.45 |  |  |  |  |  | 7.45 | 7.45 | 7.45 | 7.45 |
| (6.08 | 16.08 to | 16.08 | (6.08 to | 16.08 to | . 08 to | (6.08 | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 | (6.08 | 16.08 to |
| 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) |
| 7.8 | 7.45 | 7.45 | 7.45 | 7.45 | 7.45 | 7.45 | 7.45 | . 45 | 7.45 | 7.45 | 7.45 | 7.45 |  |
| 16.08 t | 16.08 to | (6.08 | 16.08 | 16.08 to | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 | 16.08 |
| 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) | 8.97) |
|  | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 | 7.91 |
| 硣 | (5.88 | (5.8 | (5.8) | (5.88 | (5.88 |  | 15.88 | (5.88 | (5.88 | (5.88 | 15.88 | (5.88 |  |
| 10.28) | 10.28) | 10.28 | 10.28) | 10.28) | 10.28 | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) |
|  | 7.91 | 7.91 | 7.91 | 7.91 | 7.9 | 7.91 | 7.91 | 7.91 | 7.9 | 7.91 | 7.91 | 7.91 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) | 10.28) |
|  | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 |
| (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to |
| 1.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) |
| 8 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 | 8.01 |
| torster | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to | (4.71 to |
| 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) | 11.96) |
|  | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 |
| (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to |
| 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47 |
| 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 | 9.40 |
| (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to | (6.00 to |
| 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) | 13.47) |
| 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 |
| (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to |
| 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) |
| 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 | 11.13 |
| (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to | (7.30 to |
| 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) | 15.82) |
| 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 |
| (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | 18.61 to |
| 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) |
| 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 | 13.20 |
| (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | (8.61 to | 18.61 to | (8.61 to | (8.61 to | 18.61 to | (8.61 to | 18.61 to |
| 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99) | 18.99 |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 | (1.00 to | (1.00 to | (1.00 | 1.00 t | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 |
| (1.93 | (1.93 | (1.93 | (1.93 | (1.93 | (1.93 | (1.93 | (1.93 | 1.93 | (1.93 | (1.93 to | (1.93 | (1.93 | (1.93 to |
| 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) | 2.78) |
| 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 | 2.36 |  | 2.36 |  |  |  |
| $\begin{aligned} & \text { (1.93 to } \\ & 2.78 \text { ) } \end{aligned}$ | $\begin{aligned} & \text { (1.93 to } \\ & 2.78 \text { ) } \end{aligned}$ | $\begin{aligned} & (1.93 \mathrm{t} \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \mathrm{t} \\ & 2.78) \end{aligned}$ | (1.78) | ${ }_{2} \mathbf{1 . 7 8 )}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ | $\begin{aligned} & (1.93 \\ & 2.78) \end{aligned}$ |


| Oesophageal cancer | 20 Pack Years | Both | Female |
| :---: | :---: | :---: | :---: |
| Oesophageal cancer | 20 Pack Years | Both | Male |
| Oesophageal cancer | 30 Pack Years | Both | Female |
| Oesophageal cancer | 30 Pack Years | Both | Male |
| Oesophageal cancer | 40 Pack Years | Both | Female |
| Oesophageal cancer | 40 Pack Years | Both | Male |
| Oesophageal cancer | 50 Pack Years | Both | Female |
| Oesophageal cancer | 50 Pack Years | Both | Male |
| Oesophageal cancer | 60 Pack Years | Both | Female |
| Oesophageal cancer | 60 Pack Years | Both | Male |
| Oesophageal cancer | 70 Pack Years | Both | Female |
| Oesophageal cancer | 70 Pack Years | Both | Male |
| Oesophageal cancer | 80 Pack Years | Both | Female |
| Oesophageal cancer | 80 Pack Years | Both | Male |
| Oesophageal cancer | 90 Pack Years | Both | Female |
| Oesophageal cancer | 90 Pack Years | Both | Male |
| Stomach cancer | 0 Pack Years | Both | Female |
| Stomach cancer | 0 Pack Years | Both | Male |
| Stomach cancer | 10 Pack Years | Both | Female |
| Stomach cancer | 10 Pack Years | Both | Male |
| Stomach cancer | 20 Pack Years | Both | Female |
| Stomach cancer | 20 Pack Years | Both | Male |
| Stomach cancer | 30 Pack Years | Both | Female |
| Stomach cancer | 30 Pack Years | Both | Male |
| Stomach cancer | 40 Pack Years | Both | Female |
| Stomach cancer | 40 Pack Years | Both | Male |
| Stomach cancer | 50 Pack Years | Both | Female |
| Stomach cancer | 50 Pack Years | Both | Male |
| Stomach cancer | 60 Pack Years | Both | Female |
| Stomach cancer | 60 Pack Years | Both | Male |
| Stomach cancer | 70 Pack Years | Both | Female |
| Stomach cancer | 70 Pack Years | Both | Male |
| Liver cancer | 0 Pack Years | Both | Female |
| Liver cancer | 0 Pack Years | Both | Male |
| Liver cancer | 10 Pack Years | Both | Female |
| Liver cancer | 10 Pack Years | Both | Male |
| Liver cancer | 20 Pack Years | Both | Female |
| Liver cancer | 20 Pack Years | Both | Male |


|  | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 |  | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (2.27 to | (2.27 to | 227 | 通 |  | 27 | 27 to | 27 | 27 to | 27 | 2.27 | 2.27 | 2.27 |
| 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) |
| 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 | 2.95 |
| (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | 12.27 to | (2.27 | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to |
| 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) | 3.66) |
| 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 |
| (2.02 to | (2.02 | (2.02 | (2.02 | (2.02 | (2.02 to | (2.02 to | 12.02 to | (2.02 to | (2.02 | (2.02 to | (2.02 | (2.02 | (2.02 |
| 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) |
| 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 | 2.78 |
| (2.02 to | (2.02 to | (2.02 to | (2.02 to | (2.02 | (2.02 to | (2.02 | (2.02 | 12.02 | 12.02 | (2.02 to | 12.02 | (2.02 to | (2.02 to |
| 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) | 3.64) |
| 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 |
| (2.89 to | (2.89 | (2.89 to | (2.89 | (2.89 | 12.89 to | (2.89 to | 12.89 | (2.89 to | (2.89 | (2.89 | 12.89 | 12.89 | (2.89 |
| 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) |
| 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 | 3.91 |
| 12.89 to | 12.89 | (2.89 to | 12.89 | (2.89 to | (2.89 to | (2.89 to | (2.89 | 12.89 | (2.89 to | (2.89 to | (2.89 to | (2.89 | (2.89 to |
| 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) | 4.96) |
| 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 |
| 13.27 to | 13.27 | 13.27 to | (3.27 | (3.27 | (3.27 to | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 to |
| 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) |
| 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 | 4.76 |
| (3.27 to | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 | (3.27 to |
| 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) | 6.31) |
| 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 |
| (3.16 to | (3.16 to | (3.16 to | (3.16 | (3.16 | (3.16 to | (3.16 to | (3.16 | (3.16 to | (3.16 | (3.16t | (3.16 | (3.16 | (3.16 to |
| 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) |
| 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 | 5.33 |
| (3.16 to | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 | (3.16 to |
| 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) | 7.71) |
| 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 |
| (3.52 to | 13.52 | (3.52 | (3.52 | 13.52 | (3.52 to | (3.52 | ${ }^{3} .52$ | 13.52 | 13.52 | (3.52 | (3.52 | (3.52 | (3.52 to |
| 10.38) | 10.38) | 10.38) | 10.38) | 10.38) | 10.38) | 10.38) | 10.38 | 10.38) | 10.38) | 10.38) | 10.38) | 10.38) | 10.38) |
| 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 | 6.66 |
| (3.52 to | 13.52 | (3.52 | 13.52 | 13.52 | (3.52 to | 13.52 | 13.52 | (3.52 | 13.52 | 13.52 | (3.52 | (3.52 | (3.52 to |
| 10.38) | 10.38) | 10.38) | 10.38) | 10.38 | 10.38) | 10.38) | 10.38) | 10.38 | 10.38) | 10.38) | 10.38) | 10.38) | 10.38) |
| 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 |
| (4.28 to | 14.28 to | (4.28 to | (4.28 | (4.28 | (4.28 to | (4.28 to | (4.28 | (4.28 to | (4.28 | (4.28 to | 1.28 to | (4.28 | (4.28 to |
| 60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) |
| 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 | 8.08 |
| (4.28 to | (4.28 | 14.28 to | (4.28 | (4.28 | (4.28 | (4.28 | (4.28 | (4.28 | (4.28 | (4.28 | (4.28 |  |  |
| 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) | 12.60) |
| 9.5 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 |
| (5.43 to | (5.43 to | (5.43 to | (5.43 to | (5.43 | (5.43 to | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 to |
| 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) |
| 9.5 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 | 9.59 |
| (5.43 to | (5.43 | (5.43 to | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 | (5.43 to |
| 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) | 14.35) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | 1.00 to | 1.00 | 1.00 | (1.00 | 1.00 | (1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 00 | (1.00 | (1.00 | 1.00 | (1.00 | (1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 |
| 1.18 t | (1.18 | (1.18t | (1.18t | (1.18 | (1.18) | (1.18) | (1.18 | 1.18 | (1.18 | 1.18 to | 1.18 | 1.18 | (1.18 to |
| 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) |
| 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 | 1.34 |
| 1.18 | (1.18 | (1.18 | 1.18 | (1.18 | (1.18 | (1.18) | 1.18 | (1.18 | (1.18 | (1.18t | 1.18 | (1.18 | (1.18 to |
| 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) | 1.53) |
| 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 |
| 1.23 | 1.29 | (1.29 | 1.29 | 1.29 | (1.29 to | 1.29 | 1.25 | 1.23 | (1.29 | 11.29 to | 1.29 to | (1.29 to | (1.29 to |
| 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) |
| 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 | 1.53 |
| (1.29 to | 1.29 to | 1.29 to | 1.29 | (1.29 | (1.29 to | 1.29 to | 1.29 to | 1.29 to | (1.29 | 11.29 to | 1.29 to | 1.29 | 1.29 to |
| 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) | 1.82) |
| 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 |
| (1.41 to | (1.41 to | (1.41 to | 1.41 | (1.41 | (1.41 to | (1.41 | 1.41 to | 1.41 | 1.41 | $1.411^{\text {to }}$ | 1.41 | (1.41 to | (1.41 to |
| 2.09) | 2.09) | 2.09) | 2.09) | 2.99) | 2.99) | 2.99) | 2.99) | 2.99) | 2.09) | 2.09) | 2.99) | 2.09) | 2.09) |
| 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 | 1.73 |
| (1.41 to | (1.41 to | 1.41 t | (1.41 to | (1.41 | (1.41 to | (1.41 to | 1.41 to | (1.41 to | 1.41 t | 1.41 to | 1.41 to | (1.41 to | (1.41 to |
| 2.99) | 2.09) | 2.09) | 2.99) | 2.09) | 2.09) | 2.09) | 2.99) | 2.99) | 2.09) | 2.09) | 2.99) | 2.09) | 2.99) |
| 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 |
| (1.56 to | (1.56 | (1.56 | 1.56 | (1.56 | (1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 to | (1.56 to |
| 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) |
| 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 | 1.94 |
| (1.56 to | (1.56 | (1.56 | 1.56 | (1.56 to | (1.56 | (1.56 | (1.56 to | (1.56 to | (1.56 to | (1.56 to | (1.56 | 1.56 to | (1.56 to |
| 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) | 2.36) |
| 205 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 |
| (1.63 to | (1.63 | 1.63 to | 1.63 | (1.63 | (1.63 | 1.63 | 1.63 | 1.63 | 1.63 | (1.63 | 1.63 | 1.63 to | (1.63 to |
| 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) | 2.46) |
| 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 |
| 11.63 to | 1.63 to | 1.63 to | 1.63 to | 1.63 to | 1.63 to | 1.63 to | 1.63 to | (1.63 to | 1.63 to | 1.63 to | 1.63 to | 1.63 to | (1.63 to |
| 2.46) | $2.46)$ | $2.46)$ | 2.46) | $2.46)$ | 2.46) | $2.46)$ | 2.46) | 2.46) | $2.46)$ | $2.46)$ | 2.46) | $2.46)$ | 2.46) |
| 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 |
| (1.65 to | 1.65 | (1.65 to | 1.65 | (1.65 to | (1.65 to | (1.65 to | 1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to |
| $2.56)$ | $2.56)$ | $2.56)$ | 2.56) | $2.56)$ | $2.56)$ | $2.56)$ | 2.56) | 2.56) | $2.56)$ | $2.56)$ | 2.56) | $2.56)$ | 2.56) |
| 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 | 2.08 |
| 1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | 1.65 to | (1.65 to | (1.65 to | 1.65 to | (1.65 to | (1.65 to | (1.65 to |
| 2.56 | $2.56)$ | $2.56)$ | 2.56) | 2.56) | 2.56) | 2.56) | 2.56) | 2.56) | $2.56)$ | $2.56)$ | 2.56) | 2.56) | 2.56) |
| 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 |
| 1.66 to | (1.66 to | (1.66 to | (1.66 to | (1.66 to | (1.66 to | (1.66 to | 1.66 to | (1.66 to | (1.66 to | 1.66 to | 1.66 to | (1.66 to | (1.66 to |
| 2.55) | 2.65) | 2.65) | 2.55) | 2.65) | 2.65) | 2.65) | 2.55) | 2.55) | 2.65) | 2.65) | 2.65) | 2.65) | 2.55) |
| 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 | 2.11 |
| 1.66 to | (1.66 to | 1.66 to | (1.66 to | (1.66 to | 1.66 to | (1.66 to | 1.66 to | 1.66 to | (1.66 to | 1.66 to | 1.66 to | 1.66 to | (1.66 to |
| 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.65) | 2.55) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 |
| (1.08 to | 1.08 to | 1.08 t | (1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | (1.08 to |
| 1.65) | 1.65) | 1.65) | 1.55) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) |
| 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 | 1.35 |
| (1.08 to | (1.08 to | 1.08 to | (1.08 to | (1.08 to | 1.08 to | (1.08 to | (1.08 to | (1.08 to | 1.08 to | 1.08 to | 1.08 to | 1.08 to | (1.08 to |
| 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) | 1.65) |
| 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 |
| 1.13 to | (1.13 to | 1.13 to | (1.13) to | 1.13 to | 1.12 to | 1.1 .13 to | 1.123 to | (1.13 to | 1.13 to | 1.13 to | 1.1 .13 to | 1.12 to | (1.13 to |
| 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) |
| 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 |
| 1.1 .13 to | 1.13 t | (1.13) to | (1.13 to | 1.13 to | 1.12 to | 1.1 .13 to | (1.13 to | 1.13 to | 1.13 to | 1.13 to | (1.13 to | (1.13 to | (1.13 to |
|  | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) | 2.02) |


|  |  |  |  | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | 1.16 to | (1.16 to | (1.16 to | (1.16 to | 1.16 to |
| Liver cancer | 30 Pack Years | Both | Female | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) |
|  |  |  |  | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 | 1.65 |
|  |  |  |  | 1.16 to | (1.16 to | 1.16 to | (1.16 to | (1.16 to | 1.16 to | (1.16 to | 1.16 to | (1.16 to | 1.16 to | 1.16 to | (1.16 to | (1.16 to | 1.16 to |
| Liver cancer | 30 Pack Years | Both | Male | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) | 2.16) |
|  |  |  |  | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 |
|  |  |  |  | 1.26 to | 1.26 to | 1.26 to | 1.26 to | (1.26 to | (1.26 to | (1.26 to | 1.26 to | (1.26 to | 1.26 to | 1.26 to | (1.26 to | (1.26 to | 1.26 to |
| Liver cancer | 40 Pack Years | Both | Female | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) |
|  |  |  |  | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 | 1.78 |
|  |  |  |  | 1.26 to | 1.26 to | 1.26 to | 1.26 to | (1.26 to | (1.26 to | (1.26 to | 1.26 to | (1.26 to | 1.26 to | 1.26 to | (1.26 to | 1.26 to | 1.26 to |
| Liver cancer | 40 Pack Years | Both | Male | 2.40) | 2.40) | $2.40)$ | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | 2.40) | $2.40)$ | $2.40)$ | 2.40) | $2.40)$ | 2.40) |
|  |  |  |  | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 |
|  |  |  |  | 1.26 to | 1.26 to | (1.26 to | 1.26 to | 1.26 to | 1.26 to | (1.26 to | 1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to |
| Liver cancer | 50 Pack Years | Both | Female | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) |
|  |  |  |  | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 |
|  |  |  |  | 1.26 to | (1.26 to | 1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | 1.26 to | (1.26 to | 1.26 to | 1.26 to | (1.26 to | (1.26 to | 1.26 to |
| Liver cancer | 50 Pack Years | Both | Male | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) | 2.51) |
|  |  |  |  | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 |
|  |  |  |  | (1.22 to | 1.22 to | (1.22 to | 1.22 to | 1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to |
| Liver cancer | 60 Pack Years | Both | Female | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) |  |
|  |  |  |  | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 | 1.80 |
|  |  |  |  | 1.22 to | (1.22 to | 1.22 to | (1.22 to | (1.22 to | (1.22 to | (1.22 to | 1.22 to | (1.22 to | 1.22 to | 1.22 to | (1.22 to | (1.22 to | (1.22 to |
| Liver cancer | 60 Pack Years | Both | Male | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) | 2.57) |
|  |  |  |  | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 |
|  |  |  |  | 1.25 to | 1.25 to | 1.25 to | 1.25 to | (1.25 to | 1.25 to | (1.25 to | (1.25 to | 1.25 to | (1.25 to | (1.25 to | (1.25 to | (1.25 to | 1.25 to |
| Liver cancer | 70 Pack Years | Both | Female | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) |
|  |  |  |  | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 | 1.91 |
|  |  |  |  | 1.25 to | 1.25 to | 1.25 to | (1.25 to | (1.25 to | (1.25 to | (1.25 to | 1.25 to | (1.25 to | 1.25 to | 1.25 to | (1.25 to | 1.25 to | (1.25 to |
| Liver cancer | 70 Pack Years | Both | Male | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) | 2.74) |
|  |  |  |  | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 |
|  |  |  |  | 1.19 to | 1.19 to | (1.19 to | (1.19 to | (1.19 to | 1.19 to | (1.19 to | 1.19 to | (1.19 to | 1.19 to | 1.19 to | (1.19 to | (1.19 to | (1.19 to |
| Liver cancer | 80 Pack Years | Both | Female | 3.30) | $3.30)$ | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | $3.30)$ | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) |
|  |  |  |  | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 | 2.09 |
|  |  |  |  | 1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | (1.19 to | 1.19 to |
| Liver cancer | 80 Pack Years | Both | Male | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | 3.30) | $3.30)$ | 3.30) | 3.30) | 3.30) | 3.30) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Larynx cancer | 0 Pack Years | Both | Female | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Larynx cancer | 0 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 |
|  |  |  |  | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to |
| Larynx cancer | 10 Pack Years | Both | Female | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) |
|  |  |  |  | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 | 3.40 |
|  |  |  |  | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to | (2.37 to |
| Larynx cancer | 10 Pack Years | Both | Male | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) | 4.59) |
|  |  |  |  | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 |
|  |  |  |  | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to |
| Larynx cancer | 20 Pack Years | Both | Female | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) |
|  |  |  |  | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 | 5.88 |
|  |  |  |  | 13.92 to | 13.92 to | (3.92 to | (3.92 to | (3.92 to | 13.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to | (3.92 to |
| Larynx cancer | 20 Pack Years | Both | Male | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) | 8.28) |
|  |  |  |  | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 |
|  |  |  |  | 15.64 to | 15.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to |
| Larynx cancer | 30 Pack Years | Both | Female | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) |
|  |  |  |  | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 | 8.45 |
|  |  |  |  | 15.64 to | 15.64 to | (5.64 to | (5.64 to | 15.64 to | (5.64 to | (5.64 to | 15.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | (5.64 to | 15.64 to |
| Larynx cancer | 30 Pack Years | Both | Male | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) | 12.06) |
|  |  |  |  | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 |
|  |  |  |  | 18.59 to | 18.59 to | (8.59 to | (8.59 to | (8.59 to | (8.59 to | (8.59 to | 18.59 to | (8.59 to | (8.59 to | 18.59 to | (8.59 to | (8.59 to | (8.59 to |
| Larynx cancer | 40 Pack Years | Both | Female | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) | 19.83) |
|  |  |  |  | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 | 13.59 |
|  |  |  |  | ${ }_{\text {l }}^{\text {(8.59 to }}$ | (8.59 to $19.83)$ | ${ }_{\text {l }}^{\text {(8.59 to }}$ | (8.59 to $19.83)$ | (8.59 to $19.83)$ 18.8 | (8.59 to $19.83)$ | (8.59 to $19.83)$ | ${ }^{\text {(8.59 to }}$ | (8.59 to $19.83)$ | (8.59 to $19.83)$ | (8.59 to $19.83)$ | (8.59 to $19.83)$ | ${ }_{\text {(8.59 to }}^{1983}$ | ${ }_{\text {(8.59 to }}$ |
| Larynx cancer | 40 Pack Years | Both | Male | $\begin{aligned} & \text { 19.83) } \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & \text { 19.83) } \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | 19.83) 18.09 | $\begin{aligned} & 19.83) \\ & 18.09 \end{aligned}$ | 19.83) 18.09 | 19.83) 18.09 |
|  |  |  |  | 10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to | (10.63 to |
| Larynx cancer | 50 Pack Years | Both | Female | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) | 27.22) |
|  |  |  |  | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 | 18.09 |
|  |  | Both |  | (10.63 to | (10.63 to 27.22) | ${ }_{\text {27.22) }}^{\text {(10.63 }}$ | ${ }_{\text {27.22) }}^{\text {(10.6 to }}$ | ${ }_{\text {27.22) }}^{\text {(10.6 }}$ | $\begin{aligned} & \text { (10.63 to } \\ & 27.22 \text { ) } \end{aligned}$ | (10.63 to 27.22) | ${ }_{\text {27.22) }}(10.63$ to | ${ }_{\text {27 }}(10.63$ to | (10.63 to 27.22) | (10.63 to 27.22) |  |  |  |
| Larynx cancer | 50 Pack Years |  | Male | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 |
|  |  |  |  | 111.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to |
| Larynx cancer | 60 Pack Years | Both | Female | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) |
|  |  |  |  | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 | 21.95 |
|  |  |  |  | 111.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to | (11.76 to |
| Larynx cancer | 60 Pack Years | Both | Male | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) | 34.25) |
|  |  |  |  | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 |
|  |  |  |  | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to |
| Larynx cancer | 70 Pack Years | Both | Female | 43.67) | 43.67) | 43.67) | ${ }^{43.67)}$ | 43.67) | ${ }^{43.67)}$ | 43.67) | 43.67) | ${ }^{43.67)}$ | 43.67) | 43.67) | ${ }^{43.67)}$ | 43.67) | 43.67) |
|  |  |  |  | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 | 24.75 |
|  |  |  |  | (11.07 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to | (11.00 to |
| Larynx cancer | 70 Pack Years | Both | Male | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) | 43.67) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | 1.00 to | (1.00 to | (1.00 to | 1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Breast cancer | 0 Pack Years | Both | Female | 1.00) | $1.00)$ | $1.00)$ | 1.00) | 1.00) | $1.00)$ | 1.00) | 1.00) | ${ }^{1.00)}$ | 1.00) | $1.00)$ | 1.00) | 1.00) | $1.00)$ |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Breast cancer | 0 Pack Years |  |  | (1.00 to $1.00)$ 1.000 | $(1.00$ to $1.00)$ | ${ }_{\text {l }}(1.00$ to | ${ }_{\text {l }}^{\text {(1.00) }}$ ) | ${ }^{(1.00}$ to | (1.00 to $1.00)$ 10.0 | (1.00 to $1.00)$ | ${ }_{\text {l }}\left(1.00\right.$ ) ${ }^{\text {a }}$ | (1.00 to $1.00)$ | ${ }_{\text {l }}(1.00$ to | (1.00 to $1.00)$ | ${ }^{\text {(1.00 to }}$ | (1.00 to $1.00)$ | (1.00 to $1.00)$ |
|  |  | Both | Male | $1.00)$ 1.16 | $1.00)$ 1.16 | $1.00)$ 1.16 | ${ }^{1.1 .16}$ | 1.160 1.16 | 1.1 .00 1.16 | 1.160 1.16 | ${ }^{1.1 .16}$ | 1.1 .00 1.16 | $1.1 .00)$ 1.16 | 1.16 | 1.16 | 1.16 | 1.16 |
|  |  |  |  | 1.09 to | 1.09 to | (1.09 to | 1.09 to | (1.09 to | (1.09 to | 1.09 to | 1.09 to | (1.09 to | 1.09 to | 1.09 to | (1.09 to | 1.09 to | 1.09 to |
| Breast cancer | 10 Pack Years | Both | Female | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) | 1.24) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to |
| Breast cancer | 10 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 |
|  |  |  |  | 1.18 to | 1.18 to | (1.18 to | 1.18 to | (1.18 to | 1.18 to | 1.18 to | 1.128 to | (1.18 to | 1.18 to | 1.18 to | (1.18 to | (1.18 to | 1.18 to |
| Breast cancer | 20 Pack Years | Both | Female | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) | 1.36) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to |
| Breast cancer | 20 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 |
|  |  |  |  | 1.19 to | 1.19 to | (1.19 to | 1.19 to | (1.19 to | 1.19 to | 1.19 to | 1.19 to | (1.19 to | 1.19 to | 1.19 to | (1.19 to | (1.19 to | 1.19 to |
| Breast cancer | 30 Pack Years | Both | Female | 1.39) | 1.39) | ${ }^{1.39)}$ | 1.39) | $1.39)$ | $1.39)$ | $1.39)$ | 1.39) | $1.39)$ | ${ }^{1.39)}$ | $1.39)$ | $1.39)$ | $1.39)$ | $1.39)$ |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |  | 1.00 |  |  |  |  |  |  |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Breast cancer | 30 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 | 1.24 |
|  |  |  |  | 1.12 to | $1.12)^{\text {to }}$ | (1.12 to | (1.12 to | (1.12 to | (1.12 to | 1.12 to | (1.12 to | (1.12 to | 1.12 to | 1.12 to | (1.12 to | (1.12 to | (1.12 to |
| Breast cancer | 40 Pack Years | Both | Female | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) | 1.37) |
|  |  |  |  | 1.00 | 1.00 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | 1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | 1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Breast cancer | 40 Pack Years |  | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |


| Breast cancer | 50 Pack Years | Both | Female |
| :---: | :---: | :---: | :---: |
| Breast cancer | 50 Pack Years | Both | Male |
| Breast cancer | 60 Pack Years | Both | Female |
| Breast cancer | 60 Pack Years | Both | Male |
| Cervical cancer | 0 Pack Years | Both | Female |
| Cervical cancer | 0 Pack Years | Both | Male |
| Cervical cancer | 10 Pack Years | Both | Female |
| Cervical cancer | 10 Pack Years | Both | Male |
| Cervical cancer | 20 Pack Years | Both | Female |
| Cervical cancer | 20 Pack Years | Both | Male |
| Colon and rectum cancer | 0 Pack Years | Both | Female |
| Colon and rectum cancer | 0 Pack Years | Both | Male |
| Colon and rectum cancer | 10 Pack Years | Both | Female |
| Colon and rectum cancer | 10 Pack Years | Both | Male |
| Colon and rectum cancer | 20 Pack Years | Both | Female |
| Colon and rectum cancer | 20 Pack Years | Both | Male |
| Colon and rectum cancer | 30 Pack Years | Both | Female |
| Colon and rectum cancer | 30 Pack Years | Both | Male |
| Colon and rectum cancer | 40 Pack Years | Both | Female |
| Colon and rectum cancer | 40 Pack Years | Both | Male |
| Colon and rectum cancer | 50 Pack Years | Both | Female |
| Colon and rectum cancer | 50 Pack Years | Both | Male |
| Colon and rectum cancer | 60 Pack Years | Both | Female |
| Colon and rectum cancer | 60 Pack Years | Both | Male |
| Colon and rectum cancer | 70 Pack Years | Both | Female |
| Colon and rectum cancer | 70 Pack Years | Both | Male |
| Lip and oral cavity cancer | 0 Pack Years | Both | Female |
| Lip and oral cavity cancer | 0 Pack Years | Both | Male |
| Lip and oral cavity cancer | 10 Pack Years | Both | Female |
| Lip and oral cavity cancer | 10 Pack Years | Both | Male |
| Lip and oral cavity cancer | 20 Pack Years | Both | Female |
| Lip and oral cavity cancer | 20 Pack Years | Both | Male |
| Lip and oral cavity cancer | 30 Pack Years | Both | Female |
| Lip and oral cavity cancer | 30 Pack Years | Both | Male |
| Lip and oral cavity cancer | 40 Pack Years | Both | Female |
| Lip and oral cavity cancer | 40 Pack Years | Both | Male |
| Lip and oral cavity cancer | 50 Pack Years | Both | Female |
| Lip and oral cavity cancer | 50 Pack Years | Both | Male |


| 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.11)^{\text {to }}$ | 1.11 to | 1.11 to | 1.11 to | 1.11 to $^{\text {d }}$ | 1.111 to | 1.111 to | 1.11 to | (1.11 to | 1.11 to | 1.11 to | (1.11 to | 1.11 to $^{\text {d }}$ | (1.11 to |
| 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) | 1.40) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 | (1.00 to | (1.00 | (1.00 to | (1.00 | (1.00 to | 11.00 t | (1.00 | (1.00 | 1.00 to | (1.00 | (1.00 | 1.00 |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 |
| (1.11 to | (1.11 to | (1.11) to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | (1.11 to | 1.111 to | (1.11 to |
| 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) | 1.44) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 | 1.00 | (1.00 | (1.00 to | 1.00 | (1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 | (1.00 to | (1.00 | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 | (1.00 | 1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00 | (1.00 | (1.00 | (1.00 | (1.00 | (1.00 to | 1.00 to | (1.00 | 1.00 | (1.00 | 1.00 to | 1.00 to | 1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 | 2.05 |
| (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 | (1.30 to | (1.30 to | (1.30 | (1.30 to |
| 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) | 3.08) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 | 1.00 to | (1.00 | (1.00 | (1.00 | 1.00 to | 1.00 to | 1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 |
| 1.77 to | (1.77 to | (1.77 | (1.77 to | (1.77 to | (1.77 to | (1.77 to | (1.77 t | (1.77 | (1.77 | (1.77 | (1.77 | (1.77 | (1.77 |
| 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) | 4.83) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | 1.00 | (1.00 | (1.00 | (1.00 to | (1.00 to | (1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 | (1.00 | (1.00 | (1.00 to | 1.00 | 1.00 | (1.00 | (1.00 | 1.00 | (1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| , 00 to | (1.00 to | (1.00 to | (1.00 | (1.00 | (1.00 | (1.00 | (1.00 | 1.00 | (1.00 | 1.00 | 1.00 | 1.00 | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 |
| (1.10 | (1.10 | (1.10 | (1.10) | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 to |
| 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) |
| 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 127 | 1.27 |  | 127 |
| 10 to | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 | (1.10 to |
| 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) | 1.42) |
| 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 |
| (1.20 to | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | 1.20 | (1.20 | (1.20 | 1.20 | 1.20 | (1.20 to |
| 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) |
| 1.5 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 | 1.51 |
| (1.20 to | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 | (1.20 to | (1.20 | (1.20 | (1.20 to |
| 1.80) | 1.80) | 1.80) | 1.80 | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) | 1.80) |
| 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 |
| (1.25 to | 11.25 to | (1.25 to | (1.25 | 1.25 to | (1.25 | (1.25 | (1.25 to | (1.25 to | (1.25 | (1.25 to | (1.25 | (1.25 | (1.25 to |
| 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) |
| 1.5 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 | 1.57 |
| (1.25 to | (1.25 | (1.25 to | 1.25 | (1.25 to | (1.25 | 1.25 | 1.25 | 1.25 | 1.25 | (1.25 | 1.25 | (1.25 to | (1.25 to |
| 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) | 1.90) |
| 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 |
| 11.27 to | 11.27 | 11.27 | (1.27 to | 11.27 | 11.27 to | (1.27 | 11.27 t | (1.27 | (1.27 | (1.27 t | 1.27 | (1.27 | (1.27 to |
| 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) |
| 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 | 1.60 |
| (1.27 to | (1.27 | (1.27 | (1.27 | (1.27 | (1.27 to | 1.27 | (1.27 | 1.27 | 1.27 | 1.27 to | 1.27 | 1.27 to | (1.27 to |
| 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) |
| 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 |
| (1.24 to | (1.24 to | (1.24 to | (1.24 to | (1.24 | (1.24 to | (1.24 to | 11.24 t | (1.24 to | (1.24 to | (1.24 to | (1.24 to | (1.24 to | (1.24 to |
| 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) |
| 15 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 159 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 |
| 124 to | (1.24 to | (1.24 | 1.24 | 1.24 | (1.24 | (1.24 | 1.24 | (1.24 | (1.24 | 1.24 | 1.24 | (1.24 | 1.24 to |
| 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) | 1.99) |
|  | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 |
| (1.15 to | (1.15 | (1.15 | (1.15 to | (1.15 | (1.15 to | 1.15 to | (1.15 to | (1.15 to | (1.15 to | 1.15 to | 1.125 to | 1.15 to | (1.15 to |
|  | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) |
| 1.5 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 | 1.56 |
| (1.15 to | 1.15 t | 1.15 t | 1.15 t | (1.15 | (1.15 to | (1.15 to | (1.15 to | (1.15 to | 1.15 t | (1.15 to | 1.15 to | (1.15 to | (1.15 to |
| 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) | 2.04) |
|  | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 |
| 10.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | 10.96 to | (0.96 to | 10.96 to | 10.96 to | 10.96 to | (0.96 to | 10.96 to | (0.96 to |
|  | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) |
| 1. | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 |
| 10.96 to | 10.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | (0.96 to | 10.96 to | (0.96 to | 10.96 to | (0.96 to |
| 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) | 2.14) |
|  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 | (1.00 to | (1.00 to | (1.00 to | (1.00 | (1.00 | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| (1.00 to | (1.00 | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 |
| (1.74 to | 1.74 to | (1.74 to | (1.74 to | 1.74 to | 1.74 to | (1.74 to | (1.74 to | (1.74 to | 1.74 to | (1.74 to | (1.74 to | 1.74 to | (1.74 to |
| 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | $2.76)$ | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) |
| 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 | 2.24 |
| (1.74 to | (1.74 to | (1.74 to | (1.74 to | 1.74 to | 1.74 to | (1.74 to | (1.74 to | (1.74 to | 1.74 to | (1.74 to | 1.74 to | 1.74 to | (1.74 to |
| 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) | 2.76) |
| 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 |
| (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to |
| 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) |
| 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 | 3.26 |
| (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to | (2.34 to |
| 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) | 4.23) |
| 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 |
| (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to |
| 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) |
| 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 | 3.58 |
| (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to | (2.51 to |
| 4.75) | 4.75) | 4.75) | 4.75) | $4.75)$ | 4.75) | 4.75 | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) | 4.75) |
| 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 |
| (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | ${ }^{2.60}$ to | (2.60 ${ }^{\text {to }}$ | (2.60 to |
| 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) |
| 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 | 3.82 |
| (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to | (2.60 to |
| 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) | 5.18) |
| 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 |
| (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to |
| 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) |
| 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 | 3.97 |  | 3.97 |
| (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 | (2.63 to | (2.63 to |
| 52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) | 5.52) |



|  |  |  |  | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 15.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | 15.58 to | 15.58 to | 15.58 to | 15.58 to | 15.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to |
| Other pharynx cancer | 80 Pack Years | Both | Female | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) |
|  |  |  |  | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 | 9.26 |
|  |  |  |  | 15.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to | (5.58 to |
| Other pharynx cancer | 80 Pack Years | Both | Male | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) | 13.66) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Pancreatic cancer | O Pack Years | Both | Female | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |  |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Pancreatic cancer | 0 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 | 1.86 |
|  |  |  |  | 1.61 to | (1.61 to | (1.61 to | 1.61 to | (1.61 to | 1.61 to | 1.61 to | 1.61 to | 1.61 to | 1.61 to | 1.61 to | (1.61 to | 1.61 to | (1.61 to |
| Pancreatic cancer | 10 Pack Years | Both | Female | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) |
|  |  |  |  | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 | 1.41 |
|  |  |  |  | 1.24 to | 1.24 to | (1.24 to | 1.24 to | (1.24 to | 1.24 to | 1.24 to | 1.24 to | 1.24 to | (1.24 to | (1.24 to | (1.24 to | 1.24 to | (1.24 to |
| Pancreatic cancer | 10 Pack Years | Both | Male | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) | 1.59) |
|  |  |  |  | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 | 2.46 |
|  |  |  |  | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to | (2.03 to |
| Pancreatic cancer | 20 Pack Years | Both | Female | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) | 2.91) |  |
|  |  |  |  | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 |
|  |  |  |  | 1.41 to | 1.41 to | (1.41 to | 1.41 to | (1.41 to | (1.41 to | 1.41 to | 1.41 to | 1.41 to | 1.41 to | 1.41 to | 1.41 to | 1.41 to | (1.41 to |
| Pancreatic cancer | 20 Pack Years | Both | Male | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) | 1.98) |
|  |  |  |  | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 |
|  |  |  |  | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to | (2.18 to |
| Pancreatic cancer | 30 Pack Years | Both | Female | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) | 3.27) |
|  |  |  |  | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 |
|  |  |  |  | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to | (1.50 to |
| Pancreatic cancer | 30 Pack Years | Both | Male | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) | 2.11) |
|  |  |  |  | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 | 3.03 |
|  |  |  |  | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to |
| Pancreatic cancer | 40 Pack Years | Both | Female | ${ }^{3.77)}$ | 3.77) | 3.77) | ${ }^{3.77)}$ | 3.77) | 3.77) | 3.77) | ${ }^{3.77)}$ | 3.77) | ${ }^{3.77)}$ | 3.77) | 3.77) | ${ }^{3.77)}$ | 3.77) |
|  |  |  |  | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |
|  |  |  |  | 1.67 to | 11.67 to | 1.67 to | 1.67 to | (1.67 to | 1.67 to | 1.67 to | 1.67 to | $1 . .67$ to | (1.67 to | 11.67 to | 11.67 to | $1 . .67$ to | ${ }^{(1.67) ~ t o}$ |
| Pancreatic cancer | 40 Pack Years | Both | Male | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | 2.34) | $2.34)$ | 2.34) | 2.34) | $2.34)$ | 2.34) | 2.34) | 2.34) | 2.34) |
|  |  |  |  | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 | 3.38 |
|  |  |  |  | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to | (2.46 to |
| Pancreatic cancer | 50 Pack Years | Both | Female | 4.42) | 4.42) | 4.42) | 4.42) | 4.42) | 4.42) | 4.42) | 4.421 | 4.42) | $4.42)$ | 4.42) | 4.42) | 4.42) | 4.42) |
|  |  |  |  | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 | 2.22 |
|  |  |  |  | 1.81 to | (1.81 to | (1.81 to | (1.81 to | (1.81 to | 1.81 to | (1.81 to | 1.81 to | 1.81 to | 1.81 to | (1.81 to | (1.81 to | 1.81 to | (1.81 to |
| Pancreatic cancer | 50 Pack Years | Both | Male | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) | 2.61) |
|  |  |  |  | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 | 3.74 |
|  |  |  |  | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to | (2.36 to |
| Pancreatic cancer | 60 Pack Years | Both | Female | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) | 5.38) |
|  |  |  |  | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 | 2.38 |
|  |  |  |  | 1.84 to | (1.84 to | (1.84 to | (1.84 to | (1.84 to | 1.84 to | 1.84 to | 1.84 to | 1.84 to | 1.84 to | (1.84 to | (1.84 to | 1.84 to | (1.84 to |
| Pancreatic cancer | 60 Pack Years | Both | Male | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) | 2.97) |
|  |  |  |  | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 | 4.08 |
|  |  |  |  | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to | (2.20 to |
| Pancreatic cancer | 70 Pack Years | Both | Female | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) | 6.75) |
|  |  |  |  | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 | 2.65 |
|  |  |  |  | 1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to | (1.87 to |
| Pancreatic cancer | 70 Pack Years | Both | Male | $3.60)$ | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) | 3.60) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | 1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to |
| Bladder cancer | 0 Pack Years | Both | Female | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | ${ }^{1.000}$ (to | (1.00 to $1.00)$ 20, | (1.00 to $1.00)$ | ${ }_{\text {(1.00) }}(1.00$ | (1.00 to $1.00)$ l | (1.00) ${ }^{\text {(1.00) }}$ | (1.00) ${ }^{\text {(1.00) }}$ | (1.00) ${ }^{\text {(1.00) }}$ | (1.00) ${ }^{\text {(1.00) }}$ | ${ }^{(1.00)}$ to | ${ }_{\text {l }}(1.00$ to | (1.00) ${ }^{\text {(1.00) }}$ | (1.00 to $1.00)$ den |
| Bladder cancer | 0 Pack Years | Both | Male | $1.00)$ 2.20 | $1.00)$ 2.20 | $1.00)$ 2.20 | $1.00)$ 2.20 | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $1.00)$ 2.20 | $1.00)$ 2.20 | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.00) \\ & 2.20 \end{aligned}$ | $1.00)$ 2.20 |
|  |  |  |  | 1.57 to | 1.57 to | (1.57 to | 1.57 to | (1.57 to | 1.57 to | 1.57 to | 1.57 to | 1.57 to | 1.57 to | 1.57 to | (1.57 to | 1.57 to | (1.57 to |
| Bladder cancer | 10 Pack Years | Both | Female | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) |
|  |  |  |  | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 | 2.20 |
|  |  |  |  | 1.57 to | 1.57 to | (1.57 to | 1.57 to | (1.57 to | 1.57 to | 1.57 to | 1.57 to | 1.57 to | 1.57 to | (1.57 to | (1.57 to | 1.57 to | (1.57 to |
| Bladder cancer | 10 Pack Years | Both | Male | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) | 2.88) |
|  |  |  |  | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 |
|  |  |  |  | 1.99 to | 1.99 to | 1.99 to | 1.99 to | (1.99 to | 1.99 to | (1.99 to | 1.99 to | 1.99 to | 1.99 to | 1.99 to | 1.99 to | 1.99 to | (1.99 to |
| Bladder cancer | 20 Pack Years | Both | Female | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) | 4.09) |
|  |  |  |  | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 | 2.98 |  |
|  |  |  |  | (1.99 to | 1.99 to | 1.99 to | (1.99 to | (1.99 to | (1.99 to | 1.99 to | 1.99 to | 1.99 to | 1.99 to | ${ }_{\text {4.09) }}^{\text {(1.99 }}$ | 1.99 to | ${ }_{4.099}(1.99$ to | ${ }_{\text {l }}^{\text {(1.99) }}$ (o) |
| Bladder cancer | 20 Pack Years | Both | Male | 4.99) | $4.99)$ 3.33 | 4.09) 333 | $4.09)$ 3.33 | $4.99)$ 3.33 | 4.991 3 3 | 4.991 3.33 | $4.99)$ 3.33 1.2 | 4.091 3.33 | $4.99)$ 3.33 | $4.99)$ 3.33 | $4.99)$ <br> 3.33 | 4.091 3.33 1.2 | $4.99)$ 3.33 |
| Bladder cancer | 30 Pack Years | Both | Female | ${ }_{4.61)}$ | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ ) | ${ }_{4.61)}^{(2.27}$ to | ${ }_{4.61)}$ | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ to | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ | ${ }_{4.61)}^{(2.27}$ to | ${ }_{4.61)}^{(2.27}$ to | ${ }_{4.61)}^{(2.27}$ to |
|  |  |  |  | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 |
|  |  |  |  | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to | (2.27 to |
| Bladder cancer | 30 Pack Years | Both | Male | $4.61)$ | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) | 4.61) |
|  |  |  |  | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 |
|  |  |  |  | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to |
| Bladder cancer | 40 Pack Years | Both | Female | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) |
|  |  |  |  | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 | 3.94 |
|  |  |  |  | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to | (2.63 to |
| Bladder cancer | 40 Pack Years | Both | Male | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) | 5.51) |
|  |  |  |  | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 |
|  |  |  |  | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to |
| Bladder cancer | 50 Pack Years | Both | Female | $6.21)$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | ${ }^{6.21)}$ | 6.21) | ${ }^{6.21)}$ |
|  |  |  |  | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 | 4.34 |
|  |  |  |  | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | (2.81 to | ${ }^{(2.81}$ to |
| Bladder cancer | 50 Pack Years | Both | Male | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) | 6.21) |
|  |  |  |  | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 |
|  |  |  |  | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to |
| Bladder cancer | 60 Pack Years | Both | Female | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) |
|  |  |  |  | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 | 4.55 |
|  |  |  |  | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to | (2.82 to |
| Bladder cancer | 60 Pack Years | Both | Male | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) | 6.72) |
|  |  |  |  | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 |
|  |  |  |  | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to |
| Bladder cancer | 70 Pack Years | Both | Female | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) |
|  |  |  |  | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 | 4.74 |
|  |  |  |  | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | (2.44 to | 12.44 to | 12.44 to | (2.44 to | (2.44 to | 12.44 to | (2.44 to |
| Bladder cancer | 70 Pack Years | Both | Male | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) | 7.96) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | 1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Kidney cancer | 0 Pack Years | Both | Female | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to |
| Kidney cancer | 0 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 |
|  |  |  |  | 1.07 to | 1.07 to | (1.07 to | 1.07 to | (1.07 to | (1.07 to | (1.07 to | (1.07 to | 1.07 to | 1.07 to | 1.07 to | (1.07 to | 1.07 to | (1.07 to |
| Kidney cancer | 10 Pack Years | Both | Female | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) |
|  |  |  |  | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 | 1.30 |  | 1.30 |  |  |  |
|  |  |  |  | 1.07 to | 1.07 to | (1.07 to | (1.07 to | (1.07 to | (1.07 to | 1.07 to | (1.07 to | 1.07 to | 1.07 to | 1.07 to | 1.07 to | 1.07 to | (1.07 to |
| Kidney cancer | 10 Pack Years | Both | Male | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) | 1.55) |


|  |  |  |  | 1.59 | 1.59 | 1.59 |  |  |  | 1.5 | 1.59 |  | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kidney cancer | 20 Pack Years | Both |  | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | 1.28 to | (1.28 to | 1.28 to | (1.28 | (1.28 to |
|  |  |  | Female | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) |
|  |  |  |  | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 |  |
|  |  |  |  | (1.28 to | (1.28 to | (1.28 to | (1.28 to | (1.28 to | 1.28 to | (1.28 to | 1.28 to | 1.28 to | 1.28 to | (1.28 to | 1.28 to | 1.28 to | 1.28 to |
| Kidney cancer | 20 Pack Years | Both | Male | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) | 1.92) |  |
|  |  |  |  | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 |
|  |  |  |  | (1.38 to | 1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | 1.38 to | 1.38 to | 1.38 to |
| Kidney cancer |  | Both | Female | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) |
|  | 30 Pack Years |  |  | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 | 1.74 |
|  |  |  |  | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | 1.38 to | (1.38 to |
| Kidney cancer | 30 Pack Years | Both | Male | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) | 2.13) |
|  |  |  |  | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 |
|  |  |  |  | (1.40 to | 1.40 to | (1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | 1.40 to | (1.40 to |
| Kidney cancer | 40 Pack Years | Both | Female | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) |
|  |  |  |  | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 | 1.79 |
|  |  |  |  | 1.40 to | (1.40 to | (1.40 to | (1.40 to | (1.40 to | (1.40 to | (1.40 to | (1.40 to | (1.40 to | 1.40 to | (1.40 to | 1.40 to | 1.40 to | 1.40 to |
| Kidney cancer | 40 Pack Years | Both | Male | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) | 2.24) |
|  |  |  |  | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 |
|  |  |  |  | (1.49 to | 1.49 to | (1.49 to | 1.49 to | (1.49 to | 1.49 to | 1.49 to | 1.49 to | 1.49 to | 1.49 to | 1.49 to | 1.49 to | 1.49 to | (1.49 to |
| Kidney cancer | 50 Pack Years | Both | Female | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) |
|  |  |  |  | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 | 1.90 |
|  |  |  |  | (1.49 to | 1.49 to |  |  |  |  |  | 1.49 to |  | 1.49 to |  | 1.49 to | 1.49 to | 1.49 to |
| Kidney cancer | 50 Pack Years | Both | Male | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) | 2.35) |
|  |  |  |  | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 |
|  |  |  |  | (1.38 to | 1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | 1.138 to |
| Kidney cancer | 60 Pack Years | Both | Female | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) |
|  |  |  |  | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 | 1.99 |
|  |  |  |  | (1.38 to |  | (1.38 to |  |  | (1.38 to |  | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | (1.38 to | 1.38 to |
| Kidney cancer | 60 Pack Years | Both | Male | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | 2.73) | ${ }^{2.73)}$ | 2.73) |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | 1.00 to |
| Leukaemia | 0 Pack Years | Both | Female | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |  |
|  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  |  |  |  | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | (1.00 to | 1.00 to |
| Leukaemia | 0 Pack Years | Both | Male | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) | 1.00) |
|  |  |  |  | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 |
|  |  |  |  | (1.02 to | (1.02 to | (1.02 to | (1.02 to | (1.02 to | (1.02 to | 1.02 to | (1.02 to | (1.02 to | 1.02 to | (1.02 to | 1.02 to | (1.02 to | (1.02 to |
| Leukaemia | 10 Pack Years | Both | Female | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) | 2.77) |
|  |  |  |  | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 | 1.81 |
|  |  |  |  | (1.02 to | (1.02 to | ${ }^{(1.02 ~ t o ~}$ | (1.02 to | ${ }^{\text {(1.02 to }}$ | (1.02 to | (1.02 to | (1.02 to | (1.02 to | (1.02 to |  |  |  | (1.02 to |
| Leukaemia | 10 Pack Years | Both | Male | 2.771 <br> 2.15 <br> 1 | 2.771 <br> 2.15 | $2.77)$ <br> 2.15 <br> 1 | 2.771 <br> 2.15 <br> 1 | 2.771 <br> 2.15 <br> 1 | 2.771 <br> $\substack{15}$ <br> 1.15 | $2.77)$ <br> 2.15 <br> 1 | $2.77)$ <br> 2.15 <br> 1 | $2.77)$ <br> 2.15 <br> 1 | $2.77)$ <br> 2.15 <br> 1 | $2.77)$ <br> 2.15 <br> 1.151 | $2.77)$ <br> 2.15 <br> 1 | $2.77)$ <br> 2.15 <br> 1.1510 | $2.77)$ <br> 2.15 <br> 1 |
|  |  |  |  | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 |
|  |  |  |  | (1.16 to | 1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | 1.16 to | (1.16 to | 1.126 to | 1.16 to | (1.16 to | 1.126 to | 1.126 to | (1.16 to |
| Leukaemia | 20 Pack Years | Both | Female | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) |
|  |  |  |  | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 | 2.15 |
|  |  |  |  | (1.16 to | 1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | (1.16 to | 1.126 to | (1.16 to |
| Leukeemia | 20 Pack Years | Both | Male | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) | 3.42) |
|  |  |  |  | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 |
|  |  |  |  | (1.44 to | 1.44 to | (1.44 to | 1.44 to | (1.44 to | (1.44 to | (1.44 to | (1.44 to | (1.44 to | (1.44 to | (1.44 to | 1.44 to | 1.44 to | 1.44 to |
| Leukaemia | 30 Pack Years | Both | Female | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) |
|  |  |  |  | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 | 2.42 |
|  |  |  |  | (1.44 to | 1.44 to | (1.44 to | 1.44 to | ${ }^{2} 1.44$ to | 1.44 to | ${ }^{2} 1.44$ to | (1.44 to | ${ }^{2} 1.44$ to | (1.44 to | (1.44 to | 1.44 to | 1.44 to | (1.44 to |
| Leukaemia | 30 Pack Years | Both | Male | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) | 3.70) |
|  |  |  |  | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 |
|  |  |  |  | (1.54 to | 1.54 to | (1.54 to | 1.54 to | 1.54 to | 1.54 to | 1.54 to | (1.54 to | (1.54 to | 1.54 to | (1.54 to | 1.54 to | 1.54 to | 1.54 to |
| Leukaemia | 40 Pack Years | Both | Female | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) |
|  |  |  |  | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 |
|  |  |  |  | (1.54 to | (1.54 to | (1.54 to | (1.54 to | (1.54 to | 1.54 to | (1.54 to | (1.54 to | (1.54 to | 1.54 to | (1.54 to | 1.54 to | (1.54 to | (1.54 to |
| Leukaemia | 40 Pack Years | Both | Male | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) | 4.18) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| Tracheal, bronchus, and lung cancer | 0 Years Since Quitting |  |  | to | to | to | to | to | to | to | to | to | to | to | to | to |  |
|  |  | Both | Female | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | ${ }^{100.00}$ |
| Tracheal, bronchus, and lung cancer | 0 Years Since Quitting | Both | Male |  |  | to |  | to |  | to |  | to |  | to |  |  |  |
|  |  |  |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 |
| Tracheal, bronchus, and lung cancer | 10 Years Since Quitting | Both |  | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | ${ }^{2} 22.32$ to | (22.32 to | (22.32 to | (22.32 to | ${ }^{(22.3271}$ to |
|  |  |  | Female | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) | 31.71) |
|  |  |  |  | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 | 27.01 |
| Tracheal, bronchus, and lung cancer | 10 Years SinceQuitting |  |  | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | (22.32 to | 122.32 to | (22.32 to | 122.32 to | 122.32 to | (22.32 to | 122.32 to | (22.32 to | (22.32 to |
|  |  | Both | Male | ${ }^{31.71)}$ | ${ }^{31.71)}$ | ${ }^{31.71)}$ | ${ }^{31.71)}$ | ${ }^{31.711}$ | ${ }^{31.711}$ | ${ }^{31.711}$ | ${ }^{31.711}$ | ${ }^{31.711}$ | ${ }^{31.711}$ | 31.71) | ${ }^{31.711}$ | ${ }^{31.71)}$ | ${ }^{31.711}$ |
|  | 20 Years Since |  |  | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 |
| Tracheal, bronchus, and lung cancer |  | Both |  | (8.32 to | 18.32 to | (8.32 to | 18.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | 18.32 to | (8.32 to | 18.32 to | (8.32 to |
|  | Quitting |  | Female | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) |
|  |  |  |  | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 | 12.14 |
| Tracheal, bronchus, and lung cancer | 20 Years SinceQuitting |  |  | (8.32 to | 18.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | (8.32 to | 18.32 to | (8.32 to | 18.32 to | 18.32 to | 18.32 to |
|  |  | Both | Male | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) | 15.86) |
|  |  |  |  | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 |
| Tracheal, bronchus, and lung cancer | 30 Years SinceQuitting |  |  | 1.65 to | 1.65 to | (1.65 to | 1.65 to | 1.65 to | 1.65 to | 1.65 to | 1.65 to | 1.65 to | 1.65 to | (1.65 to | 1.65 to | 1.65 to | (1.65 to |
|  |  | Both | Female | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) |
|  |  |  |  | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 | 4.91 |
| Tracheal, bronchus, and lung cancer | 30 Years SinceQuitting |  |  | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to | 1.65 to | (1.65 to | (1.65 to | (1.65 to | (1.65 to |
|  |  | Both | Male | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) | 8.33) |
|  |  |  |  | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 |
| Tracheal, bronchus, and lung cancer | 40 Years SinceQuitting |  |  | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to |
|  |  | Both | Female | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) |
|  |  |  |  | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 |
| Tracheal, bronchus, and lung cancer | 40 Years Since Quitting |  |  | $(-1.65$ to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | ${ }^{-1.655}$ to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to | (-1.65 to |
|  |  | Both | Male | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) | 4.48) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 10.00 (100.00 | 100.00 100.00 |
| Chronic obstructive pulmonary disease | O Years SinceQuitting |  |  | to |  | ${ }_{\text {to }}$ | ${ }_{\text {to }}$ | ${ }_{\text {to }}$ | to | to | ${ }_{\text {to }}$ | ${ }_{\text {to }}(10000$ | ${ }_{\text {to }}{ }^{100.00}$ |  | ${ }_{\text {to }}{ }^{\text {(100.00 }}$ | ${ }_{\text {to }}{ }^{10000}$ |  |
|  |  | Both | Female | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| Chronic obstructive pulmonary disease | 0 Years Since |  |  | to | to | to | ${ }^{\text {to }}$ | ${ }^{\text {to }}$ | ${ }^{\text {to }}$ | ${ }^{\text {to }}$ | ${ }^{\text {to }}$ | ${ }^{\text {to }}$ | to | to |  | to |  |
|  | Quitting | Both | Male | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  | 10 Years Since |  |  | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 |
| Chronic obstructive pulmonary disease |  |  |  | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to |
|  | Quitting | Both | Female | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) |
|  | 10 Years Since |  |  | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 | 38.10 |
| Chronic obstructive pulmonary disease |  |  |  | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | (30.92 to | ${ }_{45}^{30.98)}$ to | ${ }_{45}^{30.98)}$ to | ${ }_{45}^{30.98)}$ to | (30.92 to | (30.92 to | (30.92 to | ${ }_{\text {l }}$ (30.92 to |
|  | Quitting | Both | Male | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) | 45.68) |
|  | 20 Years Since |  |  | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & (8.91 \text { to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & (8.91 \text { to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & (8.91 \text { to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & (8.91 \text { to } \end{aligned}$ | $\begin{aligned} & 13.81 \\ & \text { (8.91 to } \end{aligned}$ | ${ }_{18.91}^{13.81}$ to | ${ }_{\text {l }}^{13.81}$ |
| Chronic obstructive pulmonary disease | Quitting | Both | Female | ${ }^{19.12)}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{19.12)}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ | ${ }^{\text {19.12) }}$ |
|  | 20 Years Since |  |  | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 | 13.81 |
| Chronic obstructive pulmonary disease |  |  |  | (8.91 to | (8.91 to | (8.91 to | 18.91 to | (8.91 to | 18.91 to | (8.91 to | 18.91 to | (8.91 to | 18.91 to | (8.91 to | 18.91 to | 18.91 to | (8.91 to |
|  | Quitting | Both | Male | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) | 19.12) |
|  |  |  |  | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 | 4.46 |  | 4.46 |
| Chronic obstructive pulmonary disease | 30 Years Since Quitting |  |  | (0.67 to | 10.67 to | (0.67 to | 10.67 to | 10.67 to | 10.67 to | 10.67 to | 10.67 to | 10.67 to | 10.67 to | (0.67 to | 10.67 to | 10.67 to | (0.67 to |
|  |  | Both | Female | ${ }^{8.96)}$ | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) | 8.96) |


| Chronic obstructive pulmonary disease | 30 Years Since Quitting | Both | Male |
| :---: | :---: | :---: | :---: |
| Chronic obstructive pulmonary disease | 40 Years Since Quitting | Both | Female |
| Chronic obstructive pulmonary disease | 40 Years Since Quitting | Both | Male |
| Ischaemic heart disease | 0 Years Since Quitting | Both | Female |
| ${ }^{\text {I }}$ Ichaemic heart | 0 Years Since Quiting | Both | Male |
| disease | Quitting |  | Male |
| Ischaemic heart disease | 10 Years Since Quitting | Both | Female |
| Ischaemic heart disease | 10 Years Since Quitting | Both | Male |
| Ischaemic heart disease | 20 Years Since <br> Quitting | Both | Female |
| Ischaemic heart disease | 20 Years Since Quitting | Both | Male |
| Ischaemic heart disease | 30 Years Since Quitting | Both | Female |
| Ischaemic heart disease | 30 Years Since Quitting | Both | Male |
| Ischaemic heart disease | 40 Years Since Quitting | Both | Female |
| Ischaemic heart disease | 40 Years Since <br> Quitting | Both | Male |
| Stroke | 0 Years Since Quitting | Both | Female |
| Stroke | 0 Years Since Quitting | Both | Male |
| Stroke | 10 Years Since |  |  |
|  |  |  | Female |
| Stroke | 10 Years Since Quitting | Both | Male |
| Stroke | 20 Years Since Quitting | Both | Female |
|  |  |  |  |
| Stroke | Quitting | Both | Male |
| Stroke | 30 Years Since Quitting | Both | Female |
| Stroke | 30 Years Since Quitting | Both | Male |
| Stroke | 40 Years Since Quitting | Both | Female |
| Stroke | 40 Years Since Quitting | Both | Male |
| Lower respiratory infections | 0 Years Since Quitting | Both | Female |
| Lower respiratory infections | 0 Years Since Quitting | Both | Male |
| Lower respiratory infections | 10 Years Since Quitting | Both | Female |
| Lower respiratory infections | 10 Years Since Quitting | Both | Male |
| Lower respiratory infections | 20 Years Since Quitting | Both | Female |
| Lower respiratory infections | 20 Years Since <br> Quitting | Both | Male |
| Lower respiratory infections | 30 Years Since Quitting | Both | Female |
| Lower respiratory infections | 30 Years Since Quitting | Both | Male |
| Lower respiratory infections | 40 Years Since Quitting | Both | Female |
| Lower respiratory infections | 40 Years Since Quitting | Both | Male |
| Tuberculosis | 0 Years Since Quitting | Both | Female |
| Tuberculosis | 0 Years Since Quitting | Both | Male |
| erculosis | 10 Years Since Quitting | Bot | fema |



| Tuberculosis | 10 Years Since Quitting | Both | Male |
| :---: | :---: | :---: | :---: |
|  | 20 Years Since |  |  |
| Tuberculosis | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Tuberculosis | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Tuberculosis | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Tuberculosis | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Tuberculosis | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Tuberculosis | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Asthma | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Asthma | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Asthma | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Asthma | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Asthma | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Asthma | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Asthma | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Asthma | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Asthma | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Asthma | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Diabetes mellitus | Quitting | Both | Male |
| Atrial fibrillation and | 0 Years Since |  |  |
| flutter | Quitting | Both | Female |
| Atrial fibrillation and | 0 Years Since |  |  |
| flutter | Quitting | Both | Male |
| Atrial fibrillation and | 10 Years Since |  |  |
| flutter | Quitting | Both | Female |
| Atrial fibrillation and | 10 Years Since |  |  |
| flutter | Quitting | Both | Male |
| Atrial fibrillation and | 20 Years Since |  |  |
| flutter | Quitting | Both | Female |
| Atrial fibrillation and | 20 Years Since |  |  |
| flutter | Quitting | Both | Male |
| Atrial fibrillation and | 30 Years Since |  |  |
| flutter | Quitting | Both | Female |
| Atrial fibrillation and | 30 Years Since |  |  |
| flutter | Quitting | Both | Male |
| Atrial fibrillation and flutter | 40 Years Since Quitting | Both | Fem |



 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 | 12.76 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 12.76 |  |  |  |  |  |  |  |  |  |  |  |  |
| $(8.02$ to | $(8.02$ to | $(8.02$ to | $(8.02$ to | $(8.02$ to | $(8.02$ to | $(8.02$ to | $(8.02$ to | 8.02 to | $(8.02$ to | $(8.02$ to | 18.02 to | $(8.02$ to |
|  | 8.02 to |  |  |  |  |  |  |  |  |  |  |  | $\begin{array}{llllllllllllll}\text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & (8.02 \text { to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } \\ 17.73 \text { ) } & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73 \text { ) } & 17.73 \text { ) } & 17.73 \text { ) } & 17.73) & 17.73) & 17.73 \text { ) } & 17.73 \text { ) } & 17.73 \text { ) }\end{array}$ $\begin{array}{llllllllllllll}12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 & 12.76 \\ \text { (8.02 to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & (8.02 \text { to } & \text { (8.02 to } & \text { (8.02 to } & \text { (8.02 to } & (8.02 \text { to } \\ 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 1.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 10.73 \text { ) }\end{array}$ $\begin{array}{llllllllllllll}17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) & 17.73) \\ 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26\end{array}$ $\begin{array}{llllllllllllll}4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 \\ \text { (1.24 to } & (1.24 \text { to } & (1.24 \text { to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & 1.24 \text { to } & 1.24 \text { to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to }\end{array}$ $\begin{array}{llllllllllllll}7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) \\ 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26 & 4.26\end{array}$ $\begin{array}{llllllllllllll}(1.24 & \text { to } & (1.24 \text { to } & (1.24 \text { to } & (1.24 \text { to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } & \text { (1.24 to } \\ 7.8 .84 .24 \text { to } \\ 7.8 .84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84) & 7.84)\end{array}$ $\begin{array}{lllllllllllllll}1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 \\ (0.09 & \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 & \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } & (0.09 \text { to } \\ (0.09 \text { to } \\ 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) & 3.80) \\ 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35 & 1.35\end{array}$

 $\begin{array}{lllllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00 & \text { (100.00 } \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100 & & \end{array}$ $\begin{array}{llllllllllllll} & \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00)\end{array}$ $\begin{array}{llllllllllllll}100.00 & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) \\ 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 & 50.17 \\ (25.85 & \text { to } & (25.85 \text { to } & (25.85 \text { to } & (25.85 \text { to } & (25.85 \text { to } & (25.85 & \text { to } & (25.85 & \text { to } & (25.85 & \text { to } & (25.85 & \text { to } \\ (25.85 & \text { to } & (25.85 \text { to } & (25.85 \text { to } & (25.85 \text { to } & (25.85 \text { to }\end{array}$



 $\begin{array}{llllllllllllll}63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) \\ 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 & 33.67 \\ (11.56 & (11.50 & (11.5 & 11.56 & (11.56 & (11.56 & (11.56 & (13.56 & (11.56 & (11.50 & (11.56 & \end{array}$ ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to ( 11.56 to $\begin{array}{llllllllllllll}63.00 & 63.00 & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) & 63.00) \\ 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 \\ (3.94 & \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & \text { (3.94 to } & \text { (3.94 to } \\ \text { (3.94 to }\end{array}$ $\begin{array}{llllllllllllll}\text { (3.94 to } & \text { (3.94 to } & \text { (3.94 to } & \text { ( } 3.94 \text { to } & \text { ( } 3.94 \text { to } & \text { (3.94 to } & \text { (3.94 to } & \text { (3.94 to } & (3.94 \text { to } & \text { (3.94 to } & \text { (3.94 to } & \text { ( } 3.94 \text { to } & \text { ( } 3.94 \text { to } & \text { (3.94 to } \\ 49.65 \text { ) } & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) & 49.65) \\ 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96\end{array}$ $\begin{array}{llllllllllllll}22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 & 22.96 \\ (3.94 & \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } & (3.94 \text { to } \\ \text { (39.94 to }\end{array}$


 $\begin{array}{llllllllllllll}39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) & 39.92) \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & 100.00 & 100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00\end{array}$ $\left.\begin{array}{llllllllllllllll} \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & (100.00 & (100.00 & \text { (o } & \text { to } & \text { to } \\ 100.00 & \text { to } \\ 100.00\end{array}\right)$ $\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00)\end{array}$ $\begin{array}{lllllllllllll}100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) \\ 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 & 42.83 \\ 42.83 \\ (28.05 \text { to } & (28.05 & \text { to } & (28.05 & \text { to } & (28.05 & \text { to } & (28.05 & \text { to } & (28.05 \text { to } & (28.05 \text { to } & (28.05 \text { to } & (28.05 \text { to } \\ \text { (28.05 to } & (28.05 \text { to } & (28.05 \text { to } & (28.05 \text { to } & (28.05 \text { to }\end{array}$ | (28.05 to | $(28.05$ to | $(28.05$ to | $(28.05$ | to | $(28.05$ | to | $(28.05$ | to | $(28.05$ | to | $(28.05$ | to | $(28.05$ | to |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $59.42)$ | 59.05 | to | $(28.05$ to | $(28.05$ to | $(28.05$ | to | $(28.05$ to |  |  |  |  |  |  |  |
| 42.83 | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ | $59.42)$ |  |
|  | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 | 42.83 |  |

 $\begin{array}{llllllllllllll}28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 \\ (14.93 \text { to } & (14.93 \text { to } & (14.93 \text { to } & (14.93 \text { to } & (14.93 \text { to } & (14.93 & \text { to } & (14.93 & \text { to } & (14.93 \text { to } & (14.93 & \text { to } & (14.93 & \text { to } \\ (14.93 \text { to } & (14.93 \text { to } & (14.93 \text { to } & (14.93 \text { to }\end{array}$ $\begin{array}{llllllllllllll}44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) & 44.02) \\ 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61 & 28.61\end{array}$ ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to ( 14.93 to (14.93 to (14.93 to (14.93 to (14.93 to | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ | $44.02)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 | 16.84 |
| 16.84 |  |  |  |  |  |  |  |  |  |  |  |  | $\begin{array}{llllllllllllll}(3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } \\ 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) \\ 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 & 16.84 \\ (1.30\end{array}$ $\begin{array}{lllllllllllllllllll}(3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } & (3.00 \text { to } \\ 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) & 32.26) \\ 9 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 0.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & & \end{array}$ $\begin{array}{lllllllllllllll}9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 \\ (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 & (0.00\end{array}$ $\begin{array}{llllllllllllll}(0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & \text { ( } 0.00 \text { to } \\ 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) \\ 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51\end{array}$ $\begin{array}{llllllllllllll}9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 & 9.51 \\ (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 & \text { o } & (0.00 & \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } \\ \text { (0.00 to } & (0.00 \\ \text { 23.47) } & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47) & 23.47)\end{array}$ $\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ 10000 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & 100.00 & (100.00 & (100.00 & (100.00 & 1100.00 & \text { (100.00 } \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to }\end{array}$ $\begin{array}{llllllllllllll}\text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00 \\ 10000 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}$ $\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & 100.00 & \text { (100.00 } \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to }\end{array}$

 $\begin{array}{llllllllllllll}41.29 & 41.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95 & 34.95\end{array}$
 $\begin{array}{llllllllllllll}41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) & 41.21) \\ 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56\end{array}$
 $\begin{array}{lllllllllllll}26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) \\ 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 & 21.56 \\ 21.56\end{array}$ ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to ( 16.71 to (16.71 to (16.71 to ( 16.71 to ( 16.71 to $\begin{array}{llllllllllllll}26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49) & 26.49)\end{array}$ $\begin{array}{llllllllllllll}10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 & 10.25 \\ \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to }\end{array}$
 $\begin{array}{lllllllllllllll}\text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to } & \text { ( } 7.04 \text { to }\end{array}$ $\begin{array}{llllllllllllll}13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) & 13.89) \\ 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 & 7.74 \\ (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & (4.61 \text { to } & \text { (4.61 to } & \text { (4.61 to } & \text { (4.61 to } & \text { (4.61 to }\end{array}$ $\begin{array}{lllllllllllll}11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) & 11.05) \\ 11.05)\end{array}$

|  |  | Both | Male | 7.74 | 7.74 | 7.74 | 7.74 |  |  | 7.74 |  | 7.74 | 7.74 |  | 7.74 | 7.74 | 7.74 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Atrial fibrillation and flutter | 40 Years SinceQuitting |  |  | 14.61 to | (4.61 to | (4.61 to | 14.61 to | 14.61 to | 14.61 to | (4.61 | 1.61 .61 to | 14.61 to | 14.61 to | (4.61 to | (4.61 to | (4.61 to | (4.61 |
|  |  |  |  | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) | 11.05) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  | Female | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| Aortic aneurysm | 0 Years SinceQuitting | Both |  | to | to | to | to | to | to | to |  |  |  |  |  |  |  |
|  |  |  |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
|  | 0 Years sinceQuitting | Both | Male | to | to | to | to | to | to | to |  | , | to | to | to | to |  |
| Aortic aneurysm |  |  |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 |
|  | 10 Years Since | Both | Female | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 | (69.38 to |
| Aorric aneurysm | Quitting |  |  | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) |
|  |  |  |  | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 | 72.18 |
|  | 10 Years Since |  |  | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 to | (69.38 | (69.38 |
| Aortic aneurysm | Quitting | Both | Male | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) | 76.27) |
|  |  |  |  | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 |
|  | 20 Years Since |  |  | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | ${ }^{3} 34.83$ to | ${ }^{\text {(34.83 to }}$ | ${ }^{3} 54.83$ to | (34.83 to |
| Aortic aneurysm | Quitting | Both | Female | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) |
|  |  |  |  | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 | 46.42 |
|  | 20 Years Since |  |  | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 to | (34.83 | (34.83 to |
| Aortic aneurysm | Quitting | Both | Male | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) | 57.66) |
|  |  |  |  | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 |
|  | 30 Years Since |  |  | (10.00 to | (10.00 to | (10.00 to | 10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to |
| Aorric aneurysm | Quitting | Both | Female | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) |
|  |  |  |  | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 | 19.14 |
|  | 30 Years Since |  |  | (10.00 to | (10.00 to | (10.00 to | 10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to | (10.00 to |
| Aortic aneurysm | Quitting | Both | Male | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) | 29.48) |
|  |  |  |  | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 |
|  | Quitting |  | Fen | ${ }_{\text {l }}^{\text {(2.16 }} 18$ to | (2.16 to $19.18)$ | (2.16 to $19.18)$ | (2.16 to $19.18)$ | (2.16 to $19.18)$ | (2.16 to $19.18)$ | (2.16 to $19.18)$ | $\begin{aligned} & \text { (2.16 to } \\ & 19.18 \text { ) } \end{aligned}$ | (2.16 to $19.18)$ | (2.16 to $19.18)$ | $\begin{aligned} & \text { (2.16 to } \\ & 19.18) \end{aligned}$ | $\begin{aligned} & \text { (2.16 to } \\ & \text { 19.18) } \end{aligned}$ | $\begin{aligned} & (2.16 \text { to } \\ & 19.18) \end{aligned}$ | ${ }_{\text {l }}{ }^{\text {(2.16 to }}$ |
| Aortic aneurysm |  | Both |  | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 | 9.78 |
|  | 40 Years Since |  |  | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to | (2.16 to |
| Aortic aneurysm | Quitting | Both | Male | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) | 19.18) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| Lower extremity |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| peripheral arterial | 0 Years Since |  |  | to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| disease | Quitting | Both | Female | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| Lower extremity |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| peripheral arterial | 0 Years Since |  |  | to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| disase | Quitting | Both | Male | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| Lower extremity |  |  |  | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 |
| peripheral arterial | 10 Years SinceQuitting |  |  | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to |
| disease |  | Both | Female | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) |
| Lower extremity |  |  |  | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 | 18.60 |
| peripheral arterial | 10 Years Since Quitting |  |  | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to | (12.60 to |
| disase |  | Both | Male | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) | 25.30) |
| Lower extremity |  |  |  | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 |
| peripheral arterial | 20 Years SinceQuitting |  |  | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to |
| disease |  | Both | Female | ${ }^{\text {9.32) }}$ | ${ }^{9.32)}$ | 9.32) | 9.32) | 9.32) | 9.32) | ${ }^{\text {9.32) }}$ | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) |
|  |  |  |  | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 | 5.79 |
| peripheral arterial | 20 Years SinceQuitting |  |  | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to | (2.83 to |
| disease |  | Both | Male | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) | 9.32) |
| Lower extremity |  |  |  | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |  | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |
| peripheral arterial | 30 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| disease | Quitting | Both | Female | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | ${ }^{0.73)}$ | ${ }^{0.73)}$ | ${ }^{0.73)}$ |
| Lower extremity |  |  |  | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |  |  |  |  | 0.09 | 0.09 |
| disease | Quitting |  |  | (0.00 to | (0.00 to | (0.00 to | ${ }^{(0.00) ~ t o ~}$ | ${ }^{(0.00) ~ t o ~}$ | (0.00 to | (0.00 to | ${ }^{(0.00) ~ t o ~}$ | ${ }^{(0.00) ~ t o ~}$ | ${ }^{(0.00) ~ t o ~}$ | ${ }^{(0.00) ~ t o ~}$ | ${ }^{(0.00) ~ t o ~}$ |  | ${ }^{(0.00)}$ |
|  |  | Both | Male | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) | 0.73) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| Alzheimer's disease and other dementias | 0 Years SinceQuiting |  | Female | to | to | to | to | to | to | to | to | to | to | to |  | to |  |
|  |  | Both |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| Alzheimer's disease and other dementias | 0 Years Since | Both | Male | to | to | to | to | to | to | to | to | to | to | to | to | to |  |
|  | Quitting |  |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| Alzheimer's disease | 10 Years Since |  |  | (35.72 to | (35.72 to | (35.72 to | 135.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to |
| and other dementias | Quitting | Both | Female | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
|  |  |  |  | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| Alzheimer's disease and other dementias | 10 Years SinceQuitting |  |  | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 t |
|  |  | Both | Male | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
|  |  |  |  | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| Alzheimer's disease | 20 Years Since |  |  | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to |
| and other dementias | Quitting | Both | Female | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
|  |  |  |  | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| Alzheimer's disease and other dementias | 20 Years SinceQuitting |  |  | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to |
|  |  | Both | Male | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
|  |  |  |  | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| Alzheimer's disease and other dementias | 30 Years Since |  |  | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to |
|  | Quitting | Both | Female | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
|  |  |  |  | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| Alzheimer's disease and other dementias | 30 Years Since |  |  | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to |
|  | Quitting | Both | Male | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
|  |  |  |  | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| Alzheimer's disease and other dementias | 40 Years Since |  |  | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to |
|  | Quitting | Both | Female | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |
|  |  |  |  | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| Alzheimer's disease and other dementias | 40 Years Since |  |  | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to |
|  | Quitting | Both | Male | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  | 0.00 |  |  |  |  |
| Parkinson's disease | 0 Years Since | Both |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | ${ }^{0} 0.00$ to | (0.00 to | (0.00 to | ${ }^{0} 0.00$ to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
|  | Quitting |  | Female | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |  |  |  | 0.00 | 0.00 |
|  | O Years SinceQuitting |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Parkinson's disease |  | Both | Male | ${ }^{0.00)}$ | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | ${ }^{0.00)}$ | ${ }^{0.00)}$ | ${ }^{0.00)}$ | $0.00)$ | $0.00)$ |
|  |  |  |  | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 |
| Parkinson's disease | 10 Years Since Quitting | Both | Female | (25.33 to $58.63)$ | (25.33 to $58.63)$ | (25.33 to $58.63)$ | ${ }_{58.63)}^{(25.33}$ to | ${ }_{58.63)}^{(25.33}$ to | ${ }_{\text {(25.33 }} \begin{aligned} & \text { to } \\ & \text { 58, }\end{aligned}$ | ${ }_{\text {(25.33 }}{ }^{\text {a }}$ | (25.33 to $58.63)$ | ${ }_{58.63)}^{(25.33}$ to | ${ }_{58.63)}^{(25.33}$ to | (25.33 to $58.63)$ | (25.33 to $58.63)$ | (25.33 to $58.63)$ | ${ }_{58.63)}{ }^{(25.33}$ to |
|  | Quitting |  |  | 58.63) 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 | 41.02 |
|  | 10 Years Since |  |  | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to | (25.33 to |
| Parkinson's disease | Quitting | Both | Male | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) | 58.63) |
|  |  |  |  | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 |
|  | 20 Years Since |  |  | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to |
| Parkinson's disease | Quitting | Both | Female | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) |
|  |  |  |  | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 | 60.71 |
|  | 20 Years Since |  |  | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to | (42.14 to |
| Parkinson's disease | Quitting | Both | Male | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) | 82.69) |
|  |  |  |  | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 | 76.43 |
| Parkinson's disease | Quitting | Both | Female | (56.59 to $10000)$ | (56.59 to $10000)$ | (56.59 to $10000)$ | (56.59 to $100.00)$ | (56.59 to $100.00)$ | (56.59 to $10000)$ | (56.59 to $100.00)$ | (56.59 to $100.00)$ | (56.59 to $100.00)$ | (56.59 to $100.00)$ | (56.59 to $10000)$ | (56.59 to $10000)$ | (56.59 to 10000 | $(56.59$ to $100.00)$ |


| Parkinson's disease | 30 Years Since <br> Quitting | Both | Male |
| :---: | :---: | :---: | :---: |
|  | 40 Years Since |  |  |
| Parkinson's disease | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Parkinson's disease | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Multiple sclerosis | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Oesophageal cancer | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Stomach cancer | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Stomach cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Stomach cancer | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Stomach cancer | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Stomach cancer | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Stomach cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Stomach cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Stomach cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Stomach cancer | Quitting | Both | Female |
| Stomach cancer | 40 Years Since |  |  |
|  | Quitting | Both | Male |
| Liver cancer | 0 Years Since |  |  |
|  | Quitting | Both | Female |
| Liver cancer | 0 Years Since |  |  |
|  | Quitting | Both | Male |
| Liver cancer | 10 Years Since Quitting | Both | Female |



 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 | 89.15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(66.85$ | to | $(66.85$ | to | $(66.85$ to | $(66.85$ to | $(66.85$ to | $(66.85$ to | $(66.85$ | to | $(66.85$ to | $(66.85$ to | $(66.85$ | to |
|  | 66.85 | to | $(66.85$ to | $(66.85$ to | $(66.85$ to |  |  |  |  |  |  |  |  |

 $\left.\begin{array}{lllllllllll}(66.85\end{array}\right)$ to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to ( 66.85 to
 $\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}$ $\begin{array}{llllllllllllll}(100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00)\end{array}$ $\left.\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ 1 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}\right)$ $\begin{array}{llllllllllllll}\text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00 & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) \\ 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70\end{array}$ $\begin{array}{lllllllllllllll}39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 \\ (35.72 \text { to } & (35.72 \text { to } & (35.72 \text { to } & (35.72 \text { to } & (35.72 & \text { to } & (355.72 & \text { to } & (35.72 & \text { to } & (35.72 \text { to } & (35.72 \text { to } & (35.72 \text { to } & (35.72 \text { to } & (35.72 \text { to } \\ (35.72 \text { to } & (35.72 \text { to }\end{array}$ $\begin{array}{llllllllllllll}43.60 & 43.60) & 43.60) & 43.60) & 43.60) & 43.60) & 43.60) & 43.60 & 43.60) & 43.60) & 43.60) & 43.60) & 43.60) & 43.60) \\ 39.70 & 39.70 & 39.70 & 33.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 39.70 & 3.70 & 3900 & 39.70\end{array}$
 $\begin{array}{lllllllllllll}43.60 & 43.60 & 43.60) & 43.60) & 43.60) & 43.60) & 43.60) & 43.60 & 43.60 & 43.60) & 43.60) & 43.60) & 43.60) \\ 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 2.74\end{array}$ (21.60 to (21.60 to (21.60 to ( 21.60 to ( 21.60 to (21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to $\begin{array}{lllllllllllll}28.07) & 28.07) & 28.077 & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.074 & 28.074 & 28.074 & 28.07) & 28.07) \\ 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 24.74 & 247 & 24.74 & 24.74 & 24.74 & 24.74\end{array}$ (21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to ( 21.60 to $\left.\begin{array}{lllllllllllll}28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07)\end{array} 28.07\right)$ $\begin{array}{llllllllllllll}28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) & 28.07) \\ 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01\end{array}$
 $\begin{array}{llllllllllllll}14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 & 14.01 \\ 14.01 \\ (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (111.18 \text { to } & 11.18) & 11.18)\end{array}$ $\begin{array}{llllllllllllllllll}\text { (11.18 to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } & \text { (11.18 to } & (11.18 \text { to } & (11.18 \text { to } & (11.18 \text { to } \\ \text { 17.11) } & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11) & 17.11)\end{array}$ $\begin{array}{lllllllllllll}9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 \\ 9.35 \\ (6.74 \text { to } & \text { (6.74 to } & \text { (6.74 to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & \text { (6.74 to } & \text { (6.74 to } & \text { (6.74 to } & \text { (6.74 to } \\ \text { (6.74 to }\end{array}$ $\begin{array}{llllllllllllll}12.30) & 12.30) & 12.30 & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30 & 12.30 & 12.30) & 12.30) & 12.30) \\ 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35 & 9.35\end{array}$ $\begin{array}{llllllllllllll}\text { (6.74 to } & \text { ( } 6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & (6.74 \text { to } & \text { (6.74 to } & \text { (6.74 to } & \text { (6.74 to } & \text { (6.74 to } \\ 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) & 12.30) \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}$ $\begin{array}{lllllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & 100.00 & 100.00 & 100.00 & (100.00 & (100.00 & 100.00 & 100.00 & (100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}$ $\begin{array}{llllllllllllll}\text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00 \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00\end{array}$ $\left.\begin{array}{lllllllllllll}\text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ \text { 100.00) } & 100.00 & 100.00) & 100.00) & 100.00) & 100.00 & 100.00 & 100.00) & 100.00) & 100.00 & 100.00) & 100.00) & 100.00\end{array}\right)$ 100.00)
 $\begin{array}{llllllllllllll}43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) \\ 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92 & 32.92\end{array}$ ( 23.75 to $(23.75$ to $(23.75$ to $(23.75$ to ( 23.75 to ( 23.75 to ( 23.75 to ( 23.75 to $(23.75$ to ( 23.75 to ( 23.75 to ( 23.75 to ( 23.75 to ( 23.75 to $\begin{array}{llllllllllllll}43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) & 43.54) \\ 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26\end{array}$

 $\begin{array}{llllllllllllll}26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) \\ 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26 & 19.26\end{array}$ ( 12.10 to ( 12.10 to ( 12.10 to (12.10 to (12.10 to ( 12.10 to ( 12.10 to ( 12.10 to ( 12.10 to ( 12.10 to ( 12.10 to (12.10 to (12.10 to (12.10 to $\begin{array}{lllllllllllll}26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) & 26.95) \\ 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 12.95) & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21\end{array}$ $\begin{array}{lllllllllllllll}11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 \\ \text { (4.29 to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 & (4.29 & \text { to } & (4.29 & \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & \text { (4.29 to } & (4.29 \text { to } & \text { (4.29 to } \\ \text { (4.29 to }\end{array}$ $\begin{array}{lllllllllllllll}(4.29 & \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } \\ 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) \\ 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21\end{array}$ $\begin{array}{llllllllllllll}11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 & 11.21 \\ (4.29 & \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & (4.29 \text { to } & \text { (4.29 to } \\ \text { (4.29 to } \\ 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45) & 18.45)\end{array}$ | 1.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 | 5.40 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5.40 |  |  |  |  |  |  |  |  |  |  |  |  |
| $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to | $(0.00$ to |
| $(0.00$ to |  |  |  |  |  |  |  |  |  |  |  |  |
| $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ | $12.87)$ |
| 12.87$)$ |  |  |  |  |  |  |  |  |  |  |  |  | $\begin{array}{llllllllllllll}12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) \\ 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 & 5.40 \\ (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to } & (0.00 \text { to }\end{array}$

 $\begin{array}{llllllllllllll}12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) & 12.87) \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00\end{array}$ $\begin{array}{llllllllllllll}(100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00) \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00 & 100.00 & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00 & 100.00) & 100.00) & 100.00) & 100.00) \\ 1000 & 100 & 100 & 1000 & \end{array}$ $\begin{array}{llllllllllllll}100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & 100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00)\end{array}$ $\begin{array}{lllllllllllll}57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 \\ 57.10 \\ (45.47 & \text { to } & (45.47 & \text { to } & (45.47 \text { to } & (45.47 \text { to } & (45.47 \text { to } & (45.47 \text { to } & (45.47 \text { to } & (45.47 & \text { to } & (45.47 & \text { to } \\ \text { ( }\end{array}$ $\begin{array}{lllllllllllll}69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) \\ 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 & 57.10 \\ 57.10\end{array}$ ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to ( 45.47 to $\begin{array}{llllllllllllll}69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) & 69.91) \\ 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27\end{array}$ (25.89 to $(25.89$ to $(25.89$ to $(25.89$ to $(25.89$ to $(25.89$ to (25.89 to $(25.89$ to $(25.89$ to $(25.89$ to $(25.89$ to (25.89 to (25.89 to (25.89 to $\begin{array}{llllllllllllll}44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) \\ 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27 & 35.27\end{array}$
 $\begin{array}{llllllllllllll}44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) & 44.92) \\ 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71\end{array}$ $\begin{array}{llllllllllllll}\text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } & \text { (8.66 to } \\ 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02 \text { ) } & 26.02 \text { ) }\end{array}$ $\begin{array}{llllllllllllll}26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) \\ 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71\end{array}$ $\begin{array}{llllllllllllll}16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 & 16.71 \\ (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & (8.66 & & (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & (8.66 \text { to } & \text { (8.66 to } & (8.66 \text { to } \\ \text { 26.02) } & 26.06) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02) & 26.02)\end{array}$ $\begin{array}{llllllllllllll}8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 26.02) & 26.02) & 26.02) & 26.02) & 8.03 & 8.03 \\ 8.03 & 8.03 & 8.03 & 8.03\end{array}$ $\begin{array}{llllllllllllll}\text { (1.12 to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } & (1.12 \text { to } \\ 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) \\ 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03 & 8.03\end{array}$ $\begin{array}{llllllllllllllll} & \\ \text { (1.12 to } & (1.12 \text { to } & \text { (1.12 to } & (1.12 \text { to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } & \text { (1.12 to } \\ 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17) & 16.17)\end{array}$
 $\begin{array}{llllllllllllll}100.00 & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) \\ 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 & 100.00 \\ (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 & (100.00 \\ \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to }\end{array}$ $\begin{array}{llllllllllllll}\text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } & \text { to } \\ 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) & 100.00) \\ 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 & 69.21 \\ \text { (51.63 to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to }\end{array}$ $\begin{array}{lllllllllllllll}\text { (51.63 to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 & \text { to } & (51.63 & \text { to } & (51.63 & \text { to } & (51.63 & \text { to } & (51.63 & \text { to } & (51.63 \\ \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \text { to } & (51.63 \\ 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25) & 87.25)\end{array}$

|  |  |  |  | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 | 69.21 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Liver cancer | 10 Years SinceQuitting |  |  | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 to | (51.63 | (51.63 |
|  |  | Both | Male | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) | 87.25) |
|  |  |  |  | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 |
|  | 20 Years Since |  | Female | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to |
| Liver cancer | Quitting | Both |  | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) |
|  |  |  |  | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 | 56.37 |
|  | 20 Years Since |  |  | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 to | (39.36 | (39.36 |
| Liver cancer | Quitting | Both | Male | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) | 74.57) |
|  |  |  |  | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 |
|  | 30 Years Since |  |  | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to |
| Liver cancer | Quitting | Both | Female | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) |
|  |  |  |  | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 | 42.73 |
|  | 30 Years Since |  |  | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to | (23.15 to |
| Liver cancer | Quitting | Both | Male | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) | 61.14) |
|  |  |  |  | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 |
|  | 40 Years Since |  |  | 18.68 to | (8.68 to | 18.68 to | (8.68 to | 18.68 to | 18.68 to | 18.68 to | 18.88 to | 18.68 to | (8.68 to | 18.68 to | (8.68 to | (8.68 to | (8.68 to |
| Liver cancer | Quitting | Both | Female | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) |
|  |  |  |  | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 | 27.95 |
|  | 40 Years Since |  |  | 18.68 to | 18.68 to | (8.68 to | (8.68 to | (8.68 to | 18.68 to | (8.68 to | (8.68 to | (8.68 to | (8.68 to | (8.68 to | (8.68 to | (8.68 to | (8.68 to |
| Liver cancer | Quitting | Both | Male | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) | 49.36) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
|  | Quitting |  |  | to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| Larynx cancer |  | Both | Female | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
|  | 0 Years SisQuitting | Both | Male | to | to | to | to |  |  |  |  |  |  |  |  |  |  |
| Larynx cancer |  |  |  | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
|  |  |  |  | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 |
|  | 10 Years Since |  |  | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to |
| Larynx cancer | Quitting | Both | Female | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) |
|  |  |  |  | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 | 36.07 |
|  | 10 Years Since |  |  | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to | (24.87 to |
| Larynx cancer | Quiting | Both | Male | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) | 49.39) |
|  |  |  |  | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 |
|  | 20 Years Since |  |  | 16.84 to | (6.84 to | (6.84 to | (6.84 to | (6.84 to | 16.84 to | (6.84 to | (6.84 to | (6.84 to | (6.84 to | (6.84 to | (6.84 to | (6.84 to | 16.84 to |
| Larynx cancer | Quitting | Both | Fem | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) |
|  |  |  |  | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 | 15.16 |
|  | ${ }^{20}$ Quears siting |  |  | 16.84 to | (6.84 to | 16.84 to | (6.84 to | (6.84 to | (6.84 to | 16.84 to | (6.84 to | 16.84 to | (6.84 to | 16.84 to | (6.84 to | 16.84 to | (6.84 to |
| Larynx cancer |  | Both | Male | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) | 23.88) |
|  |  |  |  | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 |  | 6.29 |  |  | 6.29 | 6.29 |
|  | 30 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Larynx cancer | Quitting | Both | Female | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) |
|  |  |  |  | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 | 6.29 |  |  |  |
|  | 30 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Larynx cancer | Quitting | Both | Male | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) | 14.72) |
|  |  |  |  | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 |
|  | Quitting |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Larynx cancer |  | Both | Female | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) |
|  |  |  |  | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 | 2.71 |
|  | 40 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 | (0.00 to |
| Larynx cancer | Quitting | Both | Male | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) | 10.33) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | ${ }^{100.00}$ | ${ }^{100.00}$ | ${ }^{(100.00}$ | ${ }^{(100.00}$ | ${ }^{1} 100.00$ | ${ }^{(100.00}$ | ${ }^{(100.00}$ | ${ }^{1} 100.00$ | ${ }^{100.00}$ | ${ }^{100.00}$ | ${ }^{(100.00}$ | ${ }^{100000}$ | ${ }^{(100.00}$ | ${ }^{100.00}$ |
| Breast cancer | 0 Years Sinc | Both | Female | $\begin{aligned} & \text { to } \\ & \text { 100.00) } \end{aligned}$ | to 100.00) |  | to 100.00) |  | $\begin{aligned} & \text { to } \\ & \text { 100.00) } \end{aligned}$ |  |  |  |  |  |  |  |  |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |
|  | O Years SiQuiting |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Breast cancer |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 | 55.99 |
|  | 10 Years Since |  |  | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to | (44.97 to |
| Breast cancer | Quitting | Both | Female | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) | 69.74) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |  |  |  |  |  |  |
|  | Quitting | Both | Male | ${ }_{0}^{(0.00)}$ to | (0.00 to $0.00)$ | ${ }^{(0.000}{ }^{(0.00}$ |  | ${ }^{(0.00} 0$ to |  |  |  |  |  |  |  |  |  |
| Breast cancer |  |  |  | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 | 41.34 |
|  | 20 Years Since |  |  | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to | (33.50 to |
| Breast cancer | Quitting | Both | Female | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) | 49.65) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |  |  |  |
|  | 20 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Breast cancer | Quitting | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 | 30.49 |
|  | Quitting |  | Female | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to | (20.15 to |
| Breast cancer |  | Both |  | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) | 40.26) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 30 Years SQuitting |  |  | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Breast cancer |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 | 18.29 |
|  | 40 Years Since Quitting | Both | Female | (6.10 to | (6.10 to $30.76)$ | (6.10 to $30.76)$ | (6.10 to $30.76)$ a | (6.10 to | (6.10 to $30.76)$ a | (6.10 to | (6.10 to $30.76)$ | (6.10 to 30.76) | (6.10 to | (6.10 to | (6.10 to | (6.10 to $30.76)$ | (6.10 to $30.76)$ |
| Breast cancer | Quitting |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 40 Years SinceQuitting |  |  | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Breast cancer |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
|  |  |  |  | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
|  | 0 Years Since |  |  | to | to | to | to | to | to | to | to | to |  |  |  |  |  |
| Cervical cancer | Quitting | Both | Female | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.0 | 100.00) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |  |  |  |
| Cervical cancer | O Years SinceQuiting |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | ${ }^{\text {(0.00 to }}$ | (0.00 to | (0.00 to | (0.00 to | ${ }^{\text {(0.00 to }}$ |
|  |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 |
|  | 10 Years Since |  |  | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to | (35.06 to |
| Cervical cancer | Quitting | Both | Female | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) | 70.65) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 10 Years Since |  |  | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| Cervical cancer |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | $0.00)$ | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 | 26.95 |
|  | 20 Years Since |  |  | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to | (10.84 to |
| Cervical cancer | Quitting | Both | Female | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) | 44.25) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | 20 Years Since |  |  | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | 10.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to |
| Cervical cancer | Quitting | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 | 12.64 |
| Cer | Quitting | Both | Female | (0.00 to $28.41)$ | ${ }_{20.41)}^{(0.00 ~ t o ~}$ | ${ }_{\text {28.41) }}^{\text {(0.00 to }}$ | (0.00 to 28.41) | (0.00 to 28.41) | (0.00 to $28.41)$ | (0.00 to $28.41)$ | (0.00 to 28.41) | (0.00 to $28.41)$ | (0.00 to 28.41) | (0.00 to $28.41)$ | (0.00 to 28.41) | (0.00 to 28.41) | ${ }_{\text {l }}^{\text {(0.00 to }}$ |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  |  |
| Cervical cancer | 30 Years SiQuiting |  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to |
|  |  | Both | Male | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  |  |  | 6.67 | 6.67 | 6.67 | 6.67 | 6.67 | 6.67 | 6.67 |  |  |  |  |  |  | 6.67 |
|  | 40 Years Since | Both | Female | ${ }^{10.00 ~ t o ~}$ | ${ }^{(0.00}$ to | (0.00 to | ${ }^{10.00}$ to | ${ }_{\text {200 }}^{(0.00)}$ to | (0.00 to | ${ }_{\text {l }}(0.00$ to | (0.00 to | ${ }^{(0.00 ~ t o ~}$ | ${ }_{20}(0.00$ to | ${ }^{\text {(0.00 to }}$ | ${ }_{\text {200 }}(0.00$ to | (0.00 to | ${ }^{(0.00}$ to |
| Cervical cancer |  |  |  | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08) | 20.08 | 20.08) |
|  |  |  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |  | 0.00 | 0.00 |  |  |  |  |  |
| Cervical cancer | 40 Years Since Quitting | Both | Male | ${ }_{0}^{(0.00)}{ }^{(0.00}$ to | ${ }_{0}^{(0.00)}{ }^{(0.00}$ | ${ }_{0}^{(0.00)}{ }^{\text {(0) }}$ | ${ }^{(0.00)}{ }^{(0.00}$ to | ${ }^{(0.00)}{ }^{(0.00}$ to | ${ }^{(0.00}{ }^{0.00}$ to | (0.00 to $0.00 \text { ) }$ | ${ }^{(0.00}{ }_{0}^{0.00}$ to | (0.00 to $0.00 \text { ) }$ | ${ }^{(0.00)} 0$ | ${ }^{(0.00)} 0$ | ${ }^{(0.00)} 0$ | ${ }^{(0.00)} 0$ | ${ }^{(0.00}{ }^{0.00}$ to |


| Colon and rectum cancer | 0 Years Since Quitting | Both | Female |
| :---: | :---: | :---: | :---: |
| Colon and rectum cancer | 0 Years Since Quitting | Both | Male |
| Colon and rectum cancer | 10 Years Since Quitting | Both | Female |
| Colon and rectum cancer | 10 Years Since Quitting | Both | Male |
| Colon and rectum cancer | 20 Years Since Quitting | Both | Female |
| Colon and rectum cancer | 20 Years Since Quitting | Both | Male |
| Colon and rectum cancer | 30 Years Since Quitting | Both | Female |
| Colon and rectum cancer | 30 Years Since Quitting | Both | Male |
| Colon and rectum cancer | 40 Years Since Quitting | Both | Female |
| Colon and rectum cancer | 40 Years Since Quitting | Both | Male |
| Lip and oral cavity cancer | 0 Years Since Quitting | Both | Female |
| Lip and oral cavity cancer | 0 Years Since Quitting | Both | Male |
| Lip and oral cavity cancer | 10 Years Since Quitting | Both | Female |
| Lip and oral cavity cancer | 10 Years Since Quitting | Both | Male |
| Lip and oral cavity cancer | 20 Years Since Quitting | Both | Female |
| Lip and oral cavity cancer | 20 Years Since Quitting | Both | Male |
| Lip and oral cavity cancer | 30 Years Since Quitting | Both | Female |
| Lip and oral cavity cancer | 30 Years Since Quitting | Both | Male |
| Lip and oral cavity cancer | 40 Years Since Quitting | Both | Female |
| Lip and oral cavity cancer | 40 Years Since Quitting | Both | Male |
| Nasopharynx cancer | 0 Years Since Quitting | Both | Female |
| Nasopharynx cancer | 0 Years Since Quitting | Both | Male |
| Nasopharynx cancer | 10 Years Since Quitting | Both | Female |
| Nasopharynx cancer | 10 Years Since Quitting | Both | Male |
| Nasopharynx cancer | 20 Years Since Quitting | Both | Female |
| Nasopharynx cancer | 20 Years Since Quitting | Both | Male |
| Nasopharynx cancer | 30 Years Since Quitting | Both | Female |
| Nasopharynx cancer | 30 Years Since Quitting | Both | Male |
| Nasopharynx cancer | 40 Years Since Quitting | Both | Female |
| Nasopharynx cancer | 40 Years Since Quitting | Both | Male |
| Other pharynx cancer | 0 Years Since Quitting | Both | Female |
| Other pharynx cancer | 0 Years Since Quitting | Both | Male |
| Other pharynx cancer | 10 Years Since Quitting | Both | Female |
| Other pharynx cancer | 10 Years Since Quitting | Both | Male |
| Other pharynx cancer | 20 Years Since Quitting | Both | Female |
| Other pharynx cancer | 20 Years Since Quitting | Both | Male |


|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| 100．00） |  |  | 100．00） | 100．00） | 100．00） | ， | 100．00） | 100．00） | 100．00） | 100．00） |  |  |  |
| 100.00 |  | 100.00 | 100.00 |  |  |  |  |  |  |  |  |  |  |
| （100．0） | （100．00 | 100.00 |  |  |  |  |  |  |  |  |  |  |  |
|  | to | to |  |  |  |  |  |  |  | to |  | to |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 74.91 | 74.9 |  | 74.91 | 74.91 | 74.91 | 74.91 | 74.91 |  |  | 74.91 | 74.91 | 74.91 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31 | 92．31） | 92．31） | 92．31） | 92.3 |
| ．91 | 74.91 | 74.91 | 74.91 | 74.91 | 74.91 | 74.91 | 74.91 | 74.91 | 74.9 | 74.9 | 74.91 | 74.91 |  |
| 5．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．00 | （57．0） | （57．0） |  |
| 31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31） | 92．31 | 92．31 | 92．31 | 92．31 | 92．31 | 92．31 | 92.31 | 92.1 |
| 62.09 | 62.09 | 2．09 | 62.09 | 62 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 |  |
| ． 02 | （43．02 | 143.02 | （43．02 | （43．02 | （43．02 | 143.02 | （43．02 | （43．02 | （43 | （43．02 | （43 |  |  |
| 33） | 81．33） | 81．33） | 81 | 81．33） | 81．33） | 81．33） | 81．33） | 81．33） | 81. | 81．33） | 81.33 | 81.3 |  |
| 62.09 | 62.09 | 62.09 | 62.0 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 62.09 | 2.09 |
| 02 | （43．02 | （43．02 | （43 | （43．02 to | （43 | （43．02 | （43．02 | （43．20） | （43．02 to | （43．31） |  |  |  |
| 33） | 81．33） | 81．33） | 81．33） | 81．33） | 81．33） | 81．33 | 81．33） | 81．33） | 81．33） | 81．33） | 81．33） | 81．33） | 81．33 |
|  |  | 20.21 | 2021 | 20.21 |  | 20.21 | 2021 | 20.21 | 20.21 | 20.21 | 2021 | 20.21 |  |
| （5．53 to | （5．53 | 53 | 15.53 | （5．53 | （5．53 | 15.53 | 5．53 | （5．53 | （5．53 | （5．53 | 15.53 | （5．53 | 5.5 |
|  | 38 | 38．99） | 38．99） | 迷 | 38．99） | （3．99） | 38．99） | 38.9 | 38．99） | 38. | 38. |  |  |
| 20.21 | 20.21 | 21 | 21 | 1 | 20.21 | 0.21 | 21 | 20.21 | 0．21 | 20.21 | 20.21 | 20.21 | 0.21 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 38.99 | 38．99） | 38．99 | 38．99） | 38．99） | 38.9 | 38．99） | 38.9 | 38.99 | 38.9 | 38.9 | 38.91 | 38．99 |
|  | 8.71 |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 21．51） | 21 | 51） | （1） | 81） | 21．51） | 8．51） | 21.51 | 21．51） | 21.51 | 21.5 | 21.51 |  |  |
|  | 8.71 | 8.71 | 8.71 |  |  |  |  |  |  | 871 | 871 | 8.71 | 8.71 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 21．51） | 21. | 21．51） | 21．51） | 21．51） | 21．51） | 21．51 | 21．51） | 21．51 | 21．51 | 21．51） | 21．51 | 21．51） | 21．51） |
|  |  |  |  |  |  | 100.00 |  |  |  |  |  |  |  |
| （100．00 | （10） | $(10$ | （100．00 | （100．00 |  |  |  |  | （100 | （100 | （100 | （100 | （100 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 100．00） | 10 | 100．00） | 100．00） | 100．00） | 00． | 100．00） | 100 | 100.0 | 100．00） | 100．00） |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | 10 | 10 | 100．00） | 100．00） | 100．00） | 100．00） | 100.0 | 00.0 | 100.0 | 100 | 100.0 | 100 |  |
|  | 25.2 | 25.29 | 25.29 | 25.29 | 25.29 | 25.29 | 25.29 | 25.29 | 520 | 25.29 | 25.29 | 25.29 |  |
| （16．06 to | （16．06 | （16．06 | （16．06 | （16．06 | （16．06 | （16．06 | （16．06 | （16．0 | （16．06 | （16．06 | （16．010 | （16．06 |  |
| 35） | 35．35） | 35．35） | 35．35） | 35．35 | 35．35） | 35．35） | 35．35 | 35．35 | 35．35 | 35．35 | 35．35 | 35．35 |  |
|  | 25.29 | 25.29 | 25.29 | 25.29 |  | 25.2 |  | 25 |  |  |  |  |  |
|  | （16．06 | （16．06 | （16．06 | （16．06 | （16． | （16．06 | （16．06 | （16．0 | （16．06 |  | （16．06 |  |  |
| 35．35） | 35．35） | 35．35） | 35.3 | （35 | 35. | 3535 | 35．35 | 35.3 | 35．35 | 35．35 | 35．35 | 35．35） |  |
|  | 9.19 |  |  |  |  |  |  |  |  |  | 9.19 | 9.19 | 9． 19 |
|  | （4．0） | （4．00 to |  | （4．00 to |  | （4．00 to | 14.00 | 14.00 | （4．00 to | 1.00 | （4．00 | （4．00 |  |
| 15．59） | 15.59 | 15．59 | 15.59 | 15.5 | 15．59 | 15.5 | 15.59 | 15．59 | 15．59 | 15．59 | 15．59 | 15.59 | 15．59 |
|  | 9.19 | 促 | 9.19 |  |  |  |  |  |  |  |  |  |  |
| （4．00 to | 14.00 | 14.00 | （4．00 |  |  |  |  |  |  |  |  |  |  |
| 59） | 15. | 15．59） | 15．59 | 15.59 | 15.5 | 15.5 | 15. | 15.5 | 15.5 | 15．59 | 15．59 | 15.5 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 10.76 | 10.76 | 10.7 | 10．76） | 10．76） | 10．76） | 10．76） | 10. | 10.76 | 10．76） |  | 10. | 10．76） |
|  | 4.96 |  | 4.9 |  |  |  |  |  |  |  |  |  |  |
|  | （0．00 to |  |  |  |  |  |  |  |  |  |  |  |  |
| 10．76） | 10. | 10．76） | 10. | 1．76） | 10．76） | 0．76 | 10. | 10.76 | 10.76 | 10.76 | 10.76 | 10.76 |  |
|  | 1.63 |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6．40） | 6．40） | 6．40） | 6.4 | 6．40） |  | 6.40 |  | 6.40 |  | 6.40 | 6．40） | 6．40） | 6．40） |
|  |  |  | 1.63 |  |  |  |  |  |  |  |  |  |  |
|  | （0．00 | （0．00 to |  |  |  |  |  |  |  |  |  |  |  |
|  |  | 6．40） |  | ${ }^{6.40)}$ |  | 6．40） |  | 6．40） |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 100．00） | 100 | 100．00） |  | 00．00） | 100.0 | 00．00 |  | 100．00） | 100．00） | 100 | 100．00 | 100．00） |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | （100．00 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 100．00） | 100 | 100.0 |  | 00．02 |  | 100．012 |  | 100 | 100 |  | 100 | 100.0 | 100.00 |
|  | 44.72 | 4472 |  |  |  | 44.72 |  | 44.7 |  | 4 |  | 44.72 |  |
|  | （25．51 | （25．51 | （25．51 | （25．51 | （25 | （25．5 | （25 | （25．5 | （25．51 | （25．51 | （25．51 | （25．51 |  |
|  |  | 67．76） |  | 67．76） |  | 67．71 | 67.76 | 67.76 | 67.76 | 67.7 | 67．76） | 67．76） | 67.76 |
|  | 44.72 | 44.72 | 44.72 | 44.72 | 44.7 | 44.72 | 44.72 | 44.72 | 44.72 | 44.72 | 44.72 | 44.72 | 44.72 |
| （25．51 to | （25． | 边 | （125 | （25．51 to | （25．51 | 25．51 | 12 | （25．51 | 退 | （25．51 | 25．51 | （25．51 |  |
| 76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67．76） | 67.76 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 16.75 | 源 75 | （6．75 |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 42．36） | （236） | 2．36） | 42．36） | 42．36） | 42．36） | 42．36） | 42．36） |
|  | 22.58 | 22.58 |  |  |  |  |  |  |  |  |  | 22.58 |  |
|  |  | （6．75 to |  |  |  |  | （6．75 |  |  | 12.75 | 6．75 | 1.75 | （6．75 to |
|  | 42.36 | 42．36） | 42．36） | 42．36） | 42．36） | 42．36 | 42．36） | 42．36） | 42．36） | 42．36） | 42．36） | 42．36） | 22．36 |
|  |  |  |  |  |  |  | 14.18 | 14.18 | 退 | 14．18 | 14．18 | 14.18 |  |
| 1.59 to | 1.59 | 1.59 | （1．59 | （1．59 | 1.59 |  | 1.59 | 1.59 | 1.59 | 1.5 | 1.59 | 1.59 |  |
| ） | （1．19） | 33．19） | 33．19） | 33．19） | 19） | 3．19 | 19） | 3．19） | 3．19） | 33．19） | 33．19） | 33．19） | （1） |
| 14.18 | 14.18 | 4．18 | 14.18 | 14.18 | 4.18 | 14.18 | 4.18 | 14.18 | 418 | 迷 | 14.18 | 14.18 |  |
|  | （1．5 | 1.59 to |  | （1．59 to | （1．59 to | （1．59 to | （1．85 |  |  |  |  |  |  |
| 19） | 33.19 | 33．19） | 33．19） | 3．19 | 33．19） | 3.19 | 33.19 | 33.19 | 33.19 | 33.19 | 33．19 | 33．19） | 33．19 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | （0．00 to | （0．00 to | 10.00 | （0．00 to | （1） | （0．00 to |  |  |  |  |  | 10.0 |  |
| 27．72） | 27.72 | 27．72） | 27.12 | ．72 | 27．72） | 27.72 | 27．72） | 27．72 | 27.72 | 27．72） | 27.72 | 27．72） | 27.12 |
|  | 9.42 |  |  |  |  |  |  |  |  |  |  |  |  |
|  | （0．0） | （0．0） | （0．010 | （0．00 | （0．00 | （0．00 | （0．00 | 10.00 | （0．00 |  | （0．00 | （0．00 to |  |
| 72） | 27．72） | ．72） | 27．72） | 7．72） | ．72） | 7．72 | 27．72） | 7．72） | 27．72） | 27．72） | 27．72） | 27．72） | 27．72） |
| 00 | 10．00 | 27．00 | 10．0 | 20．00 | 1020 | 10.0 | 100．0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |  |
| （100．0 | （100． | （100．00 |  | （100．00 |  | （100．00 |  | （100 | （100 | （100 | （100 | （100 | （100 |
|  | to |  |  |  |  |  |  |  |  | ， | to | to |  |
| 0．00 | 100．00 | 100.00 | 0．00 | 0．00 | 0．00 | 00．00） | 00．00） | 00．00） | 00．00） | 100．00） | 100．00） | 100.00 |  |
|  | 100.0 | 00．00 | ， | 0.00 | 0 | 00．0 | O | 100.0 | 100．0 | 100.00 | 100 | 100.00 |  |
| （100． | （100 | （100． |  | （100．00 |  | （100．00 | （100 | （100 | （100） | （100） | （100） | （100 | （100） |
| to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| 0．00 | 100.00 | 0.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100．00） | 100．00） | 100．00） | 100．00） | 100.00 | 00.0 |
|  | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 |
| 23．59 | （23．59 | （23．59 to | （23．59 | （23．59 to | （23．59 to | ［23．59 to | （23．59 | 123.59 to | （23．59 to | （23．59 to | （23．59 to | （23．59 to | 123.5 |
| 5．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50.30 |
| 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 | 35.16 |
| 22．59 | （23．59 | （23．59 to | （23．59 to | （23．59 to | （23．59 to | （23．59 to | （23．59 | 123.59 to | （23．59 | （23．59 to | （23．59 to | （23．59 to |  |
| ） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） | 50．30） |
|  | 20 | 20.40 | 20. | 20.40 | 20． | 20.4 | 20.4 | 20.4 | 20.4 | 20.4 | 20. | 20.40 |  |
| 88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 to | （10．88 | （10．88 |
|  | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） | 31．83） |  |
|  | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.40 | 20.4 |
| (10.88 to 31.83) | （10． | （10． | ${ }_{31.83)}^{(10.88 \text { to }}$ | （10） | ${ }_{31.83)}^{(10.88 \text { to }}$ | ${ }_{31.83)}^{(10.88 \text { to }}$ | （10 | ${ }_{31.83)}^{(10.88 \text { to }}$ | ${ }_{31.83)}^{(10.88 ~ t o ~}$ | ${ }_{31.83)}^{(10.88 \text { to }}$ | ${ }_{31.83)}^{(10.88}$ to | ${ }_{31.83)}^{\text {（10．88 to }}$ |  |


| Other pharynx cancer | 30 Years Since Quitting | Both | Female |
| :---: | :---: | :---: | :---: |
|  | 30 Years Since |  |  |
| Other pharynx cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Other pharynx cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Other pharynx cancer | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Pancreatic cancer | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Bladder cancer | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Bladder cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Bladder cancer | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Bladder cancer | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Bladder cancer | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Bladder cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Bladder cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Bladder cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Bladder cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Bladder cancer | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Kidney cancer | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Kidney cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Kidney cancer | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Kidney cancer | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Kidney cancer | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Kidney cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Kidney cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Kidney cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Kidney cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Kidney cancer | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Leukemia | Quitting | Both | Female |
| eukaemia | 0 Years Since Quitting | Both | Male |


| 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 29 | 10.29 | . 29 | 10.29 | 0.29 | 10.29 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10.36 to | 10.36 to | 10.36 to | (0.36 to | (0.36 to | (0.36 to | 10.36 to | (0.36 to | (0.36 to | 10.36 to | (0.36 to | 10.36 to | 10.36 to | 10.36 to |
| 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) |
| 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 | 10.29 |
| 10.36 to | (0.36 to | 10.36 to | 10.36 to | 10.36 to | (0.36 to | (0.36 to | (0.36 to | (0.36 to | (0.36 to | (0.36 to | 10.36 to | (0.36 to | 10.36 to |
| 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) | 21.58) |
| $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | $5.36$ | 5.36 |
| 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) |
| 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 | 5.36 |
| (0.00 to |  | (0.00 |  | (0.00 |  | 10.00 to |  |  |  |  | 10.00 |  | (0.00 to |
| 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) | 16.01) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| to | to | to | to | , | to | to | to | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.0 | 100.00) | 100 | 100 |
| 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 |
| (30.51 | (30.51 to | (30.51 to | (30.51 t | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 |
| 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) |
| 2.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 | 40.80 |
| (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to | (30.51 to |
| 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) | 52.76) |
| 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 |
| (18.94 to | (18.94 to | (18.94 to | (18.94 to | (18.94 to | (18.94 to | 18.94 to | (18.94 to | (18.94 to | (18.94 to | (18.94 to | 18.94 to | (18.94 to | 18.94 to |
| 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) |
| 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 | 27.78 |
| (18.94 to | (18.94 | 18.94 to | (18.94 | (18.94 | (18.94 | (18.94 to | (18.94 to | (18.94 | (18.94 | (18.94 | (18.94 | (18.94 |  |
| 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) | 37.49) |
| 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 |  | 122 |
| 18.23 to | 18.23 to | (8.23 to | 18.23 to | 18.23 to | (8.23 to | 18.23 to | (8.23 to | (8.23 to | (8.23 to | (8.23 to | (8.23 to | (8.23 to | (8.23 to |
| 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) |
| 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 | 17.12 |
| 23 to | (8.23 to | 18.23 to | 18.23 to | (8.23 to | (8.23 to | (8.23 to | (8.23 to | 18.23 to | 18.23 to | (8.23 to | 18.23 to | (8.23 | 18.23 to |
| 5.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) | 26.17) |
| ${ }^{9.23}$ | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 |
| (1.26 to | (1.26 to | (1.26 to | (1.26 to | 11.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 | (1.26 to | $(1.26$ | 1.26 | (1.26 to |
| 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01 | 19.01) | 19.01) |
| 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 | 9.23 |
| 1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | (1.26 to | 1.26 |
| 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) | 19.01) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100. | (100 | (100.00 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 0.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100 | (100.00 |
| 10 | to | to | to | to | to | to | to | to | to |  | to |  |  |
| 100.00 | 100.00 | 100.00 | 100.00) | 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.0 |
| 77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 |
| 56.36 to | 136.36 to | (36.36 to | (36.36 to | (36.36 to | 136.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to |
| 40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) |
| . 77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 | 51.77 |
| (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | (36.36 to | 136.36 to | (36.36 to | (36.36 to |
| 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) | 70.40) |
| 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 |
| 4.19 to | (14.19 | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to |
| 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) |
| 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 | 23.74 |
| (14.19 to | (14.19 to | (14.19 to | (14.19 to | 14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | (14.19 to | 14.19 to |
| 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) | 35.39) |
|  | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 |
| 10.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | 10.29 to |
| 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) |
|  | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 | 7.79 |
| (0.29 to | (0.29 to | (0.29 to | (0.29 to | 10.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | (0.29 to | 10.29 to |
| 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) | 16.84) |
|  | 2.92 | 2.92 | 2.92 | 2.92 | 2.92 | 2.92 | 2.92 | 2.92 | 2.92 |  | 2.92 | 2.92 | 2.92 |
| 10.00 to |  | (0.00 to | (0.00 to |  | 10.0) |  | (0.00 to | (0.00t | 0.00 0 | (0.00 to | (0.00 to | (0.00 | 0.00 to |
| 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) |
|  | 2.92 | 2.92 | 2.92 | 292 | 2.92 |  | 2.92 |  | 2.92 |  |  |  |  |
| 00 | (0.00 | ${ }^{(0.00}$ | 10.00 | (0.00 | ${ }^{10.00}$ | ${ }^{10.00}$ | ${ }^{10.00}$ | (0.00) | (0.00 | (0.00 | (0.00 | 10.00 | ${ }^{(0.00 ~ t o ~}$ |
| 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) | 9.78) |
| 100.0 | 100.0 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100 | (100.00 | (100.0 | (100.0 | (100. | (100.00 | (100. | (100. | (100. | (100) | (100. | (100 | (100.00 |
|  | to | to | to | to | to | to | to | to | to | to | to | to |  |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 |
| ( 0.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to |
| 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) |
| 6.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 | 64.19 |
| (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to | (40.71 to |
| 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) | 87.50) |
| 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 |
| (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to |
| 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) |
| 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 | 47.31 |
| (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | (25.91 to | 125.91 to | (25.91 to | (25.91 to |
| 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) | 71.83) |
| 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 |
| (9.57 to | ${ }^{9} .57{ }^{\text {to }}$ | ${ }^{\text {(9.57 to }}$ | (9.57 to | (9.57 to | ${ }^{(9.57) ~ t o ~}$ | ${ }^{9.57}$ to | ${ }^{(9.57) ~ t o ~}$ | (9.57 to | 9.57 to | ${ }^{\text {9. }}$. 57 to | 19.57 to | (9.57 to | 9.57 to |
| 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) |
| 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 | 29.87 |
| (9.57 to | (9.57 to | (9.57 to | (9.57 to | (9.57 to | (9.57 to | ${ }^{9.57}$ to | (9.57 to | (9.57 to | (9.57 to | (9.57 to | (9.57 to | (9.57 to | (9.57 to |
| 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) | 53.18) |
| . 49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 |
| (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) |
| 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 | 16.49 |
| (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
| 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | 37.81) | ${ }^{37.81)}$ | ${ }^{37.81)}$ |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| 00.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.0 | (100.00 | (100.0) | (100.00 | (100. |
| to | to | to | to | to | to | to | , | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00 | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |  |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100. | (100.00 | (100. | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| 100.00) | 100.00) | 100.00) | 100.00 | 100.00 | 100.00 | 100.00 | 100.0 | 100.00 | 100.00 | 100.0 | 100.0 | 100. | 100.0 |


| Leukaemia | 10 Years Since Quitting | Both | Female |
| :---: | :---: | :---: | :---: |
|  | 10 Years Since |  |  |
| Leukaemia | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Leukaemia | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Leukeemia | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Leukaemia | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Leukaemia | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Leukaemia | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Leukaemia | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Cataract | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Cataract | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Cataract | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Cataract | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Cataract | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Cataract | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Cataract | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Cataract | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Cataract | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Cataract | Quitting | Both | Male |
| Age-related macular | 0 Years Since |  |  |
| degeneration | Quitting | Both | Female |
| Age-related macular | 0 Years Since |  |  |
| degeneration | Quitting | Both | Male |
| Age-related macular | 10 Years Since |  |  |
| degeneration | Quitting | Both | Female |
| Age-related macular | 10 Years Since |  |  |
| degeneration | Quitting | Both | Male |
| Age-related macular | 20 Years Since |  |  |
| degeneration | Quitting | Both | Female |
| Age-related macular | 20 Years Since |  |  |
| degeneration | Quitting | Both | Male |
| Age-related macular | 30 Years Since |  |  |
| degeneration | Quitting | Both | Female |
| Age-related macular | 30 Years Since |  |  |
| degeneration | Quitting | Both | Male |
| Age-elated macular | 40 Years Since |  |  |
| degeneration | Quitting | Both | Female |
| Age-related macular | 40 Years Since |  |  |
| degeneration | Quitting | Both | Male |
| Gallbladder and biliary | 0 Years Since |  |  |
| diseases | Quitting | Both | Female |
| Gallbladder and biliary | 0 Years Since |  |  |
| diseases | Quitting | Both | Male |
| Gallbladder and biliary | 10 Years Since |  |  |
| diseases | Quitting | Both | Female |
| Gallbladder and biliary | 10 Years Since |  |  |
| diseases | Quitting | Both | Male |
| Gallbladder and biliary | 20 Years Since |  |  |
| diseases | Quitting | Both | Female |
| Gallbladder and biliary | 20 Years Since |  |  |
| diseases | Quitting | Both | Male |
| Gallbladder and biliary | 30 Years Since |  |  |
| diseases | Quitting | Both | Female |
| Gallbladder and biliary diseases | 30 Years Since Quitting | Bot | Male |


|  | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.4 | 58.45 | 58.45 | 58.45 | 58.4 | 58.4 | 58.45 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (38.43 to | (38.43 to | (38.43 to | 138.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to | (38.43 to |
| 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) |  |  |  |
| 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58.45 | 58. |  |
| 8. 43 | (38.43 | (38.43 | (38.43 | (38.43 | (38.43 | 138.43 to | (38.43 | (38.43 to | (38.43 | (38.43 | (38.43 to | (38.43 | (38.43 |
| 8.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) | 81.38) |
| 43.29 | 43.29 | 43.2 | 43.29 | 43.2 | 43.29 | 43.29 | 43 | 43. | 43.2 | 43.29 | 43.29 | 43.29 | 43.2 |
| (2.46 | (26.4 | (26.4 | (26. | (26.46 | (26.46 | (26.14 | (26.46 | (26.46 | (26.4 | (26 | (26.46 | (26) |  |
| 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) |
| 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 | 43.29 |  |
| (26.46 to | (26.46 | (26.46 | 126.46 | 126.46 | (26.46 | 126.46 | (26.46 | (26.46 to | (26.46 | (26.46 | (26.46 | (26.46 | (26.46 |
| 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) | 63.64) |
| 27.03 | 27.0 | 27.0 | 7.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 |
|  |  |  |  |  |  |  |  |  |  |  | (9.78 |  |  |
| 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) |
| , | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27.03 | 27. | 27.03 | 27.0 |  | 27.03 |  |  |
| ${ }^{(9.78)}$ | (9.78 | (9.78 | (9.78 | (9.78 | 19.78 | (9.78 | 19.78 | (9.78 | (9.78 | 19.78 | 19.78 | 19.78 | (9.78 to |
| 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47.88) | 47. |
| 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 |
| ${ }^{1} .76$ to | (1.76 to | 1.76 to | (1.76 to | (1.76 to | (1.76 to | (1.76 | (1.76 | (1.76 to | (1.76 to | (1.76 | (1.76 to | (1.76 to | (1.7 |
| 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) |
| 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.12 | 15.1 |
| (1.76 to | (1.76 to | (1.76 to | (1.76 to | (1.76 | (1.76 | 1.76 | (1.76 | (1.76 | (1.76 | (1.76 | (1.76 | (1.76 | (1.76 |
| 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) | 33.93 | 33.93) | 33.93 | 33.93) | 33.93) | 33.93) | 33.93) | 33.93) |
| 0.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.0 | 100.00 | 100.00 | 100. | 100.0 | 100 | 100 | 100.00 |
| 00.00 | (100.00 | (100 |  |  |  | (100.0) | (100 | (100 | (100 |  |  |  | (100 |
| to | , | to | , | to | , | , | to | to | to | to |  | to | to |
| 100.00) | 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100 |
| 000 | 100.00 | 100.00 | 100.00 | 100.00 | 1000 | 100.00 |  | 100.00 |  | 100.00 |  | 100.00 | 100.00 |
| 100 | (10) | (100 | (100.00 | (10) |  | (10) | (10) | (10) | (10) | (10) | (100 | (10) | (100.00 |
|  | to | to | to | to |  | to | to |  |  |  |  |  |  |
| 100.0 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.0 | 100. | 100.0 | 100. | 100.0 | 100 | 100 | 100 |
|  | 52.96 | 52.96 | 52.96 | 52.96 | 52.96 | 52.96 |  |  |  |  |  |  |  |
| (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.11 | (34.1) | (34.11 | (34.11 |
| 60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60 | 75.60) |
| 52.96 | 52.9 | 52.9 | 52.96 | 52 | 52.96 | 52.96 | 52.9 | 52.96 | 52.96 | 52.96 | 52.96 | 52.96 | 52.96 |
| 退3.11 | (34 | (34.110 | (34.11 | (34 | (34.11 | (34.11 | (34.1) | (34.11 | (34.11 | (34.11 | (34.11 |  |  |
| 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) | 75.60) |
| 22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 3022 |
| ${ }^{(16.05}$ | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 | (16.05 |
| .75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75 | 49.75) | 49.75) | 49.75 | 49.75) |  |
| 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 | 30.22 |
| 6.05 | (16. | (16.05 | (16 | (16.05 | (16.05 | (16.05 | (16.0) | (16.05 | (16.05 | (16.05 | (16.05 |  |  |
| 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) | 49.75) |
| 15.11 | 15.1 | 15.11 |  | 15.1 | 15.1 | 15.11 |  | 15 | 15.11 | 15 |  | 15.11 |  |
| (2.35 to | (2.35 to | (2.35 to | (2.35 | (2.35 to | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 to |
| 31.57) | 31.57) | 31.57) | 31.57) | 31.57) | 31.57 | 31.57 | 31.57 | 31.57 | 31.57) | 31.57) | 31.57) | 31.57) | 31.57) |
| 15.11 | 15.11 | 15.11 | 15 | 15.11 | 15.11 | 15.11 | 15.1 | 15.11 | 15.11 | 15.11 | 15.11 | 15.11 | 15.11 |
| (235t | (2.35 | (2.35 to | (2131 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.35 | (2.3 | (2.35 |
| 31.57) | 31.57 | 31.57) | 31.57 | 31.57 | 31.57 | 31.57 | 31.57 | 31.57 | 31.57 | 31.57) | 31.57 | 31.57 | 31.51 |
|  | 6.9 | 6. |  |  |  |  |  |  |  |  |  | 6.91 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 19.89) | 19.89 | 19 | 19.89) | 19 | 19.89) | 19.89) | 19.89) | 19.89) | 19.89) | 19 | 19.89) | 19.8 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 89) | 19.89) | 19.89) | 19.89) | 19.89) | 19.89) | 19.89) | 19.89) | 19.89) | 19.8 | 19.89) | 19.8 | 19.8 | 19.8 |
| 0 | 100.00 | 10000 | 100.00 | 100.00 | 10000 |  |  | 100.00 |  |  |  |  |  |
| (10) | (10) | (10) | 1 | (100 | 100.00 | (100.00 | (100 | (100 | (100 | (100 | (100 |  | (100 |
| to | to | to | to | to |  | to | to | to | to | to | to |  | to |
| 100.0 | 100.00) | 100.00) | 100.00 | 100.0 | 100.00) | 100.0 | 100.00) | 100.0 | 100.0 | 100.0 | 100 | 100 | 100 |
| 100 | 100.00 | 100.00 | 0 | 100.0 | 1000 | 100.0 |  | 100.00 |  |  | 100 |  | 100.00 |
| (100.0) | (100 | (100) | (10) | (100. | (100) | (100. | (100 | (100 | (100 | (100) | (100 | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to |  | to | to |
| 10 | 100 | 100 | 100 | 100 | 100.00 | 100 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100 | 100. |
| 29.51 | 29.5 | 29.51 | 51 | 29.1 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 |
| . 85 | (18. | (18.85 | (18181 | (18.85 | (18.85 to | (18.85 to | (18.85 | (18.85 to | (18.85 | (18.85 | (18.85 to | (18.85 | (18.85 |
| 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) |
| 29 | 29.5 | 29.51 | 29.51 | 29.51 | 29.51 | 29.51 | 29.5 | 29.51 | 29.51 | 29.51 | 29.51 |  |  |
| 仿85 | (18.85 | (18.85 | (18.85 | (18.85 | (18.85 | (18.85 | (18.85 | 18.85 to | (18.85 | (18.85 | (18.85 | (18 | (18.85 |
| 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) | 42.14) |
| 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 | 9.66 |
| (1.55 to | 1.55 | (1.55 to | 1.55 | 1.55 | 1.55 | 1.55 | 1.55 | 1.55 | 1.55 | (1.55 | 1.55 | (1.55 | (1.55 to |
| 20.20) | 20.20) | 20.20) | 20.20) | 20.20 | 20.20) | 20.20 | 20.20 | 20.20 | 20.20 | 20.20) | 20.20 | 20.20 | 20.20) |
|  | ${ }^{9.66}$ | 9.6 | 9.6 | 9.6 | 9.66 |  | . | 9.66 |  | 9.66 | 9.66 | 9.66 | 9.66 |
| (1.55 to | (1.55 |  |  |  |  |  |  |  |  |  | (1.55 |  | (1.55 to |
| 20.20) | 20.20 | 20.20 | 20.20 | 20.2 | 20.2 | 20.2 | 20.2 | 20.2 | 20.2 | 20.2 | 20.2 | 20.20 | 20.20) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 78) | 15.78) | 15.78) | 15.78) | 15.78) | 15.78) | 15.78 | 15.78) | 15.78 | 15.78 | 15.78 | 15.78 | 15.78) | 15.78) |
|  | 5.65 | 5.65 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | (0.00 to |
| 78) | 15.78) | 15.78 | 15.78) | 15.78 | 15.78) | 15.78 | 15.78) | 15.78 | 15.78 | 15.78) | 15.78) | 15.78) | 15.78) |
|  | 4.48 | 4.48 | 4.48 | . 48 | , 8 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 |  |
| (0.00 to | (0.00 to | (0.00 to | (0.00 | (0.00 to | 10.00 to | (0.00 | (0.00 | (0.00 | 10.00 | (0.00 | (0.00 to | 10.00 | (0.00 to |
| 13.91) | 13.91 | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) |
|  | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.48 | 4.8 | 4.48 | 4.48 | 4.48 | 4.48 |
| (0.00 to | (0.00 | (0.00 to | (0.00 | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | 10.00 to | (0.00 to | (0.00 to | 10.00 | (0.00 to |
| 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) | 13.91) |
| 00.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100 | 100.00 | 100.0 | 100.00 | 100 |  |  |
| (100.0) | (100.00 | (100.0 | (100.0) | (100.0 | (100. | (100.0 | (100) | (100. | (100) | (100) | (100) | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to | to | to |  |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.0 | 100.00 | 100.0 | 100.00 | 100.00 | 100.0 |  |
| (100.0 | (100.0) | (100.0 | (100.0) | (100. | (100) | (100. | (100 | (100. | (100) | (100) | (100 | (100 | (100. |
| to |  | to | , | , | to | to | to | to | to | to | to | to | to |
| 100.00 | 100.00 | 100.00) | 100.00) | 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00 | 100.00 | 100.00) |
| 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 |
| (45.47 | (45.47 | (45.47 | (45.47 | (45.47 to | (45.47 to | (45.47 | (45.47 to | (45.47 to | (45.47 | (45.47 to | (45.47 to | (45.47 to | (45.47 to |
| 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) |
| 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 |
| (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 |
| 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) |
| 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 |
| (25.89 | (25.89 | (25.89 to | (25.89 | (25.89 | (25.89 | (25.89 | (25.89 | (25.89 to | (25.89 | (25.89 | (25.89 | (25.89 | (25.89 |
| 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) |
| 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 |
| (25.89 | (25.89 | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 to | (25.89 |
| 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) |
| 71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 |
| 18.66 to | 18.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to | (8.66 to |
| 4.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) |
| 16.7 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.7 | 16.71 | 16.7 | 16.71 |  |
| $\begin{aligned} & (8.66 \mathrm{tc} \\ & 26.02) \end{aligned}$ | $\begin{aligned} & (8.66 \mathrm{tc} \\ & 26.02) \end{aligned}$ | ${ }_{26.0}^{(8.6}$ | 18.66 to | ${ }_{26} \mathbf{8} 8.6$ | (8.6) | ${ }_{26.02)}^{\text {(8.66 to }}$ | ${ }_{26.02}^{(8.6}$ | $\begin{aligned} & 8.6 \\ & 26.0 \end{aligned}$ | 18.61 26.12 | ${ }_{26} 8.6$ | ${ }_{26.02)}^{\text {(8.66 to }}$ | ${ }_{\text {26.02) }}^{\text {(8.66 to }}$ | ${ }_{\text {(8.6.02 }}(8)$ |


| Gallbladder and biliary diseases | 40 Years Since Quitting | Both | Female |
| :---: | :---: | :---: | :---: |
| Gallbladder and biliary | 40 Years Since |  |  |
| diseases | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Low back pain | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Low back pain | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Low back pain | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Low back pain | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Low back pain | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Low back pain | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Low back pain | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Low back pain | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Low back pain | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Low back pain | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Peptic ulcer disase | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Peptic ulcer disase | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Peptic ulcer disase | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Peptic ulcer disease | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Peptic ulcer disase | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Female |
|  | 0 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Female |
|  | 10 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Male |
|  | 20 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Female |
|  | 20 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Rheumatoid arthritis | Quitting | Both | Male |
|  | 0 Years Since |  |  |
| Prostate cancer | Quitting | Both | Female |
|  | o Years Since |  |  |
| Prostate cancer | Quitting | Both | Male |
|  | 10 Years Since |  |  |
| Prostate cancer | Quitting | Both | Female |
| Prostate cancer | 10 Years Since Quitting | Bot | Male |


| 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.12 to | (1.12 | (1.12 to | (1.12 to | (1.12 | (1.15 | (1.12 to | 1.12 | (1.12 | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to |
| 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) |
| 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 |
| (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to |
| 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| to | to | to | to | to | to | to | to | to | to | to | , | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100 |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 |
| , | to | to | to | to | to | to | to | to | to | to |  | to | to |
| 100.00 | 100.00) | 100.00) | 100.00 | 100.0 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.0 | 100.00) | 100.0 | 100.00) |
| 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| (35.72 to | (35.72 | (35.72 | (35.72 | (35.72 to | (35.72 | (35.72 to | (35.72 | (35.72 to | (35.72 | (35.72 to | (35.72 | (35.72 | (35.72 |
| 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
| 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| (35.72 | (35.72 to | (35.72 | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 | (35.72 to | (35.72 | (35.72 | (35.72 to |
| 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
| 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| (21.60 | (21.60 | (21.60 | (21.60 | (21.60 | (21.60 | (21.60 to | (21.60 | (21.60 to | (21.60 | (21.60 | (21.6 | (21.60 | (21.6) |
| 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
| 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| (21.60 | (21.60 to | (21.60 | (21.60 | (21.60 | (21.60 | (21.60 to | (21.60 | (21.60 to | (21.60 | (21.60 to | (21.60 | (21.60 | (21.60 |
| 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
| 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| (11.18 | (11.18 to | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 to | (11.18 | (11.18 to | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 |
| 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
| 14.0 | 14.01 | 14. | 14.0 | 14.01 | 14.01 | 14.01 | 14. | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| (11.18 | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 to | (11.18 | (11.18 | (11.18 | (11.18 | (11.18 to |
| 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
| 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| 16.74 | (6.74 to | (6.74 | (6.74 | (6.74 | (6.74 | (6.74 | (6.74t | (6.74 | 16.74 | (6.74 | (6.74 | (6.74 | (6.74 |
| 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |
| 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 | (6.74 to | 16.74 | 16.74 | 16.74 | 16.74 | 16.74 | 16.74 | (6.7 |
| 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |  |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.00 | (100.0 | (100.00 | (100 | (100. |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.00 | (100.00 | (100.0 | (100.0 | (100.00 | (100.00 | (10) | (100.00 | (100. | (100 | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | , |
| 100.00 | 100.00) | 100.00) | 100.00 | 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.0 |
| 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 |
| (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 to | (45.47 | (45.47 to | (45.47 | (45.47 | (45.47 | (45.4) | (45.47 |
| 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) |
| 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 | 57.10 |
| (45.47 | (45.47 to | (45.47 | (45.47 | (45.47 | (45.47 | (45.47 to | (45.47 | (45.47 to | (45.47 | (45.47 to | (45.47 | (45.47 | (45.47 to |
| 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) | 69.91) |
| 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 |
| (25.89 | (25.89 | (25.89 to | (25.89 to | (25.89 | (25.89 to | (25.89 to | (25.89 | (25.89 to | (25.89 | (25.89 | (25.89 | (25 |  |
| 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) |
| 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 | 35.27 |
| (25.89 | (25.89 to | (25.89 | (25.89 to | (25.89 | (25.89 | (25.89 | (25.89 | (25.89 to | (25.89 | (25.89 to | (25.89 | (25.89 | (25.89 to |
| 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) | 44.92) |
| 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 |
| (8.66 to | (8.66 to | (8.66 to | (8.66 to | 18.66 to | (8.66 to | (8.66 to | (8.66 to | 18.65 to | 18.66 t | 18.66 to | 18.66 | 18.66 to |  |
| 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26.02) | 26 |
| 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.71 | 16.7 | 16.71 | 16 |
| 18.66 to | (8.66 to | (8.66to | 18.66 to | 18.66 | 18.66 to | (8.66 to | (8.66 to | 18.66 | 18.66 | 18.66 | (8.66 to | (8.66 to | 18.66 to |
| 26.02) | 26.02) | 26.02) | 26.02) | 26.02 | 26.02) | 26.02) | 26.02) | 26.02) | 26.02 | 26.02 | 26.02 | 26.02) | 26.02 |
| 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 |
| (1.12 to | (1.12 to | (1.12 t | (1.12 to | (1.12 | (1.12 to | (1.12 to | (1.12 to | (1.12 | (1.12 to | (1.12 to | (1.12 | (1.12 | (1.12 |
| 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) |
| 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 | 8.03 |
| (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | ${ }^{(1.12 ~ t o ~}$ | (1.12 to |
| 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) | 16.17) |
| 100 | 100.00 | 100.00 | 100.0 | 100.00 | 100.00 | 100.00 | 100.0 | 100.00 | 100.00 | 100.0 | 100.00 | 100.00 | 100.00 |
| (100 | (100.0) | (100.00 | (100.00 | (100.0 | (100. | (100.0) | (100. | (100) | (100. | (100) | (100) | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 0.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100. | (100.0 | (100.00 | (100.00 | (100.0) | (100. | (100.00 | (100. | (100) | (100. | (100) | (100) | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to | to | to | to | to |
| 100.00 | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) | 100.00) |
| 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | ( 35.72 to | ( 35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 | (35.72 | (35.72 |
| 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
| 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 | 39.70 |
| (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to | (35.72 to |
| 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) | 43.60) |
| 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 | (21.60 to | (21.60 |
| 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
| 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 | 24.74 |
| (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60 to | (21.60to | (21.60 to | (21.60 to |
| 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) | 28.07) |
| 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| (11.18 to | (11.18 to | (11.18 to | (11.18) | (11.18 to | (11.18 | (11.18) to | (11.18 t | (11.18 to | (11.18 to | (11.18 | (11.18 | (11.18 | (11.18 to |
| 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
| 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 | 14.01 |
| (11.18 to | (11.18 to | (11.18) to | (11.18 to | (11.18 to | (11.18 to | (11.18) to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to | (11.18 to |
| 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) | 17.11) |
| 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to |
| 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |
| 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 | 9.35 |
| (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to | (6.74 to |
| 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) | 12.30) |
| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 | (0.00 | (0.00 to | (0.00 | 10.00 to | (0.00 to | (0.00 | (0.00 | (0.00 to | (0.00 |
| $0.00)$ | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
| 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| (100.00 | (100.00 | (100.0 | (100) | (100.00 | (100.00 | (100.00 | (100.00 | (100) | (100.00 | (100) | (100.00 | (100 | (100 |
| to | to | to | to | to | to | to | to | to | to |  | to | to |  |
| 100.00 | 100.00) | 100.00) | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.0 | 100.0 | 100.00 | 100.00 | 100.0 | 100.0 |
| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 10.00 | (0.00 | 10.00 | 10.00 | 10.00 | 10.00 | 10.00 t | 10.00 | 10.00 to | 10.00 to | (0.00 | (0.00 to | 10.00 | 10.00 to |
| 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
| 63 | 63.74 | 63.74 | 63.74 | 63.74 | 63.74 | 63.74 | 63.74 | 63.74 | 63.74 |  |  |  |  |
| $\begin{aligned} & (49.38 \mathrm{t} \\ & 81.16) \end{aligned}$ | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 | (49.38 |


| Prostate cancer | 20 Years Since Quitting | Both | Female |
| :---: | :---: | :---: | :---: |
|  | 20 Years Since |  |  |
| Prostate cancer | Quitting | Both | Male |
|  | 30 Years Since |  |  |
| Prostate cancer | Quitting | Both | Female |
|  | 30 Years Since |  |  |
| Prostate cancer | Quitting | Both | Male |
|  | 40 Years Since |  |  |
| Prostate cancer | Quitting | Both | Female |
|  | 40 Years Since |  |  |
| Prostate cancer | Quitting | Both | Male |
|  | 5-year Lagged Daily |  |  |
| Non-hip fractures | Smoking Prevalence | Both | Female |
|  | 5 -year Lagged Daily |  |  |
| Non-hip fractures | Smoking Prevalence | Both | Male |
|  | 5 -year Lagged Daily |  |  |
| Hip fractures | Smoking Prevalence | Both | Female |
|  | 5 -year Lagged Daily |  |  |
| Hip fractures | Smoking Prevalence | Both | Male |


|  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | . 00 | 0.00 | 0.00 | 0.00 | 0.0 | 0.00 | 0.00 | 0.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (0.00 to | (0.00 to | (0.00 to | . 00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
|  |  | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 | 49.46 |
|  |  | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to | (33.95 to |
|  |  | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) | 65.32) |
|  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
|  |  | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 | 32.16 |
|  |  | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to | (11.70 to |
|  |  | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) | 50.64) |
|  |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to | (0.00 to |
|  |  | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) | 0.00) |
|  |  | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 | 18.18 |
|  |  | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to | (0.51 to |
|  |  | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) | 39.29) |
| 2.64 | 2.64 | 2.64 | 2.49 | 2.35 | 2.22 | 2.11 | 2.01 | 1.92 | 1.84 | 1.77 | 1.70 | 1.62 | 1.62 | 1.62 | 1.62 |
| (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | 1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to |
| 6.41) | 6.41) | 6.41) | 5.69) | 5.04) | 4.48) | 3.99) | 3.61) | 3.29) | 2.99) | 2.69) | 2.41) | 2.31) | 2.31) | 2.31) | 2.31) |
| 2.52 | 2.52 | 2.52 | 2.39 | 2.27 | 2.17 | 2.07 | 1.98 | 1.90 | 1.82 | 1.76 | 1.70 | 1.62 | 1.62 | 1.62 | 1.62 |
| (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to |
| 4.90) | 4.90) | 4.90) | 4.42) | 4.02) | 3.68) | 3.39) | 3.14) | 2.89) | 2.64) | 2.47) | 2.44) | 2.44) | 2.44) | 2.44) | 2.44) |
| 2.64 | 2.64 | 2.64 | 2.49 | 2.35 | 2.22 | 2.11 | 2.01 | 1.92 | 1.84 | 1.77 | 1.70 | 1.62 | 1.62 | 1.62 | 1.62 |
| (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | 1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to | (1.04 to |
| 6.41) | 6.41) | 6.41) | 5.69) | 5.04) | 4.48) | 3.99) | 3.61) | 3.29) | 2.99) | 2.69) | 2.41) | 2.31) | 2.31) | 2.31) | 2.31) |
| 2.52 | 2.52 | 2.52 | 2.39 | 2.27 | 2.17 | 2.07 | 1.98 | 1.90 | 1.82 | 1.76 | 1.70 | 1.62 | 1.62 | 1.62 | 1.62 |
| (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | 1.12 to | (1.12 to | 1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to | (1.12 to |
| 4.90) | 4.90) | 4.90) | 4.42) | 4.02) | 3.68) | 3.39) | 3.14) | 2.89) | 2.64) | 2.47) | 2.44) | 2.44) | 2.44) | 2.44) | 2.44) |


[^0]:    Where $t$ is the time since first exposed to bullying victimisation, and $p$ is the proportion of the cohort first exposed to

[^1]:    

