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Abstract

IN THIS THESIS, we investigate the chemical and dust evolution of the different galactic
environments we encounter during the cosmic history, from the high-redshift Universe
to the Milky Way (MW) and the solar vicinity.

The study of the evolution of galaxies is performed by means of detailed chemical evo-
lution models that predict the abundances of single chemical elements in the interstellar
medium (ISM), as well as the condensation into dust of the so-called refractory elements,
i.e. those mostly depleted from the gas phase into dust. For this reason, the chemical evo-
lution models distinguish the contributions to chemical and dust enrichment from different
sources during the galactic evolution.
Given the substantial differences in the history of star formation suffered by the objects
in our study, we develop different models for galaxies of different morphological types,
i.e. dwarf irregulars, spirals and starbursts/local elliptical galaxies. In addition, detailed
models are developed for the study of the MW Galaxy, which is the best studied system in
the literature.

In the first part of the Thesis, we concentrate on the study of moderate to high-redshift
(up to z ∼ 4) systems. One of the main issues in studying these systems is accounting
for interstellar dust, which deeply influences our view of the distant universe. Therefore,
dust treatment was implemented in our models by taking into account all the processes
that play a role in regulating the dust amount in the ISM, i.e., dust production by stars,
accretion in the cold, dense ISM, and destruction by supernova (SN) shocks. This allows
us to trace directly the gas abundance ratios inferred from ISM spectroscopy as well as to
predict absolute dust quantities in galaxies.
In particular, we focus on high-redshift starburst galaxies, whose extreme conditions for
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star formation pose questions on the universality of the stellar initial mass function (IMF)
as well as on the processes regulating the ISM dust. We test the impact of the IMF shape
on high-redshift environments by applying the so-called integrated galactic IMF (IGIMF)
theory in models specifically suited to study starburst galaxies. By applying this IGIMF on
dust evolution models for the first time in the literature, we look at the interplay between
the IMF and dust processes in shaping the observed gas abundance patterns as well as
global dust quantities, such as the dust mass. This analysis highlights the degenerate effect
of the IGIMF and dust on abundance patterns and suggests that the IGIMF can explain the
dust masses observed in some high-redshift star forming objects.
In order to get a more complete picture about dust cosmic evolution, we also investigate
how dust quantities evolve on larger scales. To this aim, in this Thesis we present a novel
method to compute the redshift evolution of dust mass in galaxy clusters. In brief, we
integrate the predictions of chemical and dust evolution models for individual galaxies over
the galaxy cluster luminosity function (LF), assuming suitable cosmological scenarios for
the LF evolution. By applying this method, we reproduce the dust amounts observed in
low and intermediate-redshift galaxy clusters and we answer still unresolved questions
concerning dust in cluster. In particular, we find that spiral galaxies are the most important
dust producers within clusters and that galactic ejecta can account alone for the observed
intracluster dust.

In the second part of the Thesis, instead, we focus on study of the local Universe and in
particular on the MW Galaxy. In fact, despite of the wealth of data from Galactic surveys
and missions, many questions remain open on the formation and evolution of the four ma-
jor Galactic components, i.e., the bulge, the halo, and the thick and thin discs.
To answer to at least part of these questions, we investigate the evolution of the MW thick
and thin discs by comparing detailed models based on the two-infall paradigm with recent
survey data. In particular, we discuss the formation of abundance gradients in the MW
and the main physical parameters influencing this process, concluding that inside-out disc
formation should act together with radial gas flows and/or variable efficiency of star forma-
tion. Moreover, we suggest that to reproduce the observed [α/Fe] dichotomy/bimodality
(i.e., the presence of two distinct data sequences in the [α/Fe] vs. [Fe/H] diagram) at dif-
ferent Galactocentric distances, one should assume a prolonged gap between the formation
of the thick and thin discs and a chemically enriched infall in the innermost thin disc. By
running a specific model for the progenitor of Gaia-Enceladus-Sausage (GES) stars, we
also find that the gas lost by GES progenitor could have concurred to the formation of the
thick disc but not to that of the thin disc.
Finally, we study the impact of different Type Ia SN yields on the evolution of Fe-peak
elements in our Galaxy. To this aim, we implement in the chemical evolution models
presented above a large compilation of Type Ia SN yields from the recent literature, sam-
pling different explosion mechanisms. The results are then compared with those obtained
with classical Type Ia SN prescriptions. In addition, we allow combinations of Type Ia
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SN yields from different progenitor classes. We find that the predicted chemical abun-
dance patterns strongly depend not only on the explosion mechanism but also on the initial
conditions at the time of the explosion and on the stellar model adopted. Moreover, the
comparison with the observed abundance trends suggests that a combination of different
classes of explosion is necessary to reproduce the data.
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CHAPTER1

Introduction

CHEMICAL ABUNDANCES are one of the most powerful tools we have to pin down
the history of the objects we encounter in the Universe exploration, from the so-
lar system to high-redshift galaxies. Interstellar dust also deeply influences our

view of the Universe by constantly modifying the incoming radiation from astrophysical
sources.
The goal of this Thesis is to use the constraints coming from chemical abundances and
dust observations to develop chemical evolution models able to study the different galactic
environments encountered during cosmic history, from the high-redshift Universe to local
galaxies.

In this Chapter, we outline the framework in which this Thesis fits. First, we give a gen-
eral introduction about the two key players mentioned above. We start from an overview
of the cosmic origin of chemical elements, then we pass to a thoughtful introduction about
dust in the interstellar medium. Finally, we introduce the model framework adopted in
this Thesis, highlighting why and when dust treatment is necessary to provide a coherent
comparison between models and observations.
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Chapter 1. Introduction

1.1 Chemical elements in the Universe

The discovery of chemical elements by the human kind started in the prehistoric ages,
with the usage of copper well before the first civilized societies. From this breakthrough
event, the list of known elements has grown through the centuries, arriving to 118 chem-
ical elements, from Hydrogen (H, the lightest element) to Oganesson1 (Og, the heaviest
element).

From the 18th century, the progressively higher number of known elements pushed sci-
entists to search for a proper classification scheme. In particular, the attention was focused
on finding some patterns and regularities in the element properties.
Various trials were performed to reach this goal, highlighting a path full of obstacles.
From Döbereiner triads (Döbereiner 1829) to Newlands octaves (Newlands 1865) impor-
tant failures were found in the first tentative classifications. It was not until 1869 that
the framework that became the modern periodic table was proposed by Mendeleev, where
the chemical elements are arranged according to their atomic weight A, i.e. the sum of
protons and neutrons (Mendeleev 1869). This framework was then revised following the
discovery of the atomic number Z, i.e. the number of protons, at the beginning of the
20th century, when finally Moseley reached our current formulation of the periodic table
(Moseley 1913), with elements categorised in periods (rows) and groups (columns) ac-
cording to their atomic number.

A similar story of trials and failures had been experienced in the understanding of the
cosmic origin of the chemical elements. In particular, the question was: how did the
Universe produce the elements of the periodic table?

The first attempts date back to the end of the 19th century. To explain the abundance
patterns observed in the solar system, named as cosmic abundances (see later), Clarke
(1889) suggested that light elements, making up a primitive substance named "protyl"
might assemble into heavier elements. On the other hand, Vernon (1890) proposed a sort
of heavy primordial atom that would decompose into lighter elements.
These first ideas soon became outdated: with the advent of quantum mechanics and the
nuclear theory, it became evident that chemical elements are produced through nuclear
reactions, i.e. through the nucleosynthesis process. In this context, Alpher et al. (1948)
(hereafter αβγ) proposed that all the elements in the Universe formed from protons and
neutrons soon after the Big Bang by neutron capture and subsequent β-decay processes,
thanks to the very extreme conditions of the primordial Universe. This would imply that
the abundance of the chemical elements should remain mostly static over time, with only
a slight change in H and Helium (He) due to stellar nucleosynthesis2. On the other hand

1actually, all elements beyond Uranium (U) are unstable and are not present in nature.
2by that time, it was already known that conversion of H into He by nuclear fusion could provide the energy required to power stars

(e.g. Bethe & Critchfield 1938)
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1.1. Chemical elements in the Universe

Hoyle (1946, 1954) proposed an alternative theory in which all atomic nuclei heavier than
Lithium (Li) are synthesized in star nuclear processes at well defined stages of stellar
evolution.

The turning point of the story is represented by the observations of Merrill (1952), who
reported the presence of Tc lines in the spectra of a S-class star, i.e. a peculiar red giant
star. Tc does not have stable isotopes and its half-life time is τ1/2 = 4 Myr: hence, its
presence in stellar spectra may be explained only if stellar nucleosynthesis in the stars
have produced this element.
This additional input drove the work of Burbidge et al. (1957) (hereafter B2FH) and
Cameron (1957), which are considered as the seminal papers for the current knowledge
about element nucleosynthesis. By reviewing and improving Hoyle (1946, 1954) work,
B2FH and Cameron (1957) concluded that only the lightest nuclei (H, He and Li) were
synthesised in the Big Bang, whereas all the others have been made by nuclear processes
in stars3.

1.1.1 Stars as chemical factories

The works by B2FH and Cameron (1957) allowed the community to correctly understand
the solar system/cosmic abundances in terms of the reactions producing the nuclides we
are observing.
In Fig. 1.1 we show the cosmic abundance pattern of elements, that has not changed
significantly since the one adopted in B2FH. We see that H and He dominate the abundance
budget in the solar system. In particular, they are estimated to make up roughly 74%
and 24% of the total mass of the Sun. These abundances are quite universal, with H
and He making up almost the total mass of baryons in the Universe. Concerning the
other elements in the periodic table, only about 2% (by mass) of the Sun is composed of
heavier elements. Despite of their small fraction , these elements have a crucial influence
on various astrophysical phenomena. For example, they change the conditions for star
formation and influence several processes stellar evolution.

In the rest of the Thesis, we refer to all these elements as metals. This definition has a
clear meaning in Astronomy, since it comprises all the elements formed only through stel-
lar nucleosynthesis (thus excluding 6Li, Be and B, that are made by spallation processes).
In fact, H and He (as well as very small amounts of D and 7Li) are produced soon after
the Big Bang , whereas heavier nuclei do not meet the temperature and density conditions
necessary to be synthesised during the first moments of the Universe.

However, now the question is: which stars do produce the various elements? In other
words, can we categorize the metals in terms of their stellar sources? And can we assess

3actually, Be, B and 6Li are produced by cosmic ray spallation on interstellar atoms, but their fractions are negligible with respect
to the others nuclei.
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Chapter 1. Introduction

Figure 1.1: From Cameron (1982). Cosmic abundances normalized to log(N(Si)) = 6. The nucleosynthetic
processes giving rise to the elements are shown in the Figure.

the relative contribution of each stellar source? Thanks to the pioneering works by B2FH
and Cameron (1957) and later developments, we can now answer to these questions.
Even if stellar mass and metallicity (i.e. the fraction of mass in metals in an object, usually
indicated with Z and not to be confused with atomic number) play a very important role
in shaping elemental nucleosynthesis, for simplicity we can divide the stellar sources into
low-intermediate mass stars (LIMS), that dye as white dwarfs, and massive stars, mostly
exploding as core collapse supernovae (CC-SNe) and leaving a neutron star or a black hole.
In addition, the binary condition is an important ingredient affecting the nucleosynthesis:
LIMS can also give rise to Type Ia SNe, which are exploding white dwarfs in binary
systems. Also other binary systems could play important roles in elemental production:
among these, we highlight compact binary mergers (CBM), i.e. merging neutron stars and
neutron star-black hole mergers.

In Fig. 1.2 we show a peculiar periodic table where the relative contribution of each
group of stellar sources to cosmic abundances is displayed4.
By comparing this periodic table with the abundances in Fig. 1.1, which represent the solar
chemical composition, we note that the most abundant metals (i.e. those up to Z ∼30,
A ∼60) are made concurrently by LIMS, CC-SNe and Type Ia SNe. These elements are

4it should be noted that Fig. 1.2 contains few errors. Half F should be produced by LIMS (colored in yellow), while Cu and Zn
should not be produced in consistent amount by Type Ia SNe (colored in light blue). See Kobayashi et al. (2020b) for more information.
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1.1. Chemical elements in the Universe

Figure 1.2: Cosmic origin of elements in the Periodic table. Colors indicates different sources for el-
ement production, as shown on the top of the Table. Credits: (adapted from) J. Johnson 2017,
http://www.astronomy.ohio-state.edu/∼jaj/ nucleo/

the results of nuclear fusion processes (hereafter burnings) occurring during and at the end
of stellar evolution. This is shown in Fig. 1.1, where the nuclear burnings corresponding
to the element synthesis are shown. Concerning the most abundant elements, we note that
Carbon (C) and Nitrogen (N) are the only ones with significant contribution by LIMS: this
is because such stars do not have enough mass to trigger C burning. On the other hand,
massive stars and Type Ia SNe are able to perform all nuclear burnings to produce Iron
(Fe) and its neighbours (Fe-peak elements). In particular, the bulk of Fe-peak elements is
produced by Type Ia SNe , whereas the so-called α-elements5 are mainly made by massive
stars.
The abrupt decline of the abundances after Z ∼ 30 due to the fact that Fe has the highest
binding energy per nucleon and thus other processes are needed to produce heavier nuclei
(B2FH). These processes consist of slow or rapid (relative to the timescale of the β-decay
process) neutron captures on (mostly) Fe nuclei and explain the bottom part of the periodic
table, where the contribution is dominated by LIMS and CBM. In particular, most of the
slow neutron capture processes happen in the late stages of LIMS, i.e. in the Asymptotic
Giant Branch (AGB) phase (e.g. Cristallo et al. 2009, 2011, but peculiar massive stars can
also contribute), whereas rapid neutron captures occur in CBM (Rosswog et al. 1999) and,
possibly, peculiar massive stars.

5elements whose nuclei have a mass number A multiple of 4 (He, i.e. the α particle). Examples are O, Mg, Si, S, Ca.
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Chapter 1. Introduction

The Sun is not the Universe

Till now, we have named "cosmic abundances" the abundances measured in the solar sys-
tem, though the term cosmic is not entirely correct because the chemical composition of
the Sun does not reflect the chemical composition found everywhere in the Universe.
However, until the 60s there was the common misconception that solar system abundances
roughly represent the typical abundance in all the Universe: this idea was the result of the
comparison between the Sun and neighbouring stars, that show very similar abundance
patterns (Matteucci 2012). The concept that the Sun should not be taken as an universal
tracer for the abundances became clear only in relative recent times (e.g. Chamberlain &
Aller 1951; Morgan 1956), with the observation of metal poor stars and globular clusters
associated to the stellar halo of our Galaxy.

Now it is common knowledge that different galaxies and stellar populations within
galaxies show different ratios between different abundances of heavy (A ≥ 12) elements.
A change in the abundance patterns also means that the relative contribution of each type
of stellar source to element abundances is not the same in all cosmic environments. These
quantities critically depend on the environment (i.e., the type of galaxy) and the stage of
evolution we are looking at (e.g. Kobayashi et al. 2020b).
This is because different galaxies show different histories of star formation, which deeply
impact the process of metal enrichment. Moreover, stars of different masses have different
lifetimes so the products of nucleosynthesis are ejected into the interstellar medium on
different timescales.

For these reasons, the adoption of galactic chemical evolution models is necessary to
understand the general picture and provide stronger constraints on the chemical enrich-
ment process as well as on the history of different environments in the Universe.
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1.2. Dust in the Universe

1.2 Dust in the Universe

Chemical abundances are obtained by means of spectra from very different type of sources,
from stars to gas nebulae with different temperatures and compositions. Indeed, light at
its different wavelengths is the most important source in Astrophysics and it is the main
observable we have to obtain information about objects beyond the Solar System.
However, a correct vision of the Universe must account for another fundamental ingredient
that constantly modifies the light from astrophysical sources, i.e. the dust in the interstellar
and intergalactic medium.

The first hypothesis regarding the presence of dust dates back to the beginning of the
20th century: Kapteyn (1909) suggested that the decreasing star counts with increasing
distance from the Earth (Struve 1847) could arise from the light absorption of intervening
material. However, the first evidence of interstellar dust can be attributed to Trumpler
(1930), who discovered the wavelength dependent absorption of light, called "extinction",
and concluded that it is caused by the scattering and absorption from solid grains in the
interstellar medium (ISM).

With the passing of the years, it has become clear that these solid particles are fun-
damental players in our understanding of the Universe. Interstellar dust is involved in a
great variety of physical processes. Dust absorbs the visble and ultraviolet (UV) light and
re-emits it in the infrared (IR) band (e.g. Draine & Lee 1984; Calzetti 2001), thus deeply
affecting the spectral energy distribution (SED) of galaxies (e.g. Silva et al. 1998; Granato
et al. 2000). Dust also subtracts metals from the gas phase of the ISM and therefore mod-
ifies its chemical composition (e.g. Vladilo 2004; Jenkins 2009). In addition, dust grains
are catalysts of numerous chemical reactions, including the formation of molecular hydro-
gen (H2, e.g. Gould & Salpeter 1963) and they are involved in star (e.g. Matsuda et al.
1969; Hirashita et al. 2002) and planet formation (e.g. Safronov & Zvjagina 1969; Pollack
et al. 1996) processes.

From what said above, it is natural to associate dust to different scales in our Universe.
The zodiacal light demonstrates the presence of dust particles in our Solar System, with
direct collection of dust grains performed by space missions such as Ulysses, Galileo, and
Stardust (e.g. Grun et al. 1993; Landgraf et al. 1999; Altobelli et al. 2005), not to mention
dust grain extraction from meteorites (e.g. Zinner 2014 and references therein). Beyond
the Solar system, thermal emission of light caused by dust production has been detected
in stellar cold envelopes (e.g. Knapp 1985; Matsuura et al. 2009). At Galactic scales, the
presence of dust in the plane of the Galaxy is responsible for the high extinction when
observing towards the Galactic center (e.g. Baade 1951; Becklin & Neugebauer 1968).
Outside our Galaxy, dust properties have been intensively studied in local galaxies, such as
Andromeda galaxy (M31) or the Magellanic Clouds (e.g. Schneider et al. 2014; Casasola
et al. 2017) and now many effort are devoted to detect dust in high-redshift (up to z ∼ 9)
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Chapter 1. Introduction

galaxies (e.g. Watson et al. 2015; Laporte et al. 2017; Tamura et al. 2019). Moreover, the
possible presence of dust in the intracluster medium (ICM) of galaxy clusters was claimed
in several studies (e.g. Stickel et al. 2002; Gutiérrez & López-Corredoira 2017).

1.2.1 Dust observations and properties

We have seen that dust is an important player in a large number of astrophysical processes
and that its understanding can cast light on objects evolution at different scales. But what
is actually dust? And what is the dust composition?

Since its discovery in the first decades of the XX century, many models have been
advanced to explain dust grain properties (e.g. Schoenberg & Jung 1934; Hoyle & Wick-
ramasinghe 1962; Mathis et al. 1977; Draine & Li 2007; Galliano et al. 2011; Jones et al.
2017).
Our understanding of dust grain size distribution and composition comes primarily from
the analysis of the spectral features observed in extinction curves, scattering, and thermal
emission by interstellar grains. In fact, direct analysis of dust grains from meteorites (e.g.
Clayton & Nittler 2004) or stratospheric balloons/airplanes (e.g. Sandford 1987) are sub-
ject to severe selection effects and these grains cannot be considered as representative of
the global population (Draine 2003).

The study of the extinction curve has been one of the first observables available for
probing interstellar dust (Trumpler 1930). In fact, extinction at a certain wavelength λ
can be simply defined as Aλ = 2.5 log10(F

0
λ/Fλ), where Fλ is the observed flux and F 0

λ

is the flux in absence of extinction (Draine 2003). This latter quantity can be determined
in different ways depending on the object we are looking at (see Galliano et al. 2018 and
references therein). Despite of its rather simple determination, the dust extinction curve
remains one of the most important constraints for the properties of the dust component,
since curve features change with the composition and the size distribution of dust grains.
Examples of extinction curves are shown in Fig. 1.3. We see that the Milky Way (MW)
and M31 show a clear "bump" at 217.5 nm that, even though not completely understood,
has been associated to the presence of carbonaceous grains. However, this feature is not
seen at all for the Small Magellanic Cloud and starburst galaxies, suggesting a lack of
carbonaceous grains (Weingartner & Draine 2001) for these objects. This suggests that
extinction curves vary depending on the line of sight (see also Steigman et al. 2007) and in
different astronomical objects, and therefore that dust may vary depending on the physical
conditions of the ISM.

On the other side, the study of the infrared (IR) and far-infrared (FIR) wavebands,
that allow us to detect the dust thermal emission, has become available only in more re-
cent years thanks to the launch of space observatories. From the first IR all-sky dust
maps obtained by the InfraRed Astronomical Satellite (IRAS, Neugebauer et al. 1984) and

8



1.2. Dust in the Universe

Figure 1.3: Adapted from Galliano et al. (2018). Extinction Aλ normalised to the extinction in the V band
(Av) as function of the wavelength λ. Extinction curves are for the Magellanic Clouds (SMC, LMC,
Gordon et al. 2003), starburst galaxies (Calzetti et al. 2000) and M31 circumnuclear region (Dong
et al. 2014). These curves are compared with the one of the Milky Way for different values of Rv =
Av/AB −Av = 2− 5 (grey area, Rv = 3.1 for the white curve).

the COsmic Background Explorer satellite (COBE, Boggess et al. 1992), several missions
were designed to investigate the IR-window, such as the Infrared Space Observatory (ISO,
Kessler et al. 1996), Spitzer (Werner et al. 2004), Akari (Murakami et al. 2007). Recently,
a great step forward has been made thanks to Herschel satellite (Pilbratt et al. 2010). Be-
yond orbiting satellites, first the Submillimetre Common User Bolometer Array (SCUBA,
Holland et al. 1999) and nowadays the Atacama Large Millimeter/submillimeter Array
(ALMA, Wootten & Thompson 2009) has also proved to be very useful in the understand-
ing of dust features at the longest wavelenghts.
In fact, the study of rest frame6 IR wavelengths is important because it provides informa-

tion on both microscopic and macroscopic properties of dust. From mid-infrared (MIR)
spectra we can get information of dust grain composition from emission lines as well
as from additional absorption features (see Galliano et al. 2018 and references therein).
Moreover, dust thermal emission in the IR is used to constrain macroscopic dust proper-
ties, such as dust masses in galaxies (e.g. Galliano et al. 2011; Jones 2014). However, it is
worth mentioning that such macroscopic measures strongly depends on the assumptions
on the microscopic dust properties, in particular the grain composition (Zubko et al. 2004;

6real wavelengths of emission/absorption, without considering the redshift effect.
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Figure 1.4: Adapted from Galliano et al. (2018). Model SED for dust models with different grain composi-
tions. Models are from Draine & Li (2007), Galliano et al. (2011) and Jones et al. (2017).

Galliano et al. 2018). For example, in Fig. 1.4 we show the impact on a synthetic SED
of models adopting different grain compositions, leaving unchanged the other parameters.
By looking at this Figure, it is immediately seen how uncertainties in this single parameter
affect the model predictions (see, e.g. Rémy-Ruyer et al. 2014).

The study of the chemical composition of the ISM is also useful to constrain the com-
position of dust grains. In fact, dust is made of the available metals produced and ejected
by stars, which are present both in the gas and dust phases in the ISM. Since we can ob-
serve and estimate the chemical composition of the gas phase, we can estimate the fraction
of missing elements from the gas, which is called depletion.
Depletion of different chemical elements has been studied in several systems, i.e. in the
MW (e.g. Jenkins 2009), several nearby galaxies (e.g. Sembach et al. 2001; Jenkins &
Wallerstein 2017) and damped Lyα systems7 (DLAs, e.g. De Cia et al. 2016). In general,
the depletion of an element X is defined as:

log(X/H)dep = log(N(X)/N(H))obs − log(X/H)ref , (1.1)

where N(X) and N(H) are the column densities of an element X and Hydrogen, respec-
tively, and the last term of the equation represents the reference X/H abundance ratio. De-

7Gamma-Ray Bursts and Quasi Stellar Objects absorption systems characterised by a neutral hydrogen column density of NHI >
2× 1020 cm−2 (Wolfe et al. 2005).
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1.2. Dust in the Universe

spite of the uncertainties related to the choice of the reference abundance ratios, these kind
of studies have provided important information about dust. In particular, it appears that
some elements are more depleted than others and that the depletion rate follows the trend
of the condensation temperature Tc8 (Field 1974; Savage & Sembach 1996): refractory
elements (elements with a higher Tc) are more depleted than volatile elements (elements
with a lower Tc).
In this way, it emerges that Mg, Si and Fe are the most depleted elements in the ISM
(see Tab. 2 of Galliano et al. 2018): Si and Mg represent two of the major constituents
of silicates, and their depletion give an idea of the total fraction of silicate-type dust (e.g.
Kemper et al. 2004; Voshchinnikov & Henning 2010). Fe is another element locked up in
silicates, but its even higher depletion factor suggests that it may be incorporated in other
dust species (e.g. Wickramasinghe & Wickramasinghe 1993; Dwek 2004, 2016).

In addition, several other observables are used to constrain grain properties in the ISM.
Among these, polarization studies are the most important. Dust grains are some of the
main agents polarizing light in galaxies (see Galliano et al. 2018 and references therein). In
particular, the dependence of the polarization fraction on the wavelength provides valuable
information on the dust constitution and discriminates between dust models. For instance,
polarization studies have been conducted on several local galaxies, such as the Magellanic
Clouds, M31 and M82 (Clayton et al. 1996, 2004; Rodrigues et al. 1997; Kawabata et al.
2014). The results all point towards a grain size distribution shifted towards smaller grains
relative to the MW, confirming the idea that dust properties may vary depending on the
physical conditions of the ISM.

All these constraints have provided us the view of the dust we have today.
Thnaks to the present dust models, we can say that interstellar dust is composed by solid
particles of sizes ranging from ∼ 1 µm down to molecules containing tens of atoms of
∼ 1 nm and it is composed by a mixture of silicates (mainly olivines and pyroxenes),
graphite/amorphous carbon and small polycyclic aromatic hydrocarbon (PAHs) molecules
separated in the ISM.

A "dynamic" picture of interstellar dust

The above picture of the interstellar dust is now widely accepted in the astrophysical com-
munity (e.g. Draine & Lee 1984; Draine & Li 2007; Galliano et al. 2018).
However, this is far away to give a complete explanation of the real composition of in-
terstellar dust. Given the turbulent nature of the ISM, the dust materials become mixed
into inhomogeneous assemblages. Moreover, evidences from extinction curves, elemental
depletion, and polarization studies (see 1.2.1) highlight that dust composition strongly de-

8the condensation temperature Tc of a chemical compound is defined in many ways in the literature. In this Thesis, we define it as
the temperature at which 50% of the element has been removed from the gas phase because of condensation (e.g. Lodders 2003).
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Figure 1.5: From Gioannini (2017). Cartoon representing the "dust cycle" in the interstellar medium.

pends on the physical conditions of the ISM and therefore that the properties of dust may
be different from one region to another.

For these reasons, dust should be considered as a variable/evolving component of the
ISM rather than a "static" one (Gioannini 2017): dust is produced, destroyed, changes its
mass, its size distribution and its chemical composition according to different processes.
In particular, the circumstellar environments of evolved LIMS, i.e., AGB stars, and SNe
represent the first sites from where cosmic dust comes (see, e.g. Gall & Hjorth 2018 for
a review). After the ejection by stellar sources into the ISM, dust experiences a lot of
processes affecting its amount and nature. For example, SN shocks are the main respon-
sible of cycling dust back into the gas phase and decreasing the grain size (e.g. Dwek &
Scalo 1980; Jones et al. 1994). At the same time, grains grow in mass and size thanks to
coagulation of other dust grains and metals in the gas phase in the densest ISM regions
(e.g. Dwek 1998; Hirashita 2000). Most of these regions, i.e. molecular clouds, are the
sites where star formation occurs: therefore, dust material will be used for the formation
of the new stars (astration process). However, the new stars will form dust at the end of
their life, starting again all the cycle. The ensemble of all these processes is often named
as "dust cycle" and it is graphically presented in Fig. 1.5.

Although the great observational and theoretical effort to understand this "dust cycle",
current literature is still divided about the relative importance of the different dust pro-
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1.2. Dust in the Universe

cesses, i.e., production, accretion and destruction (Gall & Hjorth 2018 and references
therein).
This uncertainty actually reflects all the interstellar dust topic: despite the great advance-
ment we have made in the understanding of dust grains, many open questions are still
present and a lot of work is necessary to reach a thorough understanding of cosmic dust.
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1.3 Chemical evolution of galaxies

The different abundances detected in different stars and galaxies are the final result of a
complex and continuous process.

As we mentioned in Section 1.1, it is now well known that the Big Bang is responsible
only for the production of the lightest elements (H, D, He, and part of Li) of the periodic
table. All the elements from C to U and beyond are only formed inside stars.
Nuclear reactions occurring in stellar interiors then change the composition of the mat-
ter out of which these stars were born. The processed material, composed of both newly
formed and already present elements, is then expelled in the ISM during and at the end of
the star lifetime. Depending on the stellar properties (i.e. mass and metallicity), different
types of stars eject different amounts of material (from a small fraction to almost their total
mass) and different chemical elements, and this happens on different timescales depending
on the stellar mass.
With the time passing by, more stellar generations succeed to one another, with new gen-
erations forming out of the ISM enriched in metals by the previous ones. In this way, stars
progressively enrich and transform the chemical composition of the ISM and play the most
important role in the evolution of chemical elements within galaxies: this is what we mean
for "chemical evolution of galaxies".

In chemical evolution studies it is often convenient to use elemental abundance ratios
X/Y, where X and Y are two chemical elements. The most common way to express abun-
dance ratios in stars and galaxies is in terms of the solar chemical composition:

[X/Y] = log(X/Y)− log(X/Y)⊙, (1.2)

expressed in dex. Therefore, in this notation the abundances in the Sun are [X/Y]⊙=0.
Eq. (1.2) is usually preferred because we can use equivalently abundance ratios either by
number (as measured in stellar spectra) or by mass (as usually computed in models).
However, in this Thesis we also express abundance ratios in terms of absolute values, i.e.
without any reference to the solar composition, which is usually adopted for gas phase
abundance measurements. For the ratios over Hydrogen, the most abundant element, val-
ues are expressed in this way:

A(X) = log(X/H) + 12, (1.3)

where A(H)=12. In this notation, abundance ratios are expressed in number.

1.3.1 Chemical evolution models

As mentioned above, chemical evolution tries to explain how the chemical elements formed
and their abundances have evolved in time and/or distributed in space.
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1.3. Chemical evolution of galaxies

In particular, chemical evolution models aim at following the evolution of the ISM and
its chemical composition inside galaxies. Such an evolution depends on the stellar nucle-
osynthesis and on the star formation history of a galaxy, as well as on possible gas flows.

The first seminal papers on chemical evolution are from Schmidt (1963); Lynden-Bell
(1975) and Pagel & Patchett (1975). In these pioneering works simple analytical models
were built, with the studied systems represented as closed boxes (i.e. without any gas
flow) and stellar lifetimes neglected in computing the relations between the global ISM
metallicity Z and the fraction of gas. For this reason, several problems where encountered
in reproducing the evolution of the MW, for which considerable amounts of data were
already in place at that time. For example, Lynden-Bell (1975) and Pagel & Patchett (1975)
discussed possible solutions for the G-dwarf problem, i.e., the excess of low metallicity
stars predicted by the simple closed-box models when compared to observations.
However, the foundation of the field is often attributed to Tinsley (1980), who produced a
seminal review paper on galactic chemical evolution. In that paper, she summarized all the
basic ingredients and the basic equations that even nowadays chemical evolution models
are built upon.

Since the foundational paper by Tinsley (1980), many models considering gas flows
effects and solving numerically the basic equations of chemical evolution have appeared
in the literature.
In particular, a great deal of work has appeared concerning MW galaxy (e.g. Matteucci
& Greggio 1986; Matteucci & Francois 1989; Ferrini et al. 1992; Chiappini et al. 1997;
Boissier & Prantzos 1999; Cescutti 2008; Schönrich & Binney 2009; Kobayashi et al.
2011; Haywood et al. 2013; Mollá et al. 2015), allowing us to understand many features
about the evolution of our Galaxy. In fact, these models were following in detail the stellar
lifetimes and thus the evolution of the abundance of individual chemical species.

Nonetheless, several uncertainties are still present even in the understanding of the
solar vicinity, with different authors often reaching different conclusions (e.g. Grisoni
et al. 2017; Spitoni et al. 2019; Sharma et al. 2021). Therefore, the study of the MW
still deserves much work, also in consideration of the wealth of high-quality data that are
accumulating in recent years (see Chapter 4).

The "time-delay model" for different galaxies

We know that the Universe contains thousands of millions of galaxies, spanning orders
of magnitude in stellar masses (∼ 106 − 1012 M⊙) and luminosities (∼ 104 − 1013 L⊙)9.
Moreover, different galaxies show peculiar morphological features. For this reason, Hub-

9in astronomy, it is common practice to express quantities in terms of solar units. In particular, M⊙ ≃ 2 × 1033 g and L⊙ ≃
3.8× 1033 erg s−1.
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Figure 1.6: From Cui et al. (2014). The Hubble sequence.

ble (1926) proposed a galaxy classification basing on their morphology, now called the
Hubble sequence. This sequence is shown in Fig. 1.6. Without entering in the details of
Hubble classification, we highlight the main differentiation into three classes: elliptical
galaxies (E0-E6, depending how much flattened the ellipsoid is), spiral galaxies (S or SB,
depending if they contain a bar in their central part) and irregular galaxies (Irr).

The variations in the morphological structure of the different galaxy types are actually
driven by variations of the gas and stellar content of these objects: elliptical galaxies show
older and more metal rich stars relative to spirals, which in turn show older and metal rich
stellar populations relative to irregulars. At the same time, irregular galaxies are much
more gas rich than spirals, which however show a much larger gas content than that of
elliptical galaxies. These differences in the characteristics of the galaxies are driven by the
different histories of star formation they have experienced. Star formation is very fast in
spheroids/ellipticals, moderate in spiral disks, and slow and perhaps gasping (Tosi et al.
1991) in irregular gas rich galaxies (see Matteucci 2012 for a review).
As already mentioned in 1.1.1, the different star formation histories also produce different
chemical abundance patterns with respect to that observed locally. This is at the basis of
the so-called "time-delay model" (Matteucci 2012).

The "time-delay model" explains the observed behavior of [X/Fe] vs. [Fe/H], with X
being any chemical element, as due to the different roles played by different types of stars
in the galactic chemical enrichment.
The most striking example regards the [α/Fe] vs. [Fe/H] diagram. α-elements are ejected
mostly (where not entirely) by CC-SNe. On the other hand, the bulk of Fe is produced by
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Figure 1.7: From Matteucci (2012). Predicted [α/Fe] vs. [Fe/H] relations for the Large Magellanic Cloud
(solid line), the solar vicinity (short dashed line) and the Galactic bulge (long dashed line). The plot
show clearly the "time-delay model" for different galactic environments.

Type Ia SNe, while the rest by CC-SNe. These different stars do not eject elements on the
same timescales: CC-SNe originate from massive stars whose lifetime is typically below
30 Myr, whereas Type Ia SNe explosions are the product of binary systems containing
LIMS, that live more than 30 Myr and up to billion years. The effect of the delayed Fe
production by Type Ia SNe is to create an overabundance of α-elements relative to Fe
([α/Fe]> 0) at low [Fe/H] values, where the production of α and Fe is regulated only by
CC-SNe, and a continuous decline at larger [Fe/H], i.e. when Type Ia SNe start exploding
(Matteucci & Greggio 1986, see also Tinsley 1979 for the first approach to the problem).

But do all galaxies show the same [alpha/Fe] vs [Fe/H] trend?
In Fig. 1.7, we present a plot in which predictions of the [α/Fe] ratios as functions of
[Fe/H] in galaxies of different morphological types are shown. In particular, this Figure
gives predictions for the Galactic Bulge, i.e., a fast-evolving system, similar in this re-
spect to an elliptical galaxy, for the solar vicinity region, that reflects the secular evolution
of a typical disc region, and for the Large Magellanic Cloud, i.e. a prototype irregular
galaxy. It is evident that the different star formation histories produce different behaviours
in the abundance ratios. [α/Fe] ratios in elliptical galaxies are higher and remain almost
constant for a large interval of [Fe/H]. This is due to the fact that, since star formation is
very intense, ellipticals reach high metallicities only by means of CC-SNe. Also, CC-SN
progenitors are likely favoured in elliptical/starburst galaxies (e.g. Matteucci 1992, 1994;
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Henkel & Mauersberger 1993), thus leading to even higher [α/Fe] ratios. In this way,
when Type Ia SNe start ejecting Fe into the ISM, the metallicity is much higher than that
in spirals at the same time. In the case of an irregular galaxy, we have the opposite situ-
ation: the slower star formation implies that the gas is poorly enriched in Fe when Type
Ia SNe start exploding. Therefore, the so-called knee in the [α/Fe] vs. [Fe/H] relation is
placed at lower metallicities, implying that [α/Fe] ratios observed in irregular galaxies are
lower than those in spirals, that in turn are lower than those observed in elliptical galaxies.

From the first prediction by Matteucci & Brocato (1990), the "time-delay model" has
been adopted as the basis for the analysis of the different [X/Fe] ratios observed in exter-
nal galaxies, from dwarf irregular galaxies to giant ellipicals (e.g. Lanfranchi & Matteucci
2003; Pipino & Matteucci 2004; Ballero et al. 2007; Calura et al. 2009a; Vincenzo et al.
2014, 2019; De Masi et al. 2018; Lacchin et al. 2020).
Moreover, this scheme can be used also to identify high-redshift galaxies with unknown
morphology by looking at their abundance ratios (e.g. Calura et al. 2009b; Grieco et al.
2014; Palla et al. 2020c). In fact, galaxies of different morphologies differ for their differ-
ent history of star formation, that is the main driver of the different abundance patterns.

1.3.2 Chemical evolution models with dust

Chemical evolution models study the evolution of the ISM metal content in a galaxy. As
we have seen in 1.2, however, metals also represent the constituent of dust grains.
For this reason, chemical evolution models can be adopted to study the properties of dust
in the ISM.

In order to compute the evolution of dust in galaxies, models have to follow the evolu-
tion of the abundances of the main metals and in particular those of refractory elements,
i.e., those where dust depletion is more important, such as Fe, Si, Mg. Having computed
the total ISM (gas+dust) evolution for these elements, the life cycle of dust grains, i.e. the
"dust cycle", is computed by including the main processes affecting the dust abundances.
In particular, dust production by stars and dust accretion and destruction processes in the
ISM are accounted for in the models to follow the evolution of dust in the ISM.
In this way, chemical evolution models can also play a fundamental role in the study of
interstellar dust, allowing a theoretical interpretation of the dust depletion patterns as well
as of the most important dust-related scaling relations, such as the dust-to-gas mass ratio
vs. metallicity (see Galliano et al. 2018 and references therein).

The first study in which the main processes of the "dust cycle" where accounted for
dates back to Dwek & Scalo (1980), where chemical evolution models with dust were
developed for the study of the solar neighbourhood. Later on, this approach was adopted
by Dwek (1998), which is often considered one of the foundational works about dust
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evolution in galaxies. In this paper, the evolution of dust was studied at Galactic scale and
for the first time a detailed theoretical study on elemental dust depletion was performed.
Beyond the MW, Calura et al. (2008) studied the dust evolution in galaxies of different
morphological type: by adopting the same assumptions of Dwek (1998), they investigated
the influence of the star formation history on the evolution of several dust properties and
scaling relations.

Since these pioneering works, significant progress has been made both in dust obser-
vations (see 1.2.1) and in theoretical prescriptions. In particular, in the last decade several
papers have appeared, both concerning stellar dust production (e.g. Piovan et al. 2011;
Dell’Agli et al. 2017; Marassi et al. 2019) and other ISM dust processes (e.g. Hirashita &
Kuo 2011; Asano et al. 2013; Bocchio et al. 2014). Moreover, the appearance of several
galactic surveys specifically aimed at measuring dust masses in galaxies (e.g. Kennicutt
et al. 2011; Madden et al. 2013; De Vis et al. 2017a; Saintonge et al. 2018; Clark et al.
2018) increased the need for dust models.
This led to a great development of chemical evolution models with dust, with a large num-
ber of papers published (e.g. Zhukovska et al. 2008; Zhukovska 2014; Gioannini et al.
2017a; De Vis et al. 2017b; Vladilo et al. 2018; Millán-Irigoyen et al. 2020).

In parallel to chemical evolution models, in the last years dust treatment started to be
incorporated into hydrodynamical simulations that follow the dust evolution in galaxies
in a multi-phase inhomogeneous ISM (e.g. Zhukovska et al. 2016; Aoyama et al. 2017;
McKinnon et al. 2018; Graziani et al. 2020). In this way, the authors can benefit from a
more physical treatment of the ISM, although sub-grid physics recipes still affect the final
results.
Nonetheless, one-zone chemical evolution models are still widely adopted in the literature
to study dust properties in galaxies (e.g. De Looze et al. 2020; Galliano et al. 2021; De
Vis et al. 2021). In fact, hydrodynamical simulations are much more computationally ex-
pensive which makes hard to fully explore the parameter space, at variance with one-zone
models, that allow much more flexibility.

We are thus at the right time to fully exploit the potential of chemical evolution models
including dust. The development of new theoretical dust prescriptions has put the model
framework on more solid physical grounds, although large uncertainties still affect the
understanding of dust evolution.
This is especially true at high-redshift, where we cannot count on the large amount of data
coming from dust-designed surveys. Moreover, observations of several very high-redshift
galaxies (e.g. Watson et al. 2015; Laporte et al. 2017) have questioned if the main dust
mechanisms thought to explain local observations are the same in the primordial Universe
(see, e.g. Gall & Hjorth 2018 and references therein).
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Figure 1.8: Cartoon representing the composition of the ISM (gas and dust) and we get from optical/UV
absorption spectroscopy (only gas). Credits: (adapted from) http://cnx.org/contents/2e737be8-ea65-
48c3-aa0a-9f35b4c6a966@10.1

Dust or not dust in chemical evolution models?

We have just seen that chemical evolution models including dust are fundamental tools in
the progress of our understanding of dust evolution.
However, dust treatment also plays a fundamental role in the abundance analysis of exter-
nal galaxies, especially at high-redshift (Gioannini 2017).

In general, standard chemical evolution models trace the total (gas+dust) abundances in
the ISM. This approach allows us an immediate comparison with the abundances inferred
from absorption lines in stellar spectra. In fact, stellar atmospheres reflect the composition
of the total ISM at the time of stellar birth (e.g. Trimble 1996, although some exceptions
exist for elements convoyed to the stellar surface by convection or affected by other phys-
ical mechanisms acting in the stellar atmospheres such as, for instance, atomic diffusion).
Therefore, stars can be used as fossil records of the past star formation history of a galaxy
and compared with the predictions of chemical evolution models.
However, this kind of comparison is possible only for our Galaxy and few other local
galaxies. In order to adopt such an approach, in fact, we need either to resolve individual
stars, which is possible only for the nearest stellar systems, also including M31 and its
satellites, or rely on integrated stellar spectra, such as for elliptical galaxies.

Looking at more distant objects, observational diagnostics for chemical abundances
base primarily on rest frame UV/optical absorption or emission line spectroscopy of the
interstellar gas. However, at variance with stellar abundances, the chemical composition
of ISM gas represents only part of the total ISM composition. This is well represented in
the cartoon in Fig. 1.8, where we see that light from a background source is absorbed by
atoms in the intervening medium resulting in absorption features in the spectrum. How-
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ever, in this way the elemental abundances embedded in dust grains are left undetected. In
particular, refractory metals can be severely depleted into dust grains. For example, in the
solar neighbourhood ISM more than 95% of Fe is trapped into dust particles (e.g. Jenkins
2009).
For this reason, accounting for the elemental depletion in the ISM becomes fundamental
to properly interpret the gas abundance patterns.

Therefore, chemical evolution models including dust need to be adopted in the compar-
ison with observed abundance ratios, especially for the elements with different depletion
fractions.
Examples of this approach are the studies of DLAs abundance patterns (e.g. Grieco et al.
2014; Gioannini et al. 2017a; Palla et al. 2020c), for which high resolution spectroscopy
can be performed to infer precise column densities of the different gas atoms. However, the
same approach can be adopted for any high-redshift object in the presence of high-quality
abundance data.
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1.4 Plan of the Thesis

The goal of this Thesis is to develop chemical evolution models able to study the different
galactic environments encountered during cosmic history, from the high-redshift Universe
to local galaxies and in particular the MW.

The description of the chemical evolution models adopted to describe these environ-
ments is committed to Chapter 2, where details about the basic ingredients and model
equations are given. For the many issues related to dust, especially in high-redshift galax-
ies, detailed dust treatment is also implemented in the models.

Having described the models, in the subsequent Chapter we describe the original results
of the Thesis work. In particular, the results are splitted into two Chapters, according to the
objects of study. In Chapter 3, we show the results obtained in the study of high-redshift
environments, for which dust evolution is also computed in the models (see 1.3.2). First,
our focus is devoted to high-redshift starburst galaxies, whose gas abundance patterns are
still poorly understood due to many open questions on the nature of these objects. After
that, we move to the study of galaxy clusters and in particular to the computation of their
dust evolution, whose understanding is a matter of debate.
For what concerns Chapter 4, we concentrate on our Galaxy, where chemical evolution
models do not need dust treatment, at variance with those of the previous Chapter. In this
case, we investigate the evolution of the MW disc under different aspects, trying to repro-
duce multiple observational constraints, such as present-day radial gradients and chemical
evolution patterns at different radii. By means of these models, we also study the effects
on the element nucleosynthesis implementing different recent prescriptions for Type Ia
SNe.

Finally, in Chapter 5 we summarize the main conclusions of this Thesis and their pos-
sible implications. We also pay attention to future advancements in the fields covered
throughout the Thesis.
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CHAPTER2

Chemical and dust evolution models

MATTER in the interstellar medium (ISM) in all galaxies is continuously astrated
and reprocessed by stars and restored to the ISM through stellar winds and SN
explosions. Chemical evolution models allow us to predict the evolution of the

abundance of chemical elements in the ISM of a galaxy together with other crucial infor-
mation on the galaxy star formation history (SFH).
In parallel, dust grains are astrated and produced by stars as well as accreted and destroyed
in the ISM, constantly changing the dust depletion fraction of metals in the ISM gas. Thus,
dust evolution models are also fundamental to uncover the evolution of the chemical ele-
ments both in the gas and dust phase.

In this Chapter, we present the adopted chemical and dust evolution models, which are
the fundamental building blocks of this Thesis work. We start showing the basic ingre-
dients of chemical evolution models, followed by a detailed explanation of the contents
of the chemical evolution equations. Then, we concentrate on dust evolution models by
describing their most important ingredients. Finally, we show the dust evolution equations
together with their assumed prescriptions.
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2.1 Basic ingredients for chemical evolution models

The basic physical ingredients for modelling galactic chemical evolution can be summa-
rized in four points (Matteucci 2012):

• initial conditions;

• stellar birthrate function (product of the star formation rate with the initial mass func-
tion),

• stellar yields (nucleosynthesis);

• gas flows (infall, outflow);

We now look at these points more in detail.

2.1.1 Initial conditions

The initial conditions specify if:

• the chemical composition of the initial gas is primordial or pre-enriched (by pre-
galactic processes, neighbour systems)

• the galaxy is considered as a closed-box (without any interaction with the outer envi-
ronment) or an open system (with the possibility to have gas flows).

The standard assumption in models of chemical evolution is to have an initial primordial
chemical composition: in this way, the initial ISM composition is made by the elements
produced during the Big Bang nucleosynthesis (H and He isotopes, see Section 1.1). In
addition, it is commonly assumed that model galaxies are formed by infall of gas onto a
pre-existing dark matter (DM) halo and evolve suffering gas outflows.

During this Thesis, we make the above assumptions, adopting the primordial abun-
dances by Pitrou et al. (2018) and gas flows laws as described in 2.1.4 , unless otherwise
specified.

2.1.2 Birthrate function

The stellar birthrate function represents the number of stars formed in the mass interval
[m, m+dm] and in the time interval [t, t+dt]. The birthrate function is usually expressed
as the product of two independent functions in this way:

B(m, t) = ψ(t)ϕ(m), (2.1)

where ψ(t) is the star formation rate and ϕ(m) the initial mass function in number. We
now present these two quantities in detail.
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Figure 2.1: Adapted rom Kennicutt (1998). The SFR in star forming galaxies. The continuous line represents
the best fit to the data that can be achieved using Eq. (2.2) and k = 1.4.

Star formation rate

The star formation rate (SFR) indicates the rate at which the interstellar medium is turned
into stars per unit time. It is generally expressed in terms of M⊙ pc−2 Gyr−1 or M⊙ yr−1

(depending if we refer to the SFR density or not).
The most common parametrisation for the SFR is the Schmidt-Kennicutt law (Kennicutt
1998):

ψ(t) = νΣgas
k, (2.2)

where Σgas is the gas surface density and k = 1 − 2, with a preference for k = 1.4 − 1.5
for star forming discs (see Fig. 2.1). ν is the star formation efficiency (SFE), which is a
free parameter that represents the SFR per unit mass of gas and has the dimensions of the
inverse of time.

To be precise, the original Kennicutt (1998) law refers to surface densities only. How-
ever, as noted in Romano et al. (2015), in star forming regions with roughly constant
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scaleheights, the surface density in Eq. (2.2) can be turned into volume density (but see
also Bacchini et al. 2019). By assuming that the Schmidt-Kennicutt law indicates that SFR
is controlled by gas self-gravity, Eq. (2.2) can be rewritten as:

ψ(t) = ν ′ρgas
k′ , (2.3)

where ρgas is the gas volume density, ν ′ has the same meaning of Eq. (2.2) and k′ = 1 is
the equivalent of k = 1.5. Integrating over the volume, we can also write Eq. (2.3) as:

ψ(t) = ν ′Mk′

gas, (2.4)

where Mgas is the gas mass within the galaxy.

Throughout this Thesis, we adopt both the surface and volume density expressions. We
use Eq. (2.2) to model the Milky Way (MW) galaxy, while we adopt Eq. (2.3)/(2.4) for
external galaxies.
Concerning the SFE, we adopt different values depending on the morphological type of
galaxy we are modelling (see Section 3.1): for irregular, spiral and elliptical galaxies, we
assume values of the order of 0.1 Gyr−1 (e.g. Lanfranchi & Matteucci 2003; Vincenzo
et al. 2014), 1 Gyr−1 (e.g. Cescutti et al. 2007; Spitoni et al. 2019) and 10 Gyr−1 (e.g.
Pipino & Matteucci 2004; De Masi et al. 2018), respectively.

Initial mass function

The initial mass function (IMF) represents the mass distribution of stars at their birth. It
is usually parametrized as a one-slope or multi-slope power law, which is assumed to be
constant in space and time. It is also normalized to unity in mass, in this way:

1 =

∫︂ mmax

mmin

φ(m) dm =

∫︂ mmax

mmin

mϕ(m) dm, (2.5)

where mmin and mmax delimit the mass range in which the IMF is considered and φ(m)
is the IMF in mass.

The most common (and simple) example for this quantity is the Salpeter (1955) IMF,
which is still widely used in chemical evolution studies and which is also adopted in this
Thesis:

ϕSalp(m) ∝ m−(1+1.35), (2.6)

generally extrapolated in the mass range 0.1-100 M⊙
1.

Later on, several multiple power-law IMF were derived (Miller & Scalo 1979; Scalo 1986;

1Salpeter (1955) defined the IMF in a restricted mass range (∼0.4-10 M⊙).
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2.1. Basic ingredients for chemical evolution models

Kroupa et al. 1993; Kroupa 2001; Chabrier 20032). Among these, during this Thesis work
we use the ones by Scalo (1986):

ϕScalo(m) ∝
{︃
m−(1+1.35) m ≤ 2M⊙

m−(1+1.7) m > 2M⊙,
(2.7)

and Kroupa et al. (1993):

ϕKroupa(m) ∝

{︄ m−(1+0.2) m ≤ 0.5M⊙

m−(1+1.2) 0.5 < m/M⊙ ≤ 1

m−(1+1.7) m > 1M⊙.

(2.8)

The differences between the Salpeter (1955); Scalo (1986) and Kroupa et al. (1993) IMFs
can be appreciated in Fig. 2.2, which clearly shows the main differences between single
and multiple power-law IMFs. It is worth noting that the Kroupa et al. (1993) IMF is pre-
ferred for the MW disc according to chemical evolution studies (Romano et al. 2005) and
accurate analysis of Gaia satellite DR2 data (Sollima 2019) in the solar neighbourhood.
Moreover, some evidences in favour of an IMF disfavouring massive stars relative to the
Salpeter (1955) (i.e. Scalo 1986; Kroupa et al. 1993) were found by looking at candidate
spiral galaxies hosting high-redshift GRBs (Palla et al. 2020c).

For these reasons, in the next Chapters we adopt the Scalo (1986) IMF for generic spi-
ral disc galaxies and the Kroupa et al. (1993) IMF for the solar neighborhood and the MW
disc. For the other galaxy types (i.e. dwarf irregular, spheroids/elliptical) we adopt instead
the Salpeter (1955) IMF, unless otherwise specified.

However, all the IMFs mentioned so far were derived from stellar counts in the solar
vicinity (see Matteucci 2012 for more information): they are ideal for the study of our own
Galaxy, but what about other galaxies?
Unfortunately, the same analysis on stellar counts cannot be performed in other galaxies
(with few exceptions for the very nearby Magellanic Clouds, see, e.g. Schneider et al.
2018) so we cannot test directly if the IMF is the same everywhere. This topic has been the
subject of a large debate in the scientific community for years (e.g. Kroupa 2002; Ferreras
et al. 2016), but nowadays most of the observational probes point towards a dependence
of the IMF on the environment (in particular on the SFR and the metallicity).

The integrated galactic initial mass function (IGIMF) theory (e.g. Kroupa & Weidner
2003; Weidner & Kroupa 2005; Jeřábková et al. 2018) places in this context. This IGIMF
formulation is based on the empirical evidence that most stars in galaxies form in star
clusters (e.g. Lada & Lada 2003) and that the IMF within stellar clusters can be well

2actually, the low mass domain (m < 1 M⊙) in Chabrier (2003) has a log-normal form.
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Chapter 2. Chemical and dust evolution models

Figure 2.2: Upper panel: the Salpeter, Scalo and Kroupa IMFs. Lower panel: difference between multi-
slope IMFs and the Salpeter one.

approximated by a power-law (e.g. Pflamm-Altenburg et al. 2007). However, the IMF
integrated over a galaxy is generally different from the IMF in embedded stellar clusters,
because it is integrated over the mass function of embedded stellar clusters (ECMF). In its
more general form, the IGIMF can be expressed in this way (Jeřábková et al. 2018):

ξIGIMF(m, t) =

∫︂ Mecl,max(ψ(t))

Mecl,min

ϕ(m,Mecl, [Fe/H]) ξecl(Mecl, ψ(t)) dMecl, (2.9)

where here ϕ(m,Mecl, [Fe/H]) is the IMF within stellar clusters, ξecl is the ECMF and
Mecl the mass of the embedded cluster.
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With such a formulation, an IMF dependence on SFR and metallicity3 is derived, allowing
top-heavier/bottom-lighter IMFs (i.e. favouring massive stars) for galaxies experiencing
higher SFR (e.g. De Masi et al. 2018) and bottom-heavier/top-lighter IMFs (i.e. favouring
low mass stars) in lower SFR environments (e.g. Vincenzo et al. 2015). This theory has
gained important successes in explaining many of the IMF related features observed in
external galaxies (e.g. Recchi et al. 2009; Meurer et al. 2009; Fontanot et al. 2017; De
Masi et al. 2018; Watts et al. 2018), although it encountered several problems for some
extreme, low star forming environments such as ultra faint dwarf galaxies (UFDs, see e.g.
Lacchin et al. 2020; Prgomet et al. 2021, but see also Yan et al. 2020).
A more detailed discussion about the IGIMF formulation is given in Section 3.2, where
we focus on the impact of this theory on starburst galaxies at high-redshift.

2.1.3 Stellar yields

The stellar yields are the amounts of newly formed elements that are ejected by stars into
the ISM.
As mentioned in 1.1.1, elements with mass number A from 12 (C) to ∼60 (Fe-peak ele-
ments) are formed in stars during either quiescent and explosive burnings. Stars transform
H into He and then He into heavier atoms until the Fe-peak elements, where the binding
energy per nucleon reaches a maximum and the nuclear fusion reactions stop. Elements
with higher mass number (A >> 60 up to U) are formed by means of slow or rapid (rela-
tive to the timescale of the β- decay process) neutron capture by Fe and other heavy seed
nuclei. They are thus called s- and r-process elements, respectively.

Different stars produce different elements, depending primarily on their initial mass.
Below, we focus on the main stellar categories and their nucleosynthesis products.

Low-intermediate mass stars (LIMS)

This group includes single stars in the mass range 0.8 M⊙ − 8-10 M⊙. The 0.8 M⊙
limit is driven by stellar lifetimes, since lower mass objects live well beyond the age of
the Universe (∼ 14 Gyr). At the same time, LIMS do not have enough mass to switch
on all the nuclear burnings and die as core collapse supernovae (CC-SNe) and therefore
end their lives as white dwarfs (WDs).The upper mass limit of this class is however quite
uncertain: while for lower mass stars (<6-8 M⊙, depending on metallicity) evolve through
the asymptotic giant branch (AGB) phase and die as Carbon-Oxygen (CO) WD, the final
outcome of higher mass stars, known as super AGB (sAGB) is uncertain: they may form a
hybrid Carbon-Oxygen-Neon (CONe) WD, an Oxygen-Neon-Magnesium (ONeMg) WD
but they could even undergo an electron capture induced collapse and produce electron
capture (e-capture) SNe (see Kobayashi et al. 2020b and references therein).

3not all the IGIMF forms assume a metallicity dependence
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LIMS contribute to the chemical enrichment through mass loss and, in their final stages
of evolution, planetary nebula ejection. They enrich the ISM mainly with 4He, 12C and
14N. Some other isotopes produced by CNO related chains (23Na, Al) as well as heavy
s-process elements (A > 90) can be also produced in significant amounts.

Throughout this Thesis, we adopt different mass and metallicity dependent LIMS yields
from the literature. In Chapter 3, we take advantage of either yields by van den Hoek &
Groenewegen (1997) (Sections 3.1, 3.2) or Karakas (2010) and Doherty et al. (2014a,b)
(these latter for sAGB stars, Section 3.3). In Chapter 4 instead, we adopt only the Karakas
(2010) yield set.

Massive stars

Stars within this group have masses larger than 8-10 M⊙.
In the mass range 8-10 M⊙ − 10-12 M⊙ they end their lives as e-capture SNe: oxygen
ignites explosively in the ONeMg degenerate core together with the electron capture pro-
cess. This prevents the total destruction of the progenitor, leaving a neutron star (NS). In
the mass range 10-12 M⊙ − MWR, where MWR is the minimum mass for the formation of
a Wolf-Rayet star, stars explode as CC-SNe, in particular Type II SNe. The MWR values
is rather uncertain, since it depends on the stellar mass loss, which in turn depends on the
initial stellar mass and metallicity (e.g. for a solar chemical composition MWR ≃25 M⊙).
Also uncertain is whether these stars form a NS or a black hole (BH), which depends on
the amount of the ejected material which falls back on the contracting core during the ex-
plosion (see Matteucci 2012; Kobayashi et al. 2020b and references therein).
For masses above MWR, stars should still explode as CC-SNe, but of Type Ib/c for the lack
of H in their spectra. There are evidences that these events are linked to gamma ray bursts
(GRBs, see Palla 2018). For many of these SNe, higher explosion energies (ϵ0 = 1052-1053

erg) than "regular" SNe (ϵ0 = 1051 erg) are required to reproduce the observed lightcurves
(see, e.g. Kobayashi et al. 2006). For this reason, they are often called hypernovae (HNe).

Massive stars are the main factories of most metals. They are responsible for most of α-
element production, some Fe-peak elements, as well as light s-process elements (A < 90)
and a non-negligible fraction of C. They may perhaps contribute also to r-process element
production (see, e.g. Matteucci et al. 2014). As an example, in Fig. 2.3 we show the yield
patterns produced for a 25 M⊙ star by two different stellar models (Kobayashi et al. 2006;
Limongi & Chieffi 2018).

In this Thesis, different yield sets are adopted for massive stars. In particular, we use the
yields of François et al. (2004) (i.e. Woosley & Weaver 1995 yields except for Mg, which
is artificially increased to fit solar abundance) in Sections 3.1 and 3.2, while in Section 3.3
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Figure 2.3: From Limongi & Chieffi (2018). Comparison between the [X/O] produced by Limongi & Chieffi
(2018) yields for non rotating, 25M⊙, solar metallicity star (red points) and analogous yields provided
by Kobayashi et al. (2006) (green points).

and Chapter 4 we adopt the yields by Kobayashi et al. (2006)/Nomoto et al. (2013)4. For
both sets, the yields are extrapolated to the upper limit of the IMF by keeping constant the
last computed masses ejected as newly produced elements.

Type Ia Supernovae

Type Ia SNe are assumed to be thermonuclear explosions of WDs in binary systems.
Nonetheless, the physics governing Type Ia SNe is still largely debated (see, e.g. Ruiter
2020 for a review). In particular, the main concerns regard the progenitor system and the
explosion mechanism.
For the progenitor system, the two main evolutionary scenarios are: i) the single degen-
erate (SD) scenario, where the WD accretes material from a normal star; ii) the double
degenerate (DD) scenario, where two WDs merge due to the loss of angular momentum
caused by gravitational wave emission.
With regards to the explosion mechanism, C-deflagration in near-Chandrasekhar mass
(near-MCh, MWD ∼1.4 M⊙) WD had been for long time considered as the favoured
models for Type Ia SN explosions (Seitenzahl & Townsley 2017). These models were
recently overcome by delayed-detonation models (i.e. initial C-deflagration followed by
detonation) of near-MCh WD. Moreover, different evidences (e.g. Maoz et al. 2014; Kirby
et al. 2019) suggest at least a fraction of Type Ia SN with sub-Chandrasekhar mass (sub-
MCh, 0.8 ≲ MWD/M⊙ ≲ 1.2) progenitors is contributing to the whole population. For
this subclass, double detonation models (i.e. initial He detonation in shell that triggers C

4the yields table are identical except for three models which show different 13C and N values.
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Figure 2.4: Solar metallicity [X/56Fe] Type Ia SN yields of most abundant stable isotope for Fe-peak ele-
ments. The yellow area cover the values spanned in the model tested in Palla (2021). Blue, green and red
points indicate the yields a pure deflagration model, a delayed detonation model (from Leung & Nomoto
2018) and double detonation model (from Leung & Nomoto 2020a), respectively.

detonation) were developed.

Type Ia SN systems are responsible for the production of the bulk of Fe, with both near-
MCh and sub-MCh progenitors contributing with more than 0.5 M⊙ of Fe per event. They
are also very relevant for the production of other Fe-peak elements, for which instead a
clear difference in the yields is seen for near-MCh and sub-MCh models. This can be seen
in Fig. 2.4, especially for Mn and Ni. The contribution to α-elements is instead minor
with respect to massive stars, even if Type Ia SNe are non negligibly contributing to some
of these elements, such as Si, S, Ca.

During this Thesis, we mostly adopt the near-MCh, pure-deflagration model dubbed
as W7 by Iwamoto et al. (1999). We show in Section 4.3 that the W7 model can still be
safely adopted in chemical evolution models if the main goal of the study are not Fe-peak
elements other than Fe itself, despite of being less physical than more recent Type Ia SN
models. In fact, Fe yields are not particularly different from the most recent near-MCh and
sub-MCh yields
However, in Section 4.3 we test the other yield sets of both near-MCh (Seitenzahl et al.
2013a; Fink et al. 2014; Leung & Nomoto 2018) and sub-MCh (Shen et al. 2018; Leung
& Nomoto 2020a) channels to see their effects on chemical evolution models.
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2.1.4 Gas flows

Gas flows in and out of galaxies are fundamental ingredients for studying the chemical
evolution, since they are required to explain several important features in galaxies and
galaxy clusters. In the subsequent paragraphs, we briefly discuss gas infall and outflows.

Gas infall

Since Oort (1970), the possibility of baryonic matter infalling onto spiral discs was sup-
ported by several observational evidences. Analyses of intermediate, high, and very high
velocity clouds (IVC, HVC, VHVC) by means of UV, optical and radio measurements
seem to rule out a local origin for these clouds, suggesting instead an intergalactic origin.
On the other hand, it has also been suggested that HVCs and IVCs could be galactic foun-
tains, i.e. gas expelled out of the disc by SN explosions which later falls back (Wakker &
van Woerden 1997; Fraternali et al. 2015). The analysis of the chemical composition of all
these clouds would be an important discriminant, but available data do not allow to draw
firm conclusions.

From a theoretical point of view, gas infall was claimed as a natural consequence of a
realistic galaxy formation process from extended haloes. Moreover, gas infall is the most
promising solution to explain the G-dwarf problem in the solar vicinity (Chiappini et al.
1997). Infall is also desirable to prevent gas consumption in spiral discs, allowing them
to form stars until the present day. Finally, infall of primordial gas is needed to explain
significant presence of deuterium in the MW disc (Romano et al. 2006).

In chemical evolution models, we are forced to parametrise the infall rate because of
the lack of a real dynamical treatment. Several parametrisations are adopted for the rate of
infall in the the literature. In this Thesis, we adopt the exponentially decaying law:

Σ̇inf (t), Ṁ inf (t) ∝ e−
t
τ (2.10)

where τ is the infall timescale, depending on the morphological type of galaxy we are
dealing with. In particular, we have timescales of the order of 10 Gyr for late type galaxies
(spiral discs, irregular galaxies), whereas for early type galaxies (elliptical galaxies) we
adopt timescales of the order of 1 Gyr or less.
With regard to the chemical composition of the incoming flow, we normally assume a
primordial composition (from Pitrou et al. 2018). However, in some cases we also consider
the possibility of a metal enriched infall (see Section 4.2).

Gas outflow

Gas outflows or galactic winds are also likely to play a fundamental role in the evolu-
tion of galaxies, and their existence is indicated by several observational constraints. In
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fact, outflows are observed in both local and high-redshift starbursts and irregular galaxies
(Veilleux et al. 2005). At the same time, the chemical composition of the intra cluster
medium (ICM) shows almost solar abundance for some heavy elements, indicating that
galaxies in clusters should loose a substantial amount of their ISM (see Matteucci & Vet-
tolani 1988) and especially of their SN ejecta (e.g. Martin et al. 2012).

Aside from AGN feedback driven wind (which treatment is out of the scope of this
Thesis, see e.g. Fabian 2012 for a review), the main causes for galactic winds are SN
explosions and (usually in minor part) stellar winds from massive stars. Part of SN blast
energy (ϵ0 = 1051 erg) is converted into thermal energy of the ISM, which can trigger gas
outflows when the thermal content of the gas equals or is larger than its binding energy:

(Eth)ISM ≥ (Ebind)ISM . (2.11)

An important condition to satisfy Eq. (2.11) is that SNe should overlap in energy: second
generation explosions happen in a hot, rarified medium, which allows a maximum thermal
energy transfer to the ISM, since the radiation is proportional to the square of the gas den-
sity (see Matteucci 2012). On the other side, (Ebind)ISM describes the potential well of
the considered galaxy and therefore depends strongly on the DM amount and distribution
(Matteucci 1992).
Concerning the chemical composition of the outflow, ordinary galactic wind abundances
should reflect those of the ISM, since the metals produced and ejected by stars are normally
well-mixed with the pre-existing medium. However, SN explosions can produce "chim-
neys" which eject outside the galaxy mostly the SN ejecta and hence more metal enriched
material (e.g. Mac Low & Ferrara 1999). We refer to these winds as metal-enhanced or
differential winds (see also Marconi et al. 1994).

As it happens for gas infall, galactic winds have to be parametrised because of the lack
of dynamical treatment. Except for the specific MW models presented in Chapter 4 that do
not include winds (see 4.1.1), in this Thesis we adopt two different wind parametrisations:

• a continuous wind rate proportional to the SFR:

Σ̇wind(t), Ṁwind(t) = ω ψ(t), (2.12)

where ω is the wind mass loading factor, a free parameter regulating the wind effi-
ciency. This parametrisation is adopted for the study of external irregular and spiral
galaxies. The wind mass loading factor is chosen to reproduce the galaxy features
and exhibits values between 0 and of the order of 1. We do not adopt any differential
wind formulation, assuming an equal ω for all chemical elements;

• a sudden wind occurring when Eq. (2.11) condition is satisfied and all the gas present
is lost, making the galaxy to evolve passively. This formulation is devoted to the study
of elliptical and high-redshift starburst galaxies.
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For the DM halo, we assume a diffuse (Re/RDM = 0.1, where Re is the effective radius of
the galaxy while RDM the radius of the DM core) and massive (MDM/Mlum = 10, with
MDM the dark matter mass and Mlum the mass set for the galaxy in a model, i.e. the infall
mass) DM halo for all galaxies, accordingly to previous studies (e.g. Pipino & Matteucci
2004; Grieco et al. 2014; De Masi et al. 2018).
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2.2 Chemical evolution equations

Having described the fundamental ingredients, we need now to write a set of equations
describing the evolution of the gas and its chemical abundances which include all these
ingredients. These equations describe the temporal variation of the gas content and its
abundances by mass.

Analytical models need to adopt the instantaneous recycling approximation (IRA, Tins-
ley 1980), in which all the stars with mass m ≥ 1 M⊙ die instantaneously while all the
stars with mass m < 1 M⊙ live forever. These models fail in reproducing a large number
of observational constraints: in particular, they are unable to follow the observed trend
of [X/Fe] abundance ratios as functions of [Fe/H], which is not constant as they predict.
For this reason, in this Thesis we drop the IRA and solve the complete set of integro-
differential equations of chemical evolution, taking into account stellar lifetimes.

Let us define G(t) as the surface mass density/mass at the time t in the ISM normalized
to the infall surface mass density/mass5 :

G(t) =
ΣISM(t)

Σinf (tf )
=
MISM(t)

Minf (tf )
. (2.13)

In this way, we can describe Gi(t) as the normalized surface mass density/mass of the
element i at a time t:

Gi(t) = G(t)Xi(t). (2.14)
Here, the quantity Xi(t) represents the abundance fraction in mass of a given element i,
with the summation over all elements in the gas mixture being equal to unity.
In this way, the evolution of an element i can be described by this expression (Matteucci
2001, 2012):

Ġi(t) = −ψ(t)Xi(t) +Ri(t) + Ġi,inf (t)− Ġi,w(t), (2.15)
where the terms on the right hand side can be summarized in this way:

• ψ(t)Xi(t) represents the rate at which the element i is removed by the ISM due to SF
process;

• Ri(t) is the rate at which the element i is restored into the ISM from stars. Within this
term the particular nucleosynthesis prescriptions of the specific element i are taken
into account (for a better description, see 2.2.1);

• Ġi,inf is the rate of gas infall of the i-th element;

• Ġi,w refers to the outflow rate of the element i, caused by galactic winds.

In what follows, we focus on the Ri(t) term, which is the core of Eq. (2.15).
5total surface mass density/mass accreted to the galaxy at the present time tf .
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2.2.1 Element processing in stars

Ri(t) represent the rate of restitution of matter from the stars into the ISM in the form of
the element i. This term takes into account the nucleosynthesis prescriptions for the i-th
element together with the models for progenitors of dying stars.

As shown in Matteucci & Greggio (1986), Ri(t) takes the following form:

Ri(t) =

∫︂ MBm

ML

ψ(t− τm)Qmi(t− τm)φ(m) dm+

+ AIa

∫︂ MBM

MBm

φ(m)

[︃ ∫︂ 0.5

µmin

f(µ)ψ(t− τm2)Qmi(t− τm2) dµ

]︃
dm+

+ (1− AIa)

∫︂ MBM

MBm

ψ(t− τm)Qmi(t− τm)φ(m) dm+

+

∫︂ MU

MBM

ψ(t− τm)Qmi(t− τm)φ(m) dm.

(2.16)

Here, Qmi(t − τm) contains all the information about stellar nucleosynthesis of a star of
mass m dying at the time t. In fact, Qmi(t− τm) corresponds to

∑︁
j Qmij(m)Xj(t− τm),

where Qmij corresponds to the element production matrix (Talbot & Arnett 1971). This
matrix takes into account both newly formed (originating from elements j ̸= i) and pre-
existing elements in a star of initial mass m, while Xj(t − τm) represents the abundance
of the element j in the star at its birth.
τm is the function which describes stellar lifetime as functions of stellar mass. It allows
to integrate in m Eq. (2.16), thus resulting fundamental in the computation of the integro-
differential chemical evolution equation. Throughout this Thesis, we adopt the two rela-
tions suggested by Schaller et al. (1992) and Kodama (1997), which show very similar
behaviours (see Romano et al. 2005).

Concening the four integrals in Eq. (2.16), we now list their meanings:

• the first integral refers to single stars in the mass interval [ML,MBm], namely stars
dying as CO WDs. ML represents the minimum mass of dying stars at a certain
time t (for t ≃ 14 Gyr,ML ≃ 0.8 M⊙). MBm is the minimum mass for binary
systems giving rise to a Type Ia SN: in our calculations we adopt MBm = 3M⊙, after
Matteucci & Greggio (1986);

• the second term refers to Type Ia SNe. In this formulation, we consider the binary
system as a unique star with the mass given by the sum of the primary and secondary
star. The two extremes of the integral are MBm and MBM , with MBM = 16 M⊙,
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requiring that the mass of each component cannot exceed m = 8M⊙ (i.e. the upper
mass limit for a star to end its life as a WD).
In Eq. (2.16) the Type Ia SN rate is calculated by assuming a SD scenario (Matteucci
& Recchi 2001). In this framework, a second internal integral in the variable µ =
m2/mB, namely the ratio between the mass of the secondary component (m2) and
the total mass of the binary (mB), is computed. The integral goes from µmin (i.e.
the minimum mass fraction producing to the Type Ia SN at the time t) and 0.5 and
contains the distribution function of the secondary mass fraction, f(µ):

f(µ) = 21+γ(1 + γ)µγ, (2.17)

where γ = 2 in order to favour µ values towards 0.5 (see Matteucci & Recchi 2001
for more details).
Outside of the integrals, the constant AIa is a free parameter representing the fraction
of binary systems able to produce a Type Ia SN and it is set to reproduce the observed
rate of Type Ia SNe in different galaxies. As can be seen in Eq. (2.16), in the SD
formalism the clock for the explosion is given by the lifetime of the secondary star
(τm2);

• the third integral represents the enrichment given by stars in the range [MBm,MBM ]
which do not produce Type Ia SNe . They can be either LIMS that end their lives as
WDs or, if m > 8 M⊙, CC-SNe;

• The last integral term refers to stars more massive thanMBM : all these stars end their
lives as CC-SNe. In our models, we assume an upper mass limit for stars contributing
to the chemical evolution MU , in agreement with the adopted IMF.

It is worth noting that in the adopted formulation we assume that all Type Ia SNe sys-
tems come from the SD scenario. However, as noted in 2.1.3, not all Type Ia SN systems
explode through this channel: for this reason, different formulations for the delay time
distribution (DTD) have been proposed in the past years, derived either from theoretical
principles (e.g. Greggio 2005) or observations (e.g. Totani et al. 2008).
In Matteucci et al. (2009) it has been shown that the adopted SD DTD by Matteucci &
Recchi (2001) is very similar to that related to the DD scenario of Greggio (2005). The
same happens for observationally inferred t∼−1 DTDs (e.g. Totani et al. 2008; Maoz &
Graur 2017). In fact, Totani et al. (2008) showed that a t−1 DTD is very similar to that of
Greggio (2005).
For this reason, even though the Matteucci & Recchi (2001) DTD is only representative of
the SD scenario, it can be considered an acceptable compromise to describe the delayed
pollution from the entire Type Ia SN population.
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2.3 Basic ingredients for dust evolution models

In addition to the basic ingredients for chemical evolution (see Section 2.1), dust modelling
requires few other fundamental building blocks. In particular, we need to take into account:

1. stellar dust production, i.e. dust yields;

2. dust processing in the ISM, i.e. dust growth and destruction.

In the next Subsections we look at these points in more detail.

2.3.1 Dust yields

AGB stars and SN explosions are fundamental players in the building up of dust mass
and represent the first environments where dust form. Depending on the physical structure
of the progenitor (type of star, mass, metallicity), different dust amounts and species can
originate.

In the following, we discuss the yields of dust by AGB stars, CC-SNe and Type Ia SNe
in the context of the most recent studies in the literature.

Dust from AGB stars

The amount of dust produced during most of the lifetime of LIMS is negligible: the low
amount of material in their ejecta and the physical conditions of their winds do not favor
dust formation (Gail et al. 2009). Hence, the formation of dust in LIMS can be restricted
to the final stages of their evolution and in particular to the AGB phase. In fact, the cold
envelope of AGB stars is a good environment to allow nucleation and formation of the first
dust-seeds, which can then escape from the star by means of a dust-driven wind (Höfner
& Olofsson 2018).
The dust species formed during the AGB-phase strongly depend on the surface composi-
tion of the star during this evolutionary phase (Ferrarotti & Gail 2006) and in particular
on their C/O ratio (Nanni et al. 2013). The surface composition is determined by the in-
terplay of complex physical processes which critically depend on the stellar mass and the
metallicity of the star (e.g. Ventura et al. 2012; Nanni et al. 2013; Dell’Agli et al. 2017).

In Fig. 2.5, we show the masses of dust and the main species produced in AGB models
by Dell’Agli et al. (2017) for different stellar masses and metallicities. For masses below
3-4 M⊙ carbon dust is mostly produced, since the third dredge-up (TDU) brings some
of the C processed in the internal layers to the stellar surface, favouring high C/O ratios
and hence a lot of carbon dust seeds. On the other hand, silicates are mostly produced by
massive AGB stars. The minor production of carbon dust is caused by the activation of
the hot bottom burning (HBB) process, in which the CNO cycle is activated at the base
of the convective envelope, thus decreasing the number of 12C nuclei and favouring lower
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Figure 2.5: Mass of dust produced by AGB models by Dell’Agli et al. (2017) at various metallicities. The
colorbar indicates the metallicity Z of the model. The thin, dashed line separates models producing
mostly silicates from those producing carbon-dust.

surface C/O ratios (Nanni et al. 2021).
Another difference between low-mass and high-mass AGB dust is the metallicity depen-
dence on the dust mass. This is also the effect of the different surface composition. For
low-masses, the C condensed into dust is primary6 and thus no previously formed seeds
are needed to form dust, resulting in rather similar dust yields for different metallicities.
For masses above 3-4 M⊙ instead, the low surface C abundance and the lower yields for
elements heavier than C (see Romano et al. 2010) indicate that metals already in place are
needed to produce dust.

To account for all these effects on AGB dust production, in this Thesis we adopt the
mass and metallicity dependent dust yields by Piovan et al. (2011) and Dell’Agli et al.
(2017).

Dust from CC-SNe

Massive stars and CC-SNe have been known to produce dust for a long time (e.g. Cer-
nuschi et al. 1967; Hoyle & Wickramasinghe 1970; Clayton 1979; Danziger et al. 1991).

6a primary element is directly synthetised from H and He. A secondary element needs metal seeds in the star to be produced.
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Figure 2.6: Total dust masses produced by Type II SN models by Bianchi & Schneider (2007) with (dashed
line) and without reverse shock (solid line) compared to observed cold dust masses in SN remnants
(green points) and models for individual SN remnants after the reverse shock passage. Data are from
Gomez et al. (2012); Temim & Dwek (2013) (Crab), Matsuura et al. (2011); Indebetouw et al. (2014)
(SN 1987A) and De Looze et al. (2017) (Cas A). Models for individual remnants are taken from Bocchio
et al. (2016).

CC-SNe are believed to be prolific dust factories. For instance, the large dust masses
found in high-redshift QSO hosts (e.g. Michałowski et al. 2010; Marrone et al. 2018) and
some high-redshift star forming galaxies (e.g. Laporte et al. 2017; Tamura et al. 2019) can
be explained by sources able to inject large amounts of dust in much less than 1 Gyr of
cosmic evolution. These timescales are in agreement with the typical timescales of SNe,
suggesting these sources as valuable candidates for the production of the observed dust
masses (with several indications of subdominant AGB contribution, see e.g. Schneider
et al. 2015).

However, we are far from having a clear picture on the exact mass of dust ejected from
these SNe. Despite the large number of measurments made in the past, there are still only
a few accurate estimations of dust masses in SNe and SN remnants (SNRs, e.g. Matsuura
et al. 2011; Gomez et al. 2012; De Looze et al. 2017).
Moreover, it is still unknown what is the real effect of the SN reverse shock, which can

destroy much of the dust produced in the same SN explosion. In fact, this shock has a
typical timescale of 104-105 yr, much longer than the lifetime of the historical SNe (e.g.
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Figure 2.7: Total dust masses produced by Type II SN models including the reverse shock mechanism by
Bianchi & Schneider (2007) (solid lines) and Piovan et al. (2011) (dashed lines) as function of stellar
mass. The colorbar indicates the ambient density in which the SN reverse shock develops. The black line
represent the Bianchi & Schneider (2007) without reverse shock.

Bianchi & Schneider 2007).
In Fig. 2.6, we show the detected dust mass in SNe and SNRs (green points) compared

with the predictions of the final dust mass in these SNRs after the reverse shock passage
(red points). The range of dust masses varies between ∼0.5 M⊙ and ≲0.01 M⊙ and re-
flects the variations in the models by Bianchi & Schneider (2007) without and with reverse
shock.
On the other hand, the dust destruction rates in reverse shocks depend on many factors,

such as: i) the ambient density, ii) the assumed destruction mechanisms, iii) the morphol-
ogy of the SNR and surrounding material, iv) the dust grain size distribution in the input
model. This leads to very different survival rates, from much more than 50% to much less
than 10% (see Gall & Hjorth 2018 for a review).

In order to account for these uncertainties, in this Thesis we adopt either models with
or without the reverse shock mechanism. In the case of the reverse shock, we test the
impact of different ambient densities nH , between 0.1 and 10 cm−3: the lower the density,
the higher the dust survival rate. This is clearly seen in Fig. 2.7, where we show the dust
masses produced by CC-SNe by the SN dust models adopted in this work, i.e. Bianchi &
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Schneider (2007) and Piovan et al. (2011) (solid and dashed lines, respectively).

Dust from Type Ia SNe

Type Ia SNe have been considered as contributors to dust enrichment of the ISM on theo-
retical bases in past chemical evolution models including dust treatment (e.g. Dwek 1998;
Calura et al. 2008; Zhukovska et al. 2008), where Fe dust yields from these sources were
considered.
However, during the last decade, observational data and theoretical studies have progres-
sively changed the role of Type Ia SN dust production. The search for newly-formed dust
in Type Ia SNRs has been performed by Spitzer and Herschel satellites, but most of the
observations do not detect any newly formed dust, attributing the IR emission to shocked
interstellar dust (Blair et al. 2007; Williams et al. 2012; Gomez et al. 2012). Also from a
theoretical point of view, net dust production by Type Ia SNe is unlikely: in the context of
the W7 model for Type Ia SNe, Nozawa et al. (2011) predicted that the dust formed in the
explosions is destroyed before it can be injected into the ISM.

For the reasons explained above, in this Thesis we generally assume that Type Ia
SNe are not producing dust, as already done in other recent works (e.g. Gioannini et al.
2017a,b). However, we make an exception on this assumption in Section 3.3, where we
allow Type Ia SN producing dust in some galaxies. The reason of such an unrealistic
assumption is to put an extreme upper limit to dust mass contribution in these galaxies.

2.3.2 Dust processing in the interstellar medium

Dust is not only produced by stars, but experiences several processes in the ISM that
change its mass and the dimension of the grains, giving rise to the so-called "dust cycle"
(see Section 1.2). On the one hand, processes are either acting in increasing the dust mass
(dust growth/accretion, e.g. Savage & Sembach 1996) or cycling dust back to the ISM gas
(dust destruction, e.g. McKee 1989). At the same time, other mechanisms affect the grain
size distribution, increasing (coagulation of grains, e.g. Chokshi et al. 1993) or decreasing
(shattering of grains, e.g. Biermann & Harwit 1980) dust grain dimensions.
Here we consider only the evolution of the total amount of dust and its chemical com-
position during the cosmic time. Hence, in this work we do not take into account all the
processes affecting the grain-size distribution.

In what follows, we describe in detail the different events responsible for dust accretion
and destruction, introducing the formalism adopted in the models for dust evolution.
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Dust accretion

During galactic evolution, dust grains in the ISM can grow in mass and size owing to the
accretion of metal particles in the gas onto the surface of the grains. This process occurs
mostly in the coldest and densest regions of the ISM, i.e. in molecular clouds, and has the
effect of increasing the global amount of interstellar dust.
For this reason, dust accretion is believed to be a fundamental ingredient in dust chemical
evolution both in the local Universe and at high redshift, as pointed out by many studies
(e.g. Dwek 1998; Hirashita & Kuo 2011; Asano et al. 2013; Mancini et al. 2015; Ginolfi
et al. 2018). In particular, grain growth in the ISM is required to explain the large observed
depletion rates of Fe, since the main producers of this element (Type Ia SNe) do not seem
to contribute to dust production (e.g. Nittler et al. 2018).

Since the pioneering work of Dwek (1998), the dust growth has been treated in terms
of a typical accretion timescale τaccr:

Ṁdust,accr =
Mdust

τaccr
. (2.18)

To find this timescale, we should consider the conditions in which accretion takes place.
Since more efficient accretion happens in cold dense regions of the ISM, the higher the
mass of ISM within molecular clouds, the higher the rate of dust accretion. At the same
time, the higher the fraction of metals in dust in the ISM the less the gas available to
be accreted. Moreover, τaccr has to take into account the characteristic growth timescale
within a cloud, which depends on the physical conditions found in these regions and on
the typical dust grains dimension (Asano et al. 2013).

In this Thesis, we consider all these ingredients by adopting well-tested prescriptions
from the literature (Hirashita 2000; Asano et al. 2013), already adopted in chemical evo-
lution models by Gioannini et al. (2017a,b).

Dust destruction

Dust grains do not only grow, but also experience destruction in the ISM. Thermal sput-
tering, evaporation in grain-grain collision, thermal sublimation, or desorption are some
examples of the various dust destruction processes. However, the most important mech-
anism for cycling dust back to the gas phase resides in the sputtering of the ISM in high
velocity SN forward shocks (Dwek & Scalo 1980; McKee 1989; Jones et al. 1994). On-
going dust destruction of swept-up ISM dust grains has in fact been observed in several
SNRs (e.g. Arendt et al. 2010; Dopita et al. 2016).

Similarly to what is assumed for dust accretion, chemical evolution models express the
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dust destruction in terms of a typical timescale for grain destruction τdestr:

Ṁdust,destr =
Mdust

τdestr
. (2.19)

Since only SNe are considered to be able to destroy grains, the timescale will be inversely
proportional to the total SN rate (here including both CC and Type Ia SNe). At the same
time, the amount of dust destroyed by a SN shock depends on the mass swept by the shock
itself and on the efficiency of grain destruction by this mechanism.
The product of these two latter values depends on the physical conditions of the ISM, such
as the temperature and the density of the medium (McKee 1989; Zhukovska et al. 2008).
In this scenario, the ISM metallicity plays a role in setting the destruction timescale: for
higher metallicities, the line cooling of metals is more efficient, leading to a lower temper-
ature and higher density and thus limiting the amount of swept gas (Asano et al. 2013).

For this reason, in this Thesis we take advantage of the detailed, metallicity dependent,
prescriptions by Asano et al. (2013), previously tested by the works of Gioannini et al.
(2017a,b).
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2.4 Dust evolution equations

In this Thesis, we use the same approach first used by Dwek (1998) and Calura et al. (2008)
and later adopted by Grieco et al. (2014) and Gioannini et al. (2017a). The equation for the
dust evolution is similar to Eq. (2.15), but it includes other terms describing all the physical
processes changing the mass distribution of dust in the ISM, besides dust production by
stars. By defining:

Gi,dust = G(t)Xi,dust(t) (2.20)

as the normalized mass of the element i at the time t in the dust phase, with Xi,dust as the
dust mass fraction of the element i, we can write:

Ġi,dust = −ψ(t)Xi,dust(t) +Ri,dust(t) + Ġi,dust,accr(t)+

−Ġi,dust,destr(t)− Ġi,dust,w(t).
(2.21)

We note in Eq. (2.21) the absence of the infall term: the assumption of no dust infall is
naturally explained by the usual primordial composition for infall in the models and that
dust is composed by metals.
As said above, the dust evolution equation considers all the processes governing the "dust
cycle" for a given element. We now summarize Eq. (2.21) right hand side terms meaning:

• ψ(t)Xi,dust(t) concerns the process of dust astration, i.e. the process of removal of
dust from the ISM by star formation;

• Ri,dust(t) is the rate at which the element i is restored into the ISM from stars in the
dust phase. The term is also called dust production rate (DPR);

• Ġi,dust,accr refers to the dust accretion rate (DAR) for the element i, i.e. dust mass
enhancement due to grain growth by accretion processes in the ISM;

• Ġi,dust,destr is the dust destruction rate (DDR) for the i-th element, namely the rate of
dust mass decrease by SN forward shock destruction;

• Ġi,dust,w indicates the rate of dust in the form of element i expelled by galactic winds.
In our models, we assume a coupling between ISM dust and gas, assuming the same
mass loading factor ω for the gas and dust models.

In what follows, we focus on the three terms regulating the dust cycle, i.e. the dust pro-
duction, accretion and destruction rates.
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2.4.1 Dust production rate

Ri,dust(t) represents the rate of dust production of a given element i by stellar sources at a
certain time t. In the context of Eq. (2.21), it takes the following form:

Ri,dust(t) =

∫︂ MBm

ML

ψ(t− τm)δ
AGB
i Qmi(t− τm)φ(m) dm+

+ AIa

∫︂ MBM

MBm

φ(m)

[︃ ∫︂ 0.5

µmin

f(µ)ψ(t− τm2) δ
Ia
i Qmi(t− τm2) dµ

]︃
dm+

+ (1− A)

∫︂ 8M⊙

MBm

ψ(t− τm)δ
AGB
i Qmi(t− τm)φ(m) dm+

+ (1− A)

∫︂ MBM

8M⊙

ψ(t− τm)δ
CC
i Qmi(t− τm)φ(m) dm+

+

∫︂ MU

MBM

ψ(t− τm)δ
CC
i Qmi(t− τm)φ(m) dm.

(2.22)

Recalling Eq. (2.16), we note that the above expression is very similar, but with some
crucial differences. The terms δAGBi , δIai and δCCi are added relative to Eq. (2.16). These
δ terms are the condensation efficiencies, namely the fraction of the element i expelled by
stars (AGB, Type Ia and CC-SNe) which goes into the ISM in the dust phase. Combined
with Qmi(t − τm), they give the dust yields as described in the previous Section (Bianchi
& Schneider 2007; Piovan et al. 2011; Dell’Agli et al. 2017), which depend on the mass
and the metallicity of the progenitor star. The adoption of such literature values represents
a big step forward relative to older model prescriptions (Dwek 1998; Calura et al. 2008),
in which δ values were arbitrary and based on very simple assumptions.
It is also worth reminding that we generally set to zero the condensation efficiencies by
Type Ia SNe, except for some special cases in Section 3.3. In the case we set δIai = 0, the
term describing the dust output by Type Ia SNe can be totally neglected.

2.4.2 Dust accretion and destruction rates

As already mentioned in 2.3.2, the terms describing the rates of dust accretion and destruc-
tion of a given element i in the ISM can be written in terms of typical timescales.

For the DAR (Eq. (2.18)), we have τi,accr as the typical timescale of accretion for the i-
th element in the dust phase. For this term, we adopt the formalism introduced by Hirashita
(2000):

τi,accr =
τg

Xcl(1− fi)
. (2.23)

49



Chapter 2. Chemical and dust evolution models

where Xcl is the mass fraction of dense cold clouds in a galaxy and fi = Gi,dust/Gi the
dust-to-gas ratio (DGR) for the i-th element. We set Xcl increasing from irregular to spiral
and spheroidal galaxies, according to the increasing star formation efficiency (and hence
the presence of cold gas available for star formation) in these galaxy types. Concerning the
characteristic dust growth timescale within a molecular cloud τg, we take the expression
from Asano et al. (2013):

τg = 2.0 · 107 ×
[︃

a

0.1µm
·
(︃

nH
100cm−3

)︃−1

·
(︃

T

50K

)︃−1/2

·
(︃

Z

0.02

)︃−1]︃
[yr], (2.24)

which allows us to link τg with the metallicity Z. To reproduce the physical conditions en-
countered in molecular clouds as well as the properties of typical dust grains, the physical
parameters in Eq. (2.24) are set to T = 50 K for the temperature, nH = 100 cm−3 for the
cloud density and a = 0.1 µm for the typical size of grains.

For the DDR (Eq. (2.19)), τdestr is the typical timescale of dust destruction. For the
computation of this timescale, we rely on the expression reported by Calura et al. (2008)
describing the relation of τi,destr with the SN rate:

τdestr =
MISM

(ϵ ·Mswept)SNrate

, (2.25)

where Mswept is the ISM mass swept and ϵ is the efficiency of grain destruction in the ISM
by a SN shock. For these terms, we adopt the values proposed by Asano et al. (2013), in
which it was suggested a destruction efficiency ϵ = 0.1 and a swept mass by the SN shock
decreasing with metallicity (see 2.3.2):

Mswept = 1535 ·n−0.202 · (Z/Z⊙ + 0.039)−0.289 [M⊙], (2.26)

where we assume n = 1 cm−3 as the ISM density surrounding the SN environment. Al-
though different densities are expected in different galactic environments, we decide to
keep this value fixed, since order of magnitude variations in n provide much less than
factor 2 differences in Mswept.
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CHAPTER3
Elements and dust through cosmic evolution

THE UNIVERSE is made of billions of galaxies that show different morphological
properties, which correspond to different stars and gas content.
Therefore, it is of great interest to study the process of galaxy evolution in different

systems. Apart from the Milky Way (MW) and few other galaxies of the Local Group, this
can be done by looking at distant galaxies, that probe the Universe up to its earliest times.
However, one of the main issues in studying these systems is that one needs to account for
the presence of interstellar dust, which deeply influences our view of the distant universe.

Therefore, in this Chapter we focus on the study of intermediate and high-redshift
systems by means of chemical evolution model including dust. First, we describe the
basic constraints for chemical and dust evolution models in different types of galaxies.
Then, we focus on high-redshift starburst galaxies, i.e. extreme systems with very high
star formation rates: in particular, we analyse the complex interplay between the initial
mass function and dust in these objects. The results presented here are also described in
the published paper Palla et al. (2020a). Finally, we concentrate on a much larger spatial
scale: in particular, we study the evolution of dust masses and dust-to-gas ratios in galaxy
clusters volumes. The obtained results have been published in a refereed paper by Gjergo,
Palla et al. (2020).
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3.1 Modelling chemical evolution and dust in different galaxies

As mentioned in 1.3.1, at the time of discovery of external galaxies in the early 20th

century, it was already clear that these show a different morphological structure (Hubble
1926). In particular, the galaxy population can be divided into three main groups, i.e.
i) spheroids/elliptical galaxies, ii) spiral galaxies and iii) irregular galaxies. Since then,
further photometric and spectroscopic observations allowed us to understand that these
differences in morphology correspond to variations in their stellar populations (age and
metallicity) as well as in their gas content.
It is now widely accepted that the variations of the gas and the stellar content between these
galaxies, with progressively older, metal rich stellar populations and lower gas content
from irregulars to spheroids/ellipticals, are driven by the different star formation history
(SFH) experienced by the galaxies. In fact, star formation (SF) has a central role in the
formation and in the evolution of galaxies (Matteucci 2001; Pagel 2009; Matteucci 2012).

Therefore, we have to develop different chemical evolution models for different galac-
tic morphological types, in order to follow the different SFH experienced by the different
galaxies. However, as seen in 1.3.2, interstellar dust deeply influences our view of the
distant universe (e.g. Hauser & Dwek 2001) by affecting the chemical abundances we are
collecting for these objects.
Hence, dust evolution must be taken into account to properly trace these objects. This can
be used either for computing global dust quantities, such as dust masses and dust-to-gas
ratios in galaxies, as well as to predict the evolution of chemical abundances in the gas
phase only, which may suffer by dust depletion.

In the following, we describe the main parameters of models meant to follow both
chemical and dust evolution of galaxies of different morphological type. The set up is
chosen to reproduce the most important observables about the SFH (e.g. star formation
and supernova rates, gas fraction) and dust evolution (e.g. dust-to-gas ratios, total dust
masses). In this Section we also compare the predictions of the models with relevant data
from the literature.

3.1.1 Chemical evolution parameters

We adopt specific chemical evolution models for the different galaxy types (i.e. irregular,
spirals, spheroids/ellipticals) in order to reproduce the major observational constraints for
the different objects.

All the models developed in this Chapter drop the instantaneous recycling approxima-
tion and assume that galaxies formed by primordial gas infall which accumulates into a
preexisting dark matter halo on different timescales and evolve suffering galactic winds.
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Table 3.1: Input parameters for typical reference chemical evolution models adopted for galaxies of different
morphological type.

Model Minf (M⊙) τinf (Gyr) ν(Gyr−1) ω

Irregular (I) 5× 109 10 0.1 0.5

Spiral (Sp) 5× 1010 7 1 0.2

Spheroid (E) 1011 0.3 15 -(1)

Notes: (1) adopted the "sudden wind" formulation (see 2.1.4).

The main differences among the models for different galaxy types are the assumed star
formation efficiency (SFE, see Eq. (2.4)), the timescale for gas infall (see Eq. (2.10)),
which determine the history of star formation, i.e. the main driver of galaxy evolution, the
wind mass loading factor (see Eq. (2.12)) and the infall mass.
We start our work by building reference models for typical galaxies of each morphological
type. In this way, we are confident of adopting realistic models for each galaxy morphol-
ogy and to be able to follow the galaxy evolution of each type since the beginning and until
the present time. In Tab. 3.1 the basic assumptions (galaxy mass, infall timescale, SFE,
galactic wind parameter) are shown for the reference models. We adopt the same IMF (an
extrapolation of Salpeter 1955, see 2.1.2) for all these reference models and focus only on
variations in the above mentioned parameters.

In Fig. 3.1, we show the variation in the star formation rate (SFR, upper panel), gas
fraction (Mgas/Mtot, central panel) and metallicity relative to the solar value (Z/Z⊙, lower
panel) for these reference chemical evolution models.
We see in Fig. 3.1 upper panel that for the spheroidal/elliptical galaxy model we have a
very high initial SFR (≳ 100 M⊙ yr−1). This burst of star formation drives a very fast
build-up of metals (Fig. 3.1 lower panel) that reaches supersolar values within few 0.1
Gyr (see also, e.g. Calura et al. 2014). The burst is then followed by an abrupt decline due
to the occurrence of a galactic wind, which devoids the galaxy of the gas residual from
star formation (Fig. 3.1 central panel). This wind occurs approximately 1 Gyr after the
beginning of star formation: this is a good approximation for elliptical galaxies, as real
early-type galaxies have less than 1 per cent of their stellar population younger than 3 Gyr
(Salvador-Rusiñol et al. 2019), and ensures to reproduce several observational constraints
of local ellipticals (e.g. Matteucci 1994; Pipino & Matteucci 2004). In the case of the
spiral and irregular galaxies, instead, star formation lasts until the present time, with pro-
gressively lower SFR values, higher gas fractions and slower metals build-up in the ISM
gas from spirals to irregulars. As it can be seen in Fig. 3.1 upper panel, we check that the
present time absolute SFRs for the reference spiral and irregular galaxy models do repro-
duce the values found for the MW disc (SFRMW = 1.9±0.4 M⊙ yr−1, Chomiuk & Povich
2011) and the Small Magellanic Cloud (SMC, SFRSMC = 0.053+0.03

−0.02 M⊙ yr−1, Rubele
et al. 2015), which are two typical examples of a spiral disc and an irregular galaxy. More-
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Figure 3.1: SFR (upper panel), gas fraction (middle panel) and metallicity (lower panel) as function of
evolutionary time for typical models of different galaxy types. Present time SFR data are taken from
Chomiuk & Povich (2011) (green point) and Rubele et al. (2015) (blue point) for the Galaxy disc and for
the Small Magellanic Cloud, respectively. Observed present day gas fraction and metallicity (normalised
to Asplund et al. 2009) are taken from Grieco (2015).
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Table 3.2: Ranges of input parameters explored for the chemical evolution models for galaxies of different
morphological types.

Models Minf (M⊙) τinf (Gyr) ν(Gyr−1) ω

Irregulars 5× 107 < M < 5× 109 1 < τ < 12 0.01 < ν < 0.25 0.5 < ω < 2

Spiral discs 1010 < M < 1011 4 < τ < 8 1 < ν < 3 0.1 < ω < 0.5

Spheroids 3× 1010 < M < 1012 0.2 < τ < 0.5 5 < ν < 20 -(1)

Notes: (1) adopted the "sudden wind" formulation (see 2.1.4).

over, it is worth noting that such histories of star formation were already tested in previous
chemical evolution papers (e.g. Grieco et al. 2012; Gioannini et al. 2017b) and ensure that
we can reasonably reproduce the characteristics of a galaxy of a given galactic morpho-
logical type (see Fig. 3.1).
As explained in 1.3.1, the different SFHs shown in Fig. 3.1 give rise to different be-
haviours in the [X/Fe] vs. [Fe/H] diagram as a consequence of the so-called "time-delay
model" (Matteucci 2001, 2012). In this way, we can discriminate between the different
types of galaxies by means of their observed chemical abundance ratios, which can be
accurately predicted by our detailed chemical evolution models.

However, since real galaxies show a distinctive spread in their properties, we can allow
variations in the main parameters describing the SFH of galaxies. In particular, during this
Thesis we also consider ranges of values for the parameters expressed in Tab. 3.1 (galaxy
mass, infall timescale, SFE, galactic wind parameter) for irregular, spiral and elliptical
galaxy models. These ranges are shown in Tab. 3.2 and are chosen in such a way to still
reproduce the main chemical properties of local ellipticals (e.g. Pipino & Matteucci 2004;
De Masi et al. 2018), spiral (e.g. Cescutti et al. 2007) and irregular galaxies (e.g. Lan-
franchi & Matteucci 2003, see also Calura et al. 2009a). Moreover, different IMFs can be
adopted to better describe the behaviour of different galaxies. As for example, the Scalo
(1986) IMF fits better the features of spiral discs than the Salpeter (1955) IMF (Chiappini
et al., 2001; Romano et al., 2005), while for more massive spheroids an overabundance of
massive stars (i.e. a top-heavy IMF) at early times is necessary to explain multiple features
(e.g. Gibson & Matteucci 1997; De Masi et al. 2018; Zhang et al. 2018, see Section 3.2
for more information).
Despite of the differences relative to the reference models, it is worth noting that the pa-
rameter variations as well as the changes in the IMFs preserve the typical SFHs for the
different type of galaxies and allow the "time-delay model" working.

Despite Gaia mission results (Gaia Collaboration et al. 2018) suggested that mergers
may play a significant role in the MW first phases of evolution, in our work we do not
consider galaxy interactions. Several chemical evolution papers have demonstrated that
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interactions can be simulated by enriched gas infall from a companion galaxy (Spitoni,
2015; Spitoni et al., 2016a) and it was demonstrated (e.g. Spitoni 2015) that external,
primordial infall is more important than enriched one, especially in the early phases of
galaxy evolution. We will come back to this point also in Section 4.2.

3.1.2 Dust evolution parameters

The different SFH experienced by different galaxies is not the only thing we have to deal
with in this Chapter. Dust is a key player in both the observations and the evolution of
these astrophysical systems.

From our point of view, dust depletes the galactic ISM by important amounts of their
gaseous metals, changing the elemental abundance ratios in the ISM gas due to the dif-
ferent depletion rates of different elements (i.e. refractory and volatile, see 1.2.1, 1.3.2).
This deeply affects our knowledge of the chemical composition of distant galaxies. In fact,
the ISM abundances are inferred by means of absorption or emission line features in rest
frame UV/optical spectra: these observations reveal only the chemical composition of the
gas phase, leaving undetected the elemental particles embedded in the dust phase. Hence,
without dust modelling our interpretation of observational data would risk to be partially
or, in the worst case, totally wrong, leading to deceptive conclusions.

On the other hand, many issues regarding overall dust quantities are far from being
completely understood. The substantial progress made in the interstellar dust field in the
past years has allowed a more thorough understanding of galactic dust especially in lo-
cal galaxies, even if some issues still remain (e.g. De Looze et al. 2020; Galliano et al.
2021). However, the situation is more critical when we look at high-redshift galaxies (e.g.
Graziani et al. 2020) as well as at larger volume scales (Gioannini et al. 2017b; Gjergo
et al. 2018), where the uncertainties concerning the evolution of dust are hampering the
building of a global, consistent picture of this ISM component. For this reason, it is also
vital to look at the global behaviour of dust relations in different astrophysical objects to
pin down important constraints on dust evolution.

In order to do so, we build dust evolution models considering the main processes affect-
ing the dust amount in the ISM, i.e. astration by SF, production by stars, accretion in cold
dense regions of the ISM and destruction by SNe shocks. These processes are accounted
by adopting well tested dust prescriptions form the literature (see Section 2.3). In partic-
ular, we adopt either dust yields from Piovan et al. (2011) or Dell’Agli et al. (2017) and
Bianchi & Schneider (2007) or Piovan et al. (2011) for AGB and CC-SNe, respectively,
whereas accretion and destruction terms are taken from the work by Asano et al. (2013).
Most of these prescriptions have been already tested in previous works (e.g. Gioannini
et al. 2017a,b; Vladilo et al. 2018; Palla et al. 2020c). However, in the light of more recent
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Figure 3.2: Dust-to-gas ratio vs. log(O/H)+12 achievable by our chemical evolution models for irregular
(blue area) and spiral (green area) galaxies. Data for irregulars are from the DGS survey (blue pen-
tagons) whereas those of spiral discs form the KINGFISH survey (green triangles). Yellow and blue
stars represent the dust-to-gas ratio observed in the solar neighbourhood (Zubko et al. 2004) and in
the Small Magellanic Cloud (Leroy et al. 2007), respectively. The gray dashed line expresses a linear
relation between the dust-to-gas ratio and the metallicity. Typical data errors are expressed by the grey
cross in the bottom-right corner.

dust data, we further check whether our chemical evolution models are able to reproduce
the most important constraints coming from the observed dust-related scaling relations.
For this reason, in Fig. 3.2 and 3.3 we compare the results of the models with current
data for irregular, spiral and spheroidal/local elliptical galaxies. In order to account for
the distinctive spread in the properties of the different galaxy types, the models in these
Figures follow the SFH prescriptions as described in Tabs. 3.2 and 3.2. The same is done
for stellar dust production prescriptions, which allows for different dust masses produced
by stars depending on the efficiency of the reverse shock density (see 2.3.1). On this side,
it is worth noting that in these Figures we adopt stellar dust production yields by Piovan
et al. (2011). However, we check that similar results are obtained by using Bianchi &
Schneider (2007) and Dell’Agli et al. (2017) prescriptions.

In Fig. 3.2, we show the comparison of a bunch of models which reproduce the main
physical and chemical properties of irregular and spiral galaxies with recent literature data
for the dust-to-gas ratios (DGRs) in local samples of galaxies. In particular, we use for
this comparison selected subsamples of the Dwarf Galaxy Survey (DGS, Madden et al.
2013, blue points), that consists of mostly dwarfs galaxies, and the KINGFISH survey
(Kennicutt et al. 2011, gas and dust masses are from Rémy-Ruyer et al. 2014, 2015, green
points), which is composed by more metal-rich, spiral galaxies.
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Figure 3.3: Dust mass in proto-spheoids (local ellipticals) galaxies as a function of redshift (lower x-axis)
and time from galaxy formation (upper x-axis). Red area covers the dust mass values predicted by
models. Data are dust masses (filled circles) and upper limits (triangles) for Lyman Break Galaxies and
Lyman-α Emitters (yellow, Maiolino et al. 2015; Watson et al. 2015; Ota et al. 2014; Knudsen et al.
2017; Laporte et al. 2017; Tamura et al. 2019) and sub-mm galaxies (magenta, Cooray et al. 2014;
Zavala et al. 2015, 2018; Marrone et al. 2018).

By looking at this Figure, our models for irregular and spiral disc galaxies successfully
reproduce the general behaviour of DGRs in local galaxies. Moreover, the regions covered
by the spiral and irregular models reproduce the DGR of the solar neighborhood (BARE-
GR-S model of Zubko et al. 2004, yellow star) and the one measured in the SMC (Leroy
et al. 2007, blue star), respectively.

For what concerns spheroids/local elliptical galaxies, we compare the dust masses pre-
dicted by our models with high-redshift data, as shown in Fig. 3.3. Here, we assume that
galaxies form at redshift z = 10 and evolve in a flat Λ-cold dark matter (ΛCDM) cosmol-
ogy with H0 = 70 Km s−1 Mpc−1 and Ωm = 0.3.
The adopted chemical and dust evolution prescriptions allow us to reach very high dust
masses (i.e. up to ≳ 108 M⊙) already at redshifts z ∼ 8: this is due to a very fast metal
formation driven by a very strong burst of star formation (see Fig. 3.1), that triggers a very
fast dust mass buildup. As it can be seen in Fig. 3.3, the predicted trend reproduces the
observed dust masses in very high-redshift Lyman Break Galaxies (yellow symbols), that
are thought to be the star forming progenitors of local elliptical galaxies (e.g. Matteucci &
Pipino 2002; Pipino et al. 2011). However, we also see that the predictions are generally
lower than what observed in sub-mm galaxies (magenta symbols), even wehen adopting
the most efficient CC-SN dust production prescriptions (see Fig. 2.7). However, the strug-
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gling of the galaxy models to reproduce these extremely high dust masses is well known in
literature and it is named as the "dust-budget crisis" problem (e.g. Rowlands et al. 2014).
For this reason, in Section 3.2 we try to give a possible interpretation and solution to this
issue.
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3.2 Starburst galaxies at high-z: an IMF or dust matter?

3.2.1 Introduction

The stellar IMF influences most observable properties of stellar populations, as it regulates
the relative fractions of low- and high-mass stars within them. Massive stars (i.e. the stars
with mass > 8 M⊙) are known to be the main producers of α-elements over short (≤ 30
Myr) timescales. On the other hand, the bulk of Fe in a galaxy is known to be produced by
Type Ia SNe (originating from low and intermediate mass stars) over timescales that can
even reach or exceed the Hubble time (Matteucci & Greggio 1986; Matteucci & Recchi
2001). Additionally, even when not entering in the cycle of production and recycling of
elements, low mass stars affect the chemical evolution by locking baryonic matter away
from the ISM. Owing to these differences, chemical abundance ratios have been used
as powerful instruments for reconstructing the star formation history of galaxies and the
shape of the prevailing IMF (e.g. Matteucci 1994, 2012).
However, the implications of IMF variations go well beyond chemical abundances and
affect many other properties of a galaxy. Low mass stars are the main contributors to the
present time stellar mass budget (Kennicutt 1998), while massive stars dominate the inte-
grated light of galaxies (Conroy & van Dokkum 2012a). Furthermore, these latter strongly
influence the amount of energetic feedback produced by stellar winds and SNe.

At present, a complete theory able to explain the origin of the IMF does not exist yet.
In fact, previous works concentrate on single aspects of the star formation process, such
as the effect of molecular flows and protostellar winds (e.g. Silk 1995; Krumholz et al.
2011), of the Jeans mass (Larson 1998, 2005), of gravitational fragmentation and of the
thermal physics (Bonnell et al. 2007; Hopkins 2013; Chabrier et al. 2014).

Another fundamental issue not yet clarified concerns the universality of the IMF. As
mentioned in 2.1.2, direct star counts in star forming regions and clusters support the
adoption of an invariant IMF in the form of a power-law, with a turn-off at masses < 1
M⊙ (e.g. Kroupa et al. 1993; Kroupa 2001; Kroupa et al. 2013, but see Schneider et al.
2018). The invariance of the local IMF has been invoked for a long time to support claims
for its universality, but a direct confirmation of this through star counts in external galaxy
is precluded by our observational capabilities.
However, there are plenty of observational evidences supporting variations in the IMF rela-
tive to the solar vicinity. As for example, gravity sensitive features (e.g. NaI λλ8183,8195
doublet, Wing-Ford FeH band at 9900 Å; CaT at λ8498,8542 and 8662 Å) in galaxy inte-
grated spectra are powerful tools to constrain IMF variations in the low-mass end in local
elliptical galaxies. By using these features, several works agree in observing a trend of the
IMF becoming bottom-heavier (i.e. favouring the presence of low mass stars) in more mas-
sive galaxies (e.g. Saglia et al. 2002; Cenarro et al. 2003; Conroy & van Dokkum 2012a,b;
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La Barbera et al. 2013; Spiniello et al. 2014). On the other hand, various other studies
indicate that a high-redshift top-heavy IMF seems to be required to explain several prop-
erties of massive galaxies. These properties include the observed evolution of the optical
luminosity density (Larson 1998), the integrated [α/Fe] ratios (Calura & Menci 2009; De
Masi et al. 2018) and the colour-luminosity relation (Gibson & Matteucci 1997) in local
spheroids, the observed galaxy number counts in the infrared (IR) band and at submilli-
metric wavelengths (Baugh et al. 2005), the isotopic ratios in high-z starbursts (Romano
et al. 2017; Zhang et al. 2018) and the discrepancy between the observed present-day stel-
lar mass density and the integral of the comoving SFR density (Davé 2008). Arguments
in favour of a top-heavy IMF in high-redshift starbursts are provided also on independent
grounds by Papadopoulos et al. (2014). Such results are supported by observations of star-
forming galaxies at low-to-moderate redshift (Gunawardhana et al. 2011), with the high
mass slope of the IMF becoming flatter (hence providing a top-heavier IMF) in objects
with higher star formation activity, as it might be the case for the progenitors of more
massive galaxies.

The IGIMF

In this complex framework, a significant role is played by the integrated galactic initial
mass function (IGIMF) theory (see Kroupa & Weidner 2003; Weidner & Kroupa 2005 for
earlier formulations, while latter developments are presented in Yan et al. 2017; Jeřábková
et al. 2018).

As mentioned in 2.1.2, this formulation is based on few basic empirical evidences re-
lated to the birth of stars in local star-forming environments, which include the facts that:
(i) stars form in a clustered mode (Lada & Lada 2003; Megeath et al. 2016), i.e. in groups
of at least a few stars in local over-densities, called embedded star clusters; (ii) within each
embedded cluster, the stellar/canonical IMF can be derived from observations and it is well
approximated by a multiple power-law form (Massey & Hunter 1998; Pflamm-Altenburg
et al. 2007; Yan et al. 2017 and references therein); (iii) stellar clusters are distributed ac-
cording to a single-slope power law (Lada & Lada 2003) and (iv) the upper mass end of
the embedded cluster mass function has been found to depend on the SFR of the galaxy
(Weidner & Kroupa 2004).
A schematic view of the IGIMF formulation is shown in Fig. 3.4: as it is evident from the
Figure, the IGIMF is just the sum of all the IMFs of star-forming regions (i.e. embedded
clusters) belonging to a given galaxy.

An important consequence of this particular formulation is that the integrated IMF in
disc galaxies (e.g. the MW) is generally steeper than the stellar IMF within each single
star cluster (Kroupa & Weidner 2003), with evident implications in the chemical evolution
for the solar neighbourhood (see Calura et al. 2010).
In the last years various studies have been carried out to assess the effects of the IGIMF on
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gwIMF

cIMF

IMF

IMF

IMF

cIMF

Figure 3.4: Adapted from Jeřábková et al. (2018). Schematic showing of the IGIMF (here gwIMF) for-
mulation. Galaxy field population is represented by red and orange stars. The newly formed stellar
populations are indicated by circles that represent the embedded star clusters, with colour and dimen-
sion according to the stellar cluster mass. Here, IMF stands for the stellar/canonical IMF within an
embedded clusters, while cIMF is the sum of the IMFs over larger regions within the galaxy.
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galactic chemical evolution in different environments characterised by different star for-
mation histories, ranging from dwarf galaxies (Vincenzo et al. 2015; Lacchin et al. 2020;
Yan et al. 2020) to local elliptical galaxies (Recchi et al. 2009; De Masi et al. 2018; Yan
et al. 2019).

In this Section, we follow on these studies and apply the IGIMF suggested by Weidner
et al. (2011) to the study of high-redshift starburst galaxies, i.e. objects that are experienc-
ing a very strong burst of star formation. It is worth noting that this IGIMF formulation
is specifically built for such objects: in fact, Weidner et al. (2011) extended the original
Kroupa & Weidner (2003); Weidner & Kroupa (2005) theory to systems characterised by
high star formation rates (SFR > 10 M⊙ yr−1), showing that in the most active star-
forming objects, i.e. in very massive and compact systems, the resulting IMF becomes
top-heavy, with strong consequences on chemical enrichment and stellar feedback.
We point out that a novel SFR and metallicity dependent formulation of the IGIMF was
recently proposed by Yan et al. (2017) and Jeřábková et al. (2018). However, we reserve
the implementation of such new formulation to future work.

Dust at high-redshift: SN production or grain growth?

Unfortunately, the IMF is not the only concern when dealing with starburst galaxies at
high-redshift. In fact, the origin and composition of dust grains at high-redshift is highly
uncertain and current literature is divided on the origin of cosmic dust. Dust formation
by AGB stars (e.g. Valiante et al. 2011), SNe (e.g. Gall et al. 2011a; Ferrara et al. 2016;
Gall & Hjorth 2018) or accretion of dust in the ISM (e.g. Draine 2009; Hirashita 2012;
Graziani et al. 2020) have been alternatively claimed as major dust sources. The different
conclusions reached by advanced chemical evolution models and large scale cosmological
simulations suggest that their output is highly dependent on the still uncertain physical
prescriptions adopted for the formation, growth and destruction of dust.

In the understanding of the most important dust factory, a crucial role is played by the
impact of the reverse shock mechanism in dust production by CC-SNe (see 2.3.1).
Under the assumption of efficient SN reverse shock dust destruction, we need efficient
dust accretion in the ISM (e.g. Draine 2009; Mancini et al. 2015) to regain the very large
dust masses observed in high-redshift galaxies (see Fig. 3.3), if AGB stars are not efficient
dust producers on short timescales (e.g. Leśniewska & Michałowski 2019). However, dust
accretion in the ISM encounters some theoretical problems at high-redshift. In particular,
the physical conditions are far from similar to those seen today in the MW (Ceccarelli et al.
2018): as demonstrated by Ferrara et al. (2016), grain growth cannot happen efficiently in
dense molecular clouds (MC) in these environment, and also accretion in the cold neutral
medium poses severe theoretical challenges due to the higher cosmic microwave back-
ground (CMB) temperature (see also Zhukovska et al. 2018).
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For this reason, some works claim that the observed dust masses at high-redshift can be
simply explained by dust production from SNe at a rate that is consistent with the dust
masses measured in SN remnants (e.g. Gall & Hjorth 2018). Even if the reverse shock
passage is far from being complete in these objects (see, e.g. Bocchio et al. 2016), they
claim that this SN remnant dust-dust production correlation sets at least a strong constraint
for other dust mechanisms (i.e. dust accretion and destruction in the ISM), that must obey
to this relation. On the other hand, it has to be said that grain growth in the ISM is re-
quired to explain the large depletion rates of Fe, whose main producers (Type Ia SNe) do
not seem to contribute to dust production (e.g. Nittler et al. 2018).

It is worth noting that the present work is the first in which a detailed treatment of dust
is included in chemical evolution models with the IGIMF.
The inclusion of dust is particularly insightful for many reasons. First, we can test directly
the interplay between various parameters, including the environmental dependent IMF, in
determining the abundance pattern in high-redshift galaxies and how these parameters in-
fluence the growth of the dust mass. Moreover, differential dust depletion can solve the
discrepancy between previous chemical evolution models and the observed [α/Fe] ratios
in high-redshift starbursts (Matteucci & Pipino 2002; Pipino et al. 2011). Furthermore,
the inclusion of models where different dust processes in the "dust-cycle" (i.e. SN reverse
shock, dust growth, dust destruction) can be switched on and off can provide important
insights on the behaviour of dust in high-redshift galaxies.

The remainder of this Section is organized as follows. In 3.2.2 we describe the galaxies
and the observational data considered for our analysis. The detailed presentation of the
IGIMF theory and the chemical and dust evolution models adopted here is deferred to
3.2.3. Our results on the SFHs, abundance patterns and dust quantities of high-redshift
starburst galaxies are presented in 3.2.4, while some conclusions are drawn in 3.2.5.

3.2.2 Observational data: starburst galaxies at high-z

Several evidences support the idea that local spheroids/elliptical galaxies must have ex-
perienced a starburst phase at high-redshift. This is inferred from the properties of their
stellar populations, in particular from their integrated ages and integrated abundances (e.g.
Matteucci 1994; Spolaor et al. 2010 and references therein). In principle, high-redshift
starbursts might also present the physical conditions required for a top-heavy IMF, whose
signature might be encoded in their interstellar abundance pattern.

Therefore, the turbulent, strongly pressurized ISM of starbursts represents an ideal lab-
oratory to probe the IMF in the progenitors of local spheroids, and in particular to test the
hypothesis of a top-heavy IMF during the starburst phase.
Moreover, the extreme ISM conditions of these objects are the perfect testbed for varia-
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tions of the different dust prescriptions .
For these reasons, we consider a sample of several starburst galaxies, mainly composed

by Lyman Break Galaxies (LBGs) and Lyman-α Emitters (LAE), at redshift z ≳ 2.
Most of the considered objects in this Section benefit of gravitational lensing magni-
fication. In fact, the magnification due to gravitational lensing allows one to perform
high quality, high signal-to-noise (S/N) spectroscopy, from which physical properties and
chemical abundances can be derived (Bayliss et al. 2014 and references therein). In ad-
dition, we extend our sample of high-redshift star-forming systems by considering also
two cases where ‘composite’ spectra from sizable sets of high-z systems were obtained
with observations in non-lensed fields. These samples include high-redshift systems, with
average stellar masses and SFR values comparable to the ones of the lensed objects.

All the data from the lensed objects and the ‘composite’ samples are presented in Tab.
3.3 and 3.4, where we list the main features (redshift, SFR, stellar mass) and the chemical
abundances observed in the selected systems.
In the following, we give a brief description of each of the objects considered in our
analysis.

MS 1512 - cB58

MS 1512-cB58 (hereafter, cB58) is a lensed LBG first discovered by Yee et al. (1996),
with redshift z = 2.7276 (Pettini et al., 2002). It is magnified by a factor ∼ 30 by the
cluster MS 1512+36 at z = 0.37 (Pettini et al., 2000).
Several SFR estimates were performed for this object in the past years, leading to different
results depending on the adopted SFR estimator (e.g. IR, Hα, UV). The available values
span the range ∼ 25 - ∼ 150 M⊙ yr−1 (Siana et al., 2008). However, the highest SFR
values might represent upper limits due to overestimated extinction corrections (Siana
et al., 2008). The estimated baryonic mass is of ∼ 1010 M⊙ (Pettini et al. 2000; Baker
et al. 2004), whereas the effective radius is Reff ∼ 2 kpc (Seitz et al., 1998).

The observed abundances in Tab. 3.4 are from Teplitz et al. (2000) and Pettini et al.
(2002). The log(O/H)+12 and log(N/O) abundances were estimated by Teplitz et al. (2000)
from interstellar emission lines. The O abundance was calculated by means of the R23 in-
dicator1. The abundances obtained by Pettini et al. (2002) were computed from interstellar
absorption lines, and in particular from the measured column densities using the apparent
optical depth method2. The N/O values from both sets will be compared with the mod-
els, in order to appreciate the differences in the measures as obtained from emission and

1metallcity dependent "strong-line ratio", i.e. ratio between intensities of strong emission lines, that is empirically calibrated to give
the element abundance. Other examples are the N2 and N3O2 indicators.

2the column density is inferred by measuring the ratio between observed intensity and the continuum (i.e. the apparent optical
depth) in each velocity bin where the absorption line takes place and then summing the contribution of each bin. The term apparent is
because of the assumption that intrinsic line properties are negligibly affected by instrumental effects.
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Table 3.3: Main features of the sample of starburst galaxies included in our sample. Objects in the upper
part of the table are lensed galaxies. Objects in the lower part are stacked (‘composite’) spectra of
galaxies.
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Notes: SFR and M∗ estimates were derived adopting a Salpeter (1955) IMF.
(1) M∗ is the baryonic mass; (2) abundances from emission lines; (3) abundances from absorption lines;

(4) median values of the sample, except for redshift (medium value with rms of the sample).
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Table 3.4: Abundance ratios of starburst galaxies included in our sample. Lensed galaxies and stacked
spectra are organised as in Tab. 3.3. In parentheses, the method for log(O/H)+12 estimation is indicated.
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absorption lines.

8 o’clock arc

8 o’clock arc is a LBG at redshift z = 2.7350, lensed by the luminous red galaxy (LRG)
SDSS J002240.91+143110.4 at z = 0.38 (Allam et al., 2007).
The arc has an inferred stellar mass of 4.2 · 1011 M⊙ and a SFR of 266 ± 74M⊙ yr−1

(corrected for a lensing magnification of µ = 8, Finkelstein et al. 2009). Analysis of
the Baldwin-Phillips-Terlevich (BPT) diagram excludes substantial AGN contamination
(Finkelstein et al., 2009).

In Tab. 3.4, we show the O abundances from the Keck/LRIS emission spectrum (Finkel-
stein et al. 2009) and the Fe, Si abundances obtained from the VLT/X-SHOOTER absorp-
tion spectrum of Dessauges-Zavadsky et al. (2010). O abundances are obtained from the
N2 indicator, whereas Fe, Si abundances by means of the apparent optical depth method
(as in Pettini et al. 2002).

Cosmic horseshoe

Cosmic Horseshoe is a gravitationally lensed LBG discovered by Belokurov et al. (2007),
with redshift z = 2.3812. It is magnified by a factor µ = 24 ± 2 by a massive LRG at
z = 0.444 (Dye et al., 2008).
The inferred baryonic mass and effective radius are of the order of 1010 M⊙ and 2.5 kpc
(Hainline et al., 2009). Its Hα and UV luminosities yield SFR values of 95 M⊙ yr−1

(Quider et al., 2009) and 190 M⊙ yr−1 (Hainline et al., 2009), respectively.
The absorption lines from its Keck II/ESI spectrum (Quider et al. 2009) and the emis-

sion lines from Keck II/NIRSPEC (Hainline et al. 2009) give the abundances presented
in Tab. 3.4. Fe and Si abundances were obtained by means of the apparent optical depth
method, whereas O abundance from the N2 indicator.

SGAS J105039.6+001730

SGAS J105039.6+001730 LBG at redshift z = 3.6252 is a system lensed by a foreground
galaxy cluster at z = 0.593. The lensing magnification is of the order of ∼ 30.
By taking into account the magnification factor, Bayliss et al. (2014) derived for the galaxy
a stellar mass of 5 · 109 M⊙ and values of the SFR between 90 and 140 M⊙ yr−1 (depending
if based on [OII] orHβ luminosity, respectively). The Magellan/FIRE interstellar emission
spectrum ruled out a substantial AGN contribution for this LBG.

Abundances in Tab. 3.4 are taken from Magellan/FIRE spectrum of Bayliss et al.
(2014). As for the O abundance, both the direct method3 measure and the value inferred

3abundance measurement directly inferred from emission line intensities, without the adoption of a calibrated indicator. Since the
strength of metal lines is also the product of the temperature states of the gas, the ratio of auroral to strong lines is used to estimate the
electron temperature Te and thus the abundace of the gas.
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via the R23 indicator are presented.

RCSGA 032727-132609

RCSGA 032727-132609 is a bright lensed galaxy (at the time of its discovery, it was the
most luminous lensed galaxy ever known) at redshift z = 1.7037, magnified by a factor
µ = 17.2± 1.4 by RCS2 032727-132623 galaxy cluster at z = 0.564.
From spectral energy distribution (SED) fitting, the stellar mass was found to be 2 · 1010

M⊙ (Wuyts et al., 2010). Different methods give SFR values between ∼ 130 M⊙ yr−1

(Wuyts et al., 2010) and ∼ 360 M⊙ yr−1 (Rigby et al., 2011). As noted in Rigby et al.
(2011), the highest SFR value is to be regarded as an upper limit. The BPT diagram for
this object is consistent with no AGN contribution.

The abundances in Table 3.4 are taken from Keck II/NIRSPEC emission spectrum of
Rigby et al. (2011). The log(O/H)+12 values reported in Table 3.4 refer to the direct, R23

and N2 methods. Other abundance indicators (e.g. N3O2) were also used to estimate its
metallicity (Rigby et al. 2011), with derived values which are similar to the ones shown in
Table 3.4.

SMACS J0304.3-4402

This LAE at redshift z = 1.963 is magnified by a factor µ = 42.0±8.0 by a galaxy cluster
placed between redshift 0.3 and 0.5 (Christensen et al., 2012a).
SED fitting reveals a stellar mass of 6.3 · 1010 M⊙. The inferred SFR from emission lines
lies between ∼ 20 M⊙ yr−1 (from the Hα-detection) and ∼ 90 M⊙ yr−1 (from the [OII]-
detection). The rest frame UV spectrum shows no AGN contribution.

The abundance ratios presented in Table 3.4 are from the VLT/X-SHOOTER emission
line spectrum of Christensen et al. (2012a,b). O/H have been measured using both direct
and R23 methods.

SMACS J2031.8-4036

SMACS J2031.8-4036 is a LAE at redshift z = 3.51. It is magnified by a factor µ =
15.8± 7.0 by a galaxy cluster at z = 0.331 (Christensen et al., 2012a).
SED fitting reveals a stellar mass of 2.4 · 109 M⊙. Its VLT/X-SHOOTER emission line
spectrum indicates no AGN contribution and a SFR between ∼ 15 M⊙ yr−1 and ∼ 30 M⊙
yr−1, inferred via [OII] and Hα detection, respectively (Christensen et al. 2012a,b).

The abundance data in Table 3.4 are drived from the VLT/X-SHOOTER spectrum of
Christensen et al. (2012a,b). The values shown for log(O/H)+12 are estimated by means
of the direct and the R23 methods.
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KBSS - LM1 (composite)

This ‘composite’ spectrum is the result of the combined analysis of Keck/LRIS and Keck-
/MOSFIRE observations of a sample of 30 galaxies from the KBSS-MOSFIRE survey
(Steidel et al., 2014).
Galaxies of this subsample lie in the redshift range 2.113 ≤ z ≤ 2.572, which is optimal
to get access to nebular lines as well as integrated OB stars light. Median values of the
stellar mass and the SFR are log(M∗/M⊙) ≃ 10.0 and ∼ 50 M⊙ yr−1, respectively, as
traced by UV and Hα indicators.

The abundances shown in Table 3.4 are taken from Steidel et al. (2016). The three
(O/H) values are from different estimators, namely the direct, theR23 and theN2 methods.
The direct measurement value is consistent with the one constrained from SED fitting
(Steidel et al., 2016).

Shapley+03 LBG (composite)

Shapley et al. (2003) consider a sample of almost 1000 LBGs at redshift z ∼ 3 with spectra
taken with Keck/LRIS.
In general, the emission line stacked spectrum shows vigorous SF. All the four subsamples
in which the full sample of galaxies is divided show SFR > 50 M⊙ yr−1. No evidence of
AGN emission is found in the composite spectrum.

In Table 3.4 we show the abundances derived by Shapley et al. (2003). The O/H abun-
dance is actually taken from a sample of LBGs originally presented in Pettini et al. (2001).

3.2.3 Modelling the starbursts: chemical evolution and IGIMF

In the following, we describe the models adopted to probe high-redshift starburst galaxies.
In particular, we first describe the main features of the chemical and dust evolution models
aimed at describing the starburst phase of massive proto-spheroids. After that, we present
the basic ingredients of the Weidner et al. (2011) IGIMF and we describe its behaviour
following variations in its input parameters.

Chemical and dust evolution models for starbursts

The chemical evolution models adopted in this Section have been orginally designed to
study the evolution of elliptical galaxies (Matteucci 1994; Pipino et al. 2011; Calura et al.
2014; De Masi et al. 2018). Here, we briefly resume the main characteristics of the models,
also listing the adopted prescriptions for stellar yields and dust. In any case, we address
the reader to Chapter 2 for more detailed information.

In our scheme, elliptical galaxies form from the rapid collapse of a gas cloud with
primordial chemical composition, described by an exponential infall law as in Eq. (2.10).

72



3.2. Starburst galaxies at high-z: an IMF or dust matter?

Table 3.5: Main parameters assumed for our chemical evolution models for starburst galaxies.

Model name Minf Reff ν τinf
(M⊙) (kpc) (Gyr−1) (Gyr)

M3E10 3× 1010 2 5 0.5
M1E11 1× 1011 3 10 0.4
M1E12 1× 1012 10 20 0.2

The initial rapid collapse triggers an intense and rapid SF episode, i.e. a starburst, which
lasts until a galactic wind, powered by the thermal energy injected by stellar winds and SN
explosions, occurs (see Eq. (2.11)). After that time, the galaxy evolves passively, i.e. with
no more SF (see 2.1.4).
With regards to the stellar feedback prescriptions, here we assume the same set up as De
Masi et al. (2018): in particular, we assume that only a small, variable fraction (generally
of the order of a few percent) of the initial blast wave energy of CC-SNe, ϵ0 = 1051 erg, is
deposited in the ISM (see Pipino et al. 2002; Pipino & Matteucci 2004 for details), whereas
all the initial blast wave energy of Type Ia SNe (the same as for CC-SNe) is restored into
the ISM, as suggested by Recchi et al. (2001): in fact, when Type Ia SNe explode, the ISM
is already hot beacause of the explosion of CC-SNe. Moreover, we assume that stellar
winds by massive stars can inject into the ISM 3% of the typical energy of stellar winds
(∼ 1049 erg, see Bradamante et al. 1998 for details).

The main features of the models used in this Section are summarised in Tab. 3.5. In the
first column, the name of the model, which identifies also its mass, is shown. The second
column shows the adopted total baryonic-infall mass. The third, the fourth and the fifth
columns indicate for each model the adopted effective radius, the star formation efficiency
(see Eq. (2.4)) and the infall timescale, respectively.
As in the "inverse wind model" of Matteucci (1994), here the star formation efficiency
is increasing and the infall timescale is decreasing with galactic mass. This is important,
because it allows us to reproduce fundamental observational constraints in local elliptical
galaxies. In particular, the "inverse wind model" reproduces the "downsizing" behaviour
of galaxies, with a galactic wind occurring at earlier times in more massive systems, thus
producing higher α-elements relative to Fe abundance ratios in the dominant stellar popu-
lation of the most massive galaxies (see also De Masi et al. 2018).

Nucleosynthesis prescriptions

The contribution to chemical enrichment by different stellar sources, i.e. LIMS, Type Ia
and CC-SNe is computed by means of the following sets of stellar yields:

• for LIMS (0.8 < m/M⊙ < 8), we use the yields by van den Hoek & Groenewegen
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(1997);

• for massive stars exploding as CC-SNe (m > 8M⊙) we adopt the yields by François
et al. (2004), a revised version of those by Woosley & Weaver (1995). Yields for
nitrogen are taken from Meynet & Maeder (2002) or Matteucci (1986) (see below);

• for Type Ia SNe we use the yields by Iwamoto et al. (1999).

In this Section we run the model twice for N, due to the uncertain origin of this ele-
ment at low metallicity. In fact, Matteucci (1986) yield set assumes that all massive stars
produce primary N. This is an ad hoc assumption which allows us to reproduce some im-
portant observational trends, such as [N/Fe] ratios in the MW halo stars (Israelian et al.
2004; Spite et al. 2005), as well as in low metallicity QSO-DLAs (Pettini et al. 2002, 2008)
and in low metallicity star forming galaxies (e.g. Berg et al. 2012; James et al. 2015). On
the other hand, Meynet & Maeder (2002) yields allow for the production of primary N only
in rotating, massive, very low metallicity stars. In general, this leads to a deficiency of N
between low and intermediate metallicities (Romano et al. 2010; Vincenzo et al. 2016), at
variance with observations. Concerning rotating massive stars, Limongi & Chieffi (2018)
recently published new yield sets for a wide range of metallicities and rotational veloci-
ties. However, in this work we just want to separate between primary and secondary N
production scenarios, without adding other variables such as the distribution of rotational
velocities (see, e.g. Prantzos et al. 2018; Romano et al. 2019).

We also point out that for very massive stars (i.e. with m > 40 M⊙), we adopt C yields
suggested by Chiappini et al. (2003). These yields consider rotation for this class of stars
and are able to reproduce the C evolution observed in MW stars.

Dust prescriptions

To describe dust evolution, we follow the formalism of Eq. (2.21). As for dust production,
we adopt the following mass and metallicity dependent condensation efficiencies:

• for AGB stars, we adopt the prescriptions from Dell’Agli et al. (2017);

• for CC-SNe, we use the prescriptions from Bianchi & Schneider (2007). To test the
role of the SN reverse shock in the final dust yields, we run the models using either
Bianchi & Schneider (2007) dust yields with reverse shock included (with nH = 1
cm−3) or Bianchi & Schneider (2007) dust yields without reverse shock effect.

Concerning the dust accretion and destruction terms in Eq. (2.21), we adopt the prescrip-
tion by Asano et al. (2013) tested in previous works (see 3.1.2). Actually, we run models
either with or without dust growth, as well as models with or without SN forward shock
destruction for the ISM dust. This is due to the severe uncertainties related to dust accre-
tion processes (e.g. Ferrara et al. 2016; Nittler et al. 2018) and dust survival rate in the
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Table 3.6: Dust prescriptions tested for our chemical evolution models for starburst galaxies.

Model label SN dust production Dust Accretion Dust Destruction

R Bianchi & Schneider (2007), rev. shock - -
DR Bianchi & Schneider (2007), rev. shock - Asano et al. (2013)
ADR Bianchi & Schneider (2007), rev. shock Asano et al. (2013) Asano et al. (2013)
NR Bianchi & Schneider (2007), no rev. shock - -
DNR Bianchi & Schneider (2007), no rev. shock - Asano et al. (2013)
ADNR Bianchi & Schneider (2007), no rev. shock Asano et al. (2013) Asano et al. (2013)

ISM (e.g. Gall & Hjorth 2018).

In the plots of this Section, the results of the models which include the various processes
of dust production, growth and destruction are dubbed as described in Tab. 3.6. All the
models which include reverse shocks in SNe are labelled with ‘R’, and models in which
reverse shock is turned off are labelled ‘NR’. Models which include growth (accretion) and
destruction are labelled with ‘A’ and ‘D’, respectively. As for examples, a model which
includes reverse shock, growth and destruction will be ‘ADR’, whereas a model in which
growth and destruction are absent but reverse shock is present will be dubbed ‘R’.

The Weidner et al. (2011) IGIMF

As already mentioned in 2.1.2 the IGIMF is defined by weighting the canonical IMF, ϕ(m),
with the mass distribution of the embedded stellar clusters (called embedded cluster mass
function, ECMF), ξecl(Mecl) (where Mecl is the cluster mass). In fact, the IGIMF theory
starts from the assumption that star formation takes place in molecular cloud cores, i.e. in
embedded stellar clusters.
For sake of clarity, we show again the IGIMF expression (Eq. (2.9)), but for the specific
version of Weidner et al. (2011) (hereafter W11):

ξIGIMF(m, t) =

∫︂ Mecl,max(ψ(t))

Mecl,min

ϕ(m ≤ mmax(Mecl)) ξecl(Mecl) dMecl. (3.1)

Here, the IGIMF adopted has a time dependence, which is due to the star formation rate
ψ(t) of the parent galaxy, following W11. As for standard IMFs (see Eq. (2.5)), the IGIMF
is normalized in the models as∫︂ mmax

mmin

mξIGIMF(m, t) dm = 1. (3.2)
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In the following, we list the assumptions, based on empirical evidence, on which the
IGIMF theory is based:

• the ECMF is represented by a single-slope power law:

ξecl(Mecl) ∝
(︃

Mecl

Mecl,max

)︃−β

, (3.3)

where the slope β can vary between β = 0.5 and β = 2.35.
In this work, the adopted minimum cluster mass isMecl,min = 103 M⊙. This choice is
due to the fact that with high SFR values, the formation of low mass molecular cloud
cores may be suppressed due to the intense stellar feedback (see W11). However,
for β ≤ 2 (as adopted in this paper) the ECMF is not much sensitive to the adopted
Mecl,min value.

As for the upper mass limit Mecl,max, following Weidner et al. (2004) it can be ex-
pressed as:

Mecl,max = 8.5 · 104
(︃

ψ(t)

M⊙ yr−1

)︃0.75

M⊙, (3.4)

which holds for both low and high SFRs (Bastian 2008). We fix a maximum value
for this upper mass limit at 107 M⊙, coherently with Weidner et al. (2004);

• within each embedded stellar cluster of a given mass Mecl, the IMF is assumed to be
invariant. Following W11, we adopt the multi-component canonical IMF (Kroupa,
2001, 2002), which in its general form is expressed as:

ϕ(m) = k

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

k
′
(︂

m
mH

)︂−α0

0.01 ≤ m/M⊙ < 0.08 = mH,(︂
m
mH

)︂−α1

0.08 ≤ m/M⊙ < 0.50 = m0,(︂
m0

mH

)︂−α1
(︂
m
m0

)︂−α2

0.50 ≤ m/M⊙ < 1.00 = m1,(︂
m0

mH

)︂−α1
(︂
m1

m0

)︂−α2
(︂
m
m1

)︂−α3

1.00 ≤ m/M⊙ < mmax,

(3.5)

with the following exponent values:

α0 = +0.30, α1 = +1.30, α2 = +2.35, α3 = +2.35.

k and k′ are normalisation constants whereby the brown dwarf regime needs not be a
continuous extension of the stellar regime (Thies et al. 2015). In previous chemical
evolution studies involving the IGIMF formalism, the quantity α3 has been kept equal
to 2.35, independently from the cluster mass (e.g. Recchi et al. 2009; Calura et al.
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Figure 3.5: Behaviour of the IGIMF adopted in this paper as a function of stellar mass and SFR for different
values of β, namely the slope of the ECMF. Upper panel: β = 1; central panel: β = 1.6; lower panel:
β = 2. In each panel, the four solid lines are the IGIMFs computed considering a SFR of 1 M⊙ yr−1,10
M⊙ yr−1, 100 M⊙ yr−1, 1000 M⊙ yr−1. The black dashed lines indicate the standard Salpeter (1955)
IMF.
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2010). As in W11, for clusters with masses Mecl > 2 · 105 M⊙, the exponent α3 is
parametrised as:

α3(Mecl) =

{︄
−1.67 log10

(︁
Mecl

106M⊙

)︁
+ 1.05 Mecl ≤ 106M⊙,

+1 Mecl > 106M⊙.
(3.6)

The upper stellar mass limitmmax is computed from the mass of the embedded cluster
Mecl. In any case, it is always assumed ≤ 150M⊙ (see Weidner & Kroupa 2004 for
more details).

IGIMF behaviour as a function of β and SFR

In Figure 3.5, we show the IGIMF obtained with the prescriptions shown in 3.2.3 for
different values of the SFR, in which we have selected three values of β among those
adopted in W11: β = 1, β = 1.6 and β = 2.

As it can be noted, we do not consider the most extreme values such as β = 0.5 and
β = 2.35. By adopting an ECMF with β = 1 we obtain, for ψ ≳ 10 M⊙ yr−1, an
IMF comparable or even more top-heavy to the single-slope IMF of Gibson & Matteucci
(1997), a quite extreme top-heavy IMF, characterised by an index x = 0.8 (x = α − 1,
where α = 2.35 is the Salpeter (1955) IMF index) over the whole stellar mass range. On
the other hand, the IGIMF adopting β = 2 is very similar to the Salpeter (1955) (hereafter
Salpeter) IMF over most of the stellar range, except at very high SFR values (> 100 M⊙
yr−1).
Concerning the IGIMF calculated at low SFR values (1 M⊙ yr−1), it shows an uniform
decline with mass and the shape of a double-power law, with a knee located at 0.5 M⊙. At
low SFR values, a cut-off is visible at masses larger than ∼ 100 M⊙, where the decrease
is steeper and where the behaviour is similar to the IGIMF as shown in, e.g. Recchi et al.
(2009).

In general, the higher the SFR value, the flatter IGIMF, the higher the relative number
of massive stars, as due to increasing Mecl,max values with increasing SFR. Moreover, the
lower the β value, the stronger the IGIMF dependence on the SFR.

3.2.4 Results

In the following, we show the results of our tests on the effects of the IGIMF on the main
global properties of galaxies of various masses, including the SF and the SN rates, the
evolution of the gas, stellar and dust mass budget and the metal abundances. The calcu-
lated elemental abundance ratios are also compared to the values observed in high-redshift
starburst galaxies. This comparison can be used also to better constrain the nature of these
galaxies and to analyse the interplay between IMF and dust in shaping the abundance
patterns.
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The effects of the IGIMF

In this first part, we focus on the effects that the W11 IGIMF has on the evolution of
the main physical properties and chemical abundance patterns in the modelled starburst
galaxies. We dedicate a first paragraph to the description of the changes produced by the
IGIMF on the history of star formation, while a second paragraph is devoted to the analysis
of the resultant total (gas+dust) interstellar abundance patterns for these objects.

Star formation history

In Figs. 3.6, 3.7 and 3.8 we show the impact of the IMF on the evolution of the SFR,
Type Ia and CC-SN rates, as well as gas, stellar mass and energetic budget for the starburst
models of Tab. 3.5.
All the models presented in Figs. 3.6, 3.7 and 3.8 are characterised by star formation effi-
ciencies of 5, 10 and 20 Gyr−1, respectively. The fact that in each figure the SF efficiency
is constant allows us to single out the effects of the IMF on the global properties of a
galaxy of a particular mass.

It is evident that the star formation histories reported in Fig. 3.6, 3.7 and 3.8 are strongly
dependent on the adopted IMF. In general, the models computed adopting the W11 IGIMF
exhibit larger SFR values than the ones computed with a Salpeter IMF. This can be ex-
plained by the fact that a top-heavy IMF implies larger mass ejection rates from evolved
stellar populations, and in particular from massive stars, with consequently larger gas mass
reservoirs at any time, which also imply larger SFR values (for Eq. (2.4)).

The differences in star formation histories determine also the conditions for the onset
of a galactic wind, and consequently the time at which the star formation stops. We note
that the steepest IGMFs (β = 1.6 and β = 2) produce winds at the earliest times. In the
case β = 1, the galactic wind occurs later than in the cases with β > 1 because of the
larger binding energy of the gas compared to the other models. This happens in spite of
the very high number of CC-SNe, which is roughly proportional to the SFR value.
By comparing Fig. 3.6 and 3.7, it is worth noting that a later occurrence of galactic winds
in less massive galaxies, i.e. the downsizing in star formation as obtained by Matteucci
(1994) by means of the "inverse wind model", cannot be reproduced by adopting the
IGIMF with β = 1, and this occurs despite of a higher efficiency of star formation for the
larger mass model. The "inverse wind" effect is instead visible in the models adopting the
Salpeter IMF as well as for the case β = 2 and β = 1.6 IGIMF. It is worth reminding that
the in Matteucci (1994) the winds occuring at earlier times in massive galaxies were ob-
tained by increasing the efficiency of SF with galactic stellar mass, as we assume here, and
with a constant Salpeter IMF, and that this scenario allows us to reproduce the observed
increase of the integrated [α/Fe] with galactic stellar mass in ellipticals (see Thomas et al.
2010).
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Figure 3.6: From top-left corner, clockwise: time evolution of the SFR, stellar mass, CC-SN rate, energetic
budget, gas mass and Type Ia SN rate obtained for the M3E10 model (see Tab. 3.5) with a Salpeter
IMF (blue lines) and W11 IGIMF calculated for β = 1 (green lines), β = 1.6 (magenta lines) and
β = 2 (red lines). The sharp truncation in the SFR, CC-SN rate and gas mass are due to the onset of
the galactic wind, which devoids the galaxy from the residual gas. In the energetic budget plot, the solid
lines represent the binding energy and the dashed lines the thermal energy in all the different models.
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Figure 3.7: Lines are as in Fig. 3.6, but computed for the M1E11 model of Tab. 3.5.
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Figure 3.8: Lines are as in Fig. 3.6, but computed for the M1E12 model of Tab. 3.5.
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In Fig. 3.8 the behaviour of M1E12 models is shown. The results are very similar to
what found for M1E11 models. The same trends shown by the M1E11 and M1E12 models
are explained by the similar IGIMFs, in particular at SFRs ψ > 100 M⊙ yr−1 (see Figure
3.5). In fact, the adopted assumption of an upper mass limit for the maximum mass of
stellar clusters (Mecl,max) attenuates the dependence of the IGIMF on the SFR at very high
ψ values (≳ 500 M⊙ yr−1).

Looking at the lower left panel in Fig. 3.8, it can be seen that large amounts of gas are
restored into the ISM after the onset of the galactic wind. The same behaviour is not shown
by the lower mass models (Figs. 3.6 and 3.7), where the thermal energy of the gas after
the galactic wind is always larger than its binding energy (i.e. situation of a continuous
wind, see 2.1.4).

Another interesting aspect of Fig. 3.8 is that the model with β = 1 gives a Type Ia SN
rate which is much lower than the one obtained with the Salpeter IMF, at variance with
what shown in Fig. 3.6 and, although to a lesser extent, 3.7. However, this is expected
from Fig. 3.5, where we have seen that the most extreme differences between the Salpeter
IMF and the IGIMF were found when the lowest value for β was adopted together with
the highest SFR values. Under such extreme conditions, an IMF remarkably light in low-
intermediate mass stars, i.e. in the mass range of Type Ia SNe progenitors, is possible, thus
balancing the much larger SFR obtained by adopting such an IMF relative to the Salpeter
one.

Chemical abundances

In Fig. 3.9, we show the predicted [O/Fe] vs. [Fe/H] plots computed for the M3E10 mod-
els with the IGIMF for different values of β (green, red and magenta lines) as well as for
the M3E10, M1E11, M1E12 models with a Salpeter IMF (blue lines).

A striking feature of Fig. 3.9 is that at a certain metallicity [Fe/H] W11 IGIMF produces
larger [O/Fe] values than the Salpeter IMF. This is evident by looking at the different levels
of the plateau in the [O/Fe] vs. [Fe/H] relation obtained with the M3E10 model assuming
different IMFs: at low metallicity ([Fe/H] ≤ −1.5), higher [O/Fe] values are obtained
assuming lower β values (i.e. with IMFs heavier in massive stars). Also the slope of the
[O/Fe] vs. [Fe/H] relation is dependent on the IMF, with a progressively steeper decrease
from β = 1 to the Salpeter IMF. These two features can be attributed to the O yield
dependence on stellar mass: the larger the mass, the larger the O yield (e.g. Woosley &
Weaver 1995; Limongi & Chieffi 2003). Therefore, a top-heavier IMF favours a larger
overabundance of oxygen over iron.
A larger extension of the [α/Fe] plateau for lower β values is also seen in the Figure. This
is again due to a larger number of massive stars, which are the first to enrich the ISM with
Fe. As explained by the "time-delay model" (Matteucci 2001, 2012, see 1.3.1), the larger
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Figure 3.9: Predicted evolution of the interstellar [O/Fe] vs. [Fe/H] relation. Lines are computed for:
M3E10 models (solid) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1 (green), β = 1.6
(magenta) and β = 2 (red); M1E11 model with Salpeter IMF (dashed blue); M1E12 model with Salpeter
IMF (dash-dotted blue).

the fraction of massive stars, the higher the metallicity value (as traced by [Fe/H]) at which
Type Ia SNe start to contribute significantly to the Fe enrichment, thus the higher is the
[Fe/H] value for the change in slope of the [O/Fe] vs. [Fe/H] relation.
We also note that in the models adopting the IGIMF, [α/Fe]> 0.2 dex, as traced by O,
extends to much higher metallicity than the Salpeter IMF, reaching values much larger
than the solar metallicity.

As mentioned above, in Fig. 3.9, we also show the results of the M1E11 and M1E12
models obtained for a Salpeter IMF. An increase in galactic mass and SF efficiency leads
to larger [O/Fe] values at low metallicity ([Fe/H]∼ −2). On the other hand, the much
larger SFR values in these models do not affect substantially the slope of the [O/Fe]-
[Fe/H] relation: in spite of the fact that the [α/Fe] value of the most metal-rich extreme
of the plateau is progressively shifted towards higher metallicity, the changes produced by
the adoption of the IGIMF are of much larger extent.
This latter observation is quite important, because it rules out that the increase of the SFR
caused by the W11 IGIMF is playing a significant role in shaping the abundance patterns.
The key role in this task is done by the shape of the IMF itself.

A direct comparison with high-z starbusts: IMF or dust?

Having described the main effects of the W11 IGIMF on the predicted main physical and
abundance properties of starburst galaxies, we now compare the model abundance patterns
with the observed abundances of Table 3.4.

We divide the discussion into two parts. First, we study the behaviour of abundance
ratios of volatile elements, namely the elements which are not negligibly depleted from

84



3.2. Starburst galaxies at high-z: an IMF or dust matter?

the gas phase by dust (e.g. N and O, see Jenkins 20094) that do not need any particular
dust treatment in the models (but see also Steigman et al. 2007). Then, we compare the
data with model abundance ratios for refractory elements, i.e. elements more affected by
dust depletion, such as C, Mg, Si, Fe. For these latter, the diverse dust prescriptions setups
described in Tab. 3.6 are adopted: in this way, we can possibly better understand the issue
of dust in high-redshift galaxies (see 3.2.1).

Volatile elements

We start our analysis by looking at the (N/O) vs. (O/H) relation, visible in Fig. 3.10. As
described in 3.2.3, the analysis of N deserves special attention, since its primary or sec-
ondary nature at low metallicity is still debated. For this reason, in Fig. 3.10 we show
models computed with different N yields: the Matteucci (1986) ones (thick lines), assum-
ing that all massive stars produce primary N, and the Meynet & Maeder (2002) yields (thin
lines), that allow for the production of primary N only in rotating massive low metallicity
stars.
As for observational data, it is worth stressing that the variation in log(O/H)+12 for a given
system due to a different metallicity indicator is typically ≤ 0.2 dex. As for the theoretical
abundances, here we show only the results obtained for the M3E10 and M1E11 models.
We omit the the M1E12 model as it is characterised by SFR values much larger than the
ones observed in the systems of our dataset.

In Fig. 3.10 we see that in the case of the yields for primary N of Matteucci (1986)
(thick lines), the adoption of the IGIMF leads to lower (N/O) values at metallicity log(O/H)
+12 ≳ 7 with respect to the Salpeter IMF. The variations between the abundances obtained
with the Salpeter IMF and the ones obtained with the IGIMF increase with metallicity,
and in general the lower the β, the larger the variation. Looking at Fig. 3.10 left panel,
a maximum variation of ∼ 0.4 dex between the Salpeter and IGIMF models is visible at
log(O/H)+12= 9 in the case of β = 1 for the M3E10 model. However, the M3E10 model
shows very limited variations at lower metallicities (log(O/H) +12≲ 7).
On the other hand, larger (N/O) variations between the Salpeter IMF and IGIMF are visible
at all metallicities in the case of the M1E11 model. In particular, the predicted log(N/O)
values span a range of ∼ 0.6 dex at log(O/H)+12= 9, as visible from Fig. 3.10 right panel.
Moreover, we also see that at log(O/H)+12≲ 7.5 larger log(N/O) are obtained by adopting
the M1E11 model with the IGIMF, at variance with the M3E10 model in the left panel.

By looking at the chemical evolution tracks predicted by means of the Meynet &
Maeder (2002) yields (thin lines in Fig. 3.10), we can draw similar conclusion to those
obtained with the yields of Matteucci (1986): a metallicity-dependent increase of the vari-

4for O, Jenkins (2009) estimated dust depletion up to ∼0.25 dex. However, the reference solar value that he adopted is ∼0.1 dex
larger than the current adopted value (Asplund et al. 2009). This may suggest lower dust depletion.
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Figure 3.10: Predicted log(N/O) vs. log(O/H)+12 adopting Matteucci (1986) (thick lines) and Meynet &
Maeder (2002) (thin lines) yields for N compared with abundances measured in galaxies of the sample
of Tab. 3.4. Left panel: lines are computed for M3E10 models (solid) with Salpeter IMF (blue) and
W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red). Right panel: lines are
computed for M1E11 models (dashed) with a Salpeter IMF (blue) and W11 IGIMF calculated for β = 1
(green), β = 1.6 (magenta) and β = 2 (red). For both panels: data are from Steidel et al. (2016) stacked
spectum (filled square); Rigby et al. (2011), Bayliss et al. (2014), Christensen et al. (2012a, 2012b)
(filled circles); Pettini et al. (2002) (thin diamond) and Teplitz et al. (2000) (thick diamond).

ation between the (N/O) obtained with the Salpeter and the IGIMF is observed also in this
case. However, this increment is less evident, especially in the case of the M1E11 models
(Fig. 3.10 right panel).

As for the comparison between the abundances observed in the high-redshift sample of
Tab. 3.4 and models, we observe that without the primary N yields as suggested by Mat-
teucci (1986) it would be very difficult to explain the (N/O) values measured in four out
of the five systems whose data are shown in Fig. 3.10. Furthermore, we note that only for
cB58 (Pettini et al. 2002, thin diamond) the yields of Meynet & Maeder (2002) produce a
better agreement. For this galaxy, N/O ratio is also derived by adopting different spectral
features (Teplitz et al. 2000, thick diamond), finding values in agreement also with the
models computed using Matteucci (1986) prescriptions.
This reinforces the results found in previous studies, i.e. the need of at least a non-
negligible primary N component in massive stars to reproduce the (N/O) values measured
in star-forming galaxies in the Local Universe (e.g. Israelian et al. 2004; Vincenzo et al.
2016).

For what concerns the IMF issue, Fig. 3.10 outlines the role of the adopted IMF in
determining the interstellar abundance pattern. However, it is still difficult to disentangle
between the effects due to the IMF and due to nucleosynthesis prescriptions.
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In summary, the comparison between the data and models discussed here provides use-
ful suggestions regarding the nucleosynthesis of the volatile elements N and O. However,
the analysis of the observational data is not conclusive on whether the W11 IGIMF should
be preferred over the Salpeter IMF to reproduce these particular abundance ratios. To
this purpose, more insights are provided by the study of the abundance ratios between
refractory elements, described in the following.

Refractory elements

Figs. 3.11, 3.12, and 3.13 show the predicted (C/O) vs. (O/H), [Si/Fe] vs. [Fe/H], [Mg/Fe]
vs. [Fe/H] and [O/Fe] vs. [Fe/H] relations, respectively, each one computed without taking
into account dust depletion in the ISM. In Figures left and right panels, we plot the results
for M3E10 and M1E11 models, compared to the observed abundances from the dataset
presented in 3.2.2 .
As for volatile elements, we do not show the results of the M1E12 model computed using
the IGIMF. Nonetheless, in this case we show in right panels the results obtained by means
of the M1E12, Salpeter IMF model for the sake of clarity.

In Fig. 3.11 left panel the (C/O) vs. (O/H) relation of the M3E10 models is shown.
Here we see that varying the IMF does not produce any significant change in the predicted
abundance pattern: the effects produced by adopting different IMFs tend to cancel out,
thus producing a very similar behaviour of the abundance ratio vs. metallicity. Similar
conclusions can be drawn from the analysis of the results for the M1E11 models (Fig.
3.11 right panel), with the only difference that in this case the IGIMF produces higher
(C/O) values than the Salpeter IMF only at low metallicity (log (O/H)+12≲7.5), e.g. in
the case of β = 1 higher by up to a few 0.1 dex at log(O/H)+12 ∼ 6.7, with decreasing
differences at increasing metallicity.

The data-model comparison of Fig. 3.11 highlights that all the models fall in the confi-
dence region derived by stacked spectra by Shapley et al. (2003) and the sample of z ∼ 3
LBGs of Pettini et al. (2001). In fact, the differences between models with Salpeter and
IGIMF, where present, fall outside of the observational data range, which does not allow
us to prefer any model in particular.

A disagreement between data and models is instead observed in Fig. 3.12, where the
observed and predicted [Si/Fe] vs. [Fe/H] relations are shown. In the left panel of Fig.
3.12, the theoretical abundances predicted by M3E10 models lie below the error bar of
two out of three data points by at least 0.1 dex. Only the M3E10 model with the most
extreme IMF (β = 1 IGIMF) lies slightly below the highest metallicity point. The same
point shows a marginal overlap between its errorbar and the M1E11 model with β ≤ 1.6,
as shown in Fig. 3.12 right panel. However, the remaining data cannot be explained by
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Figure 3.11: Predicted log(C/O) vs. log(O/H)+12 computed without taking into account dust depletion
and compared with abundances measured in galaxies of the sample of Table 3.4. Left panel: lines are
computed for M3E10 models (solid) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1
(green), β = 1.6 (magenta) and β = 2 (red). Right panel: lines are computed for M1E11 models
(dashed) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta)
and β = 2 (red). For both panels: the shaded regions indicates the log(C/O) confidence region derived
from the composite LBG spectrum of Shapley et al. (2003) and the log(O/H)+12 characterising the
sample of LBGs of Pettini et al. (2001). Other data are from Steidel et al. (2016) stacked spectum (filled
square), Bayliss et al. (2014) and Christensen et al. (2012a, 2012b) (filled circles).
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Figure 3.12: Same of Fig. 3.11, but for [Si/Fe] vs. [Fe/H]. Left panel: lines are computed for M3E10 models
(solid) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and
β = 2 (red). Right panel: lines are computed for M1E11 models (dashed) with Salpeter IMF (blue),
W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red); M1E12 model with
Salpeter IMF (blue dash-dotted). For both panels: data are from Pettini et al. (2002) (diamond); Quider
et al. (2009) (cross); Dessauges-Zavadsky et al. (2010) (filled circle).
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Figure 3.13: Same of Fig. 3.11, but for [O/Fe] vs. [Fe/H]. Left panel: lines are computed for M3E10 models
(solid) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and
β = 2 (red). Right panel: lines are computed for M1E11 models (dashed) with Salpeter IMF (blue),
W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red); M1E12 model with
Salpeter IMF (blue dash-dotted). For both panels: data are from Pettini et al. (2002) (diamond); Quider
et al. (2009) (cross); Dessauges-Zavadsky et al. (2010) (filled circle).

any of the models in the panel.
As for Fig. 3.12, an evident disagreement between the model results and the data is also

present for the [Mg/Fe] vs. [Fe/H] relation. However, we have to say that the availability
of [Mg/Fe] for only one system places some limits in the analysis of this abundance ratio.
For this reason, we decide to avoid plotting the [Mg/Fe] vs. [Fe/H] abundance diagram.

For what concerns [O/Fe], the comparison between data and models is shown in Fig.
3.13. In the left panel, we see that the observed [O/Fe] values are generally higher than
the ones predicted by the M3E10 models. However, the results obtained with the IGIMF
adopting β ≤ 1.6 lie within the observational errors. The abundances predicted by the
M1E11 models adopting the IGIMF are instead in good agreement with the observed
[O/Fe] values, as shown in Fig. 3.13 right panel. On the other hand, the Salpeter IMF
produces [O/Fe] values outside of the error bars of the data for all the three tested models.
Even the sligthly α-enhanced ratios predicted by the M1E12 models are inconsistent with
the data.

In summary, as for the [α/Fe] vs. [Fe/H] diagrams, the Si and Mg abundances com-
puted with any of our models without taking into account dust production are generally
lower than the ones observed in high-redshift lensed galaxies, whereas the O abundances
derived with the models which include the IGIMF are in rather good agreement with the
data.
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In Figs. 3.14, 3.15 and 3.16 we show instead the results of our models computed taking
into account the effects of dust depletion for the (C/O) vs. (O/H), [Si/Fe] vs. [Fe/H] and
[O/Fe] vs. [Fe/H] diagrams, respectively. In each figure, the top and bottom rows show the
results of the chemical tracks derived from the M3E10 and M1E11 models, respectively,
with each column reflecting one of the prescriptions listed in Tab. 3.6. The tracks in these
Figures trace the evolution of abundance ratios in the gas phase only, since these models
are able to trace separately the abundances in the gas and dust phases. In this way, for
the first time in literature, we can study the effects of dust on chemical evolution models
adopting an IGIMF.
As for Figs. 3.11, 3.12 and 3.13, the models in Figs. 3.14, 3.15 and 3.16 are compared
with abundance data presented in Tab. 3.4.

In Figs. 3.14, 3.15 and 3.16, we observe that the effects of dust depletion increase as
one moves from left to right. In fact, in each figure the leftmost plot shows the results of
our ‘minimal dust’ models, which take into account dust destruction and the reverse shock
in SNe dust yields, dubbed DR, with all the other processes switched off. The middle plot
shows results for models in which dust depletion has moderate effects and which includes
accretion, destruction and no reverse shock (ADNR). The rightmost plot shows the results
for our ‘maximal dust’ models, which include only dust production from stars with no
reverse shock in SNe (NR).
We have tested also the other models of Tab. 3.6. These are not shown here because of
their similar behaviour to models of Figs. 3.14, 3.15 and 3.16. In particular, the models
including dust production in stars with reverse shock in SNe (R) and accretion, destruction
and reverse shock (ADR) have small differences in comparison with data points relative to
the DR model. Another case in which dust depletion has intermediate effects is the model
with destruction but no reverse shock (DNR), which produces results similar to the ADNR
model.

In Fig. 3.14, the minimal dust DR models show a small but yet appreciable difference
with respect to the ones of Fig. 3.11. An evident consequence of including dust depletion
is to decrease the (C/O) ratio, as C is refractory and O is not. For this reason, the (C/O)
values of the DR models of Fig. 3.14 are at maximum ∼ 0.1 dex lower than the ones of
Fig. 3.11, with a small dependence on metallicity, i.e. with increasing depletion effects at
larger values of log(O/H)+12.

The ADNR and NR models show larger C depletion effects and lower (C/O) values.
In particular, the ADNR M3E10 models fall below the dark gray confidence region de-
fined by the range of abundance values from the composite LBG spectra (Shapley et al.
2003), but are still consistent with the values measured in the lensed galaxies SGAS
J105039.6+001730 and SMACS J2031.8-4036 (Bayliss et al. 2014; Christensen et al.
2012a,b). As for the M1E11 models, the abundances obtained in most of the ADNR
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Figure 3.14: Same of Figure 3.11, but with models considering dust.

models are by 0.1-0.15 dex lower than the DR models, all still consistent with the com-
posite spectra confidence region. The results for the NR models are globally similar to the
ones obtained in the case of the ADNR models.

As for the [Si/Fe] vs. [Fe/H] relation, Fig. 3.15 upper left panel shows that all the
M3E10 minimal dust models still underestimate the observed abundances. The models
with the IGIMF show higher [Si/Fe] ratios, with the difference from the data decreasing
with decreasing β values, thus indicating that the abundance pattern of lensed high-z sys-
tems might show some signatures of a top-heavy IMF. However, it is possible that the IMF
is rather Salpeter-like and the effects of dust are important. If this is the case, these latter
are clearly underestimated by our DR models.

All the ADNR models account satisfactorily for the observed abundances, in particular
the Salpeter and the IGIMF, β = 2 model. On the other hand, all the NR models in which
the IGIMF is adopted overestimate the observed abundances, although the abundances of
the β = 2 model are within the 1− σ error bars of two systems.
Similar suggestions come from the analysis of the M1E11 model results on Fig. 3.15
lower row. ADNR and DR models show more enhanced [Si/Fe] abundance ratios but still
support a Salpeter-like IMF, or suggest that an IGIMF with β < 2 in the observed systems
should be excluded.

Also in the case of the [O/Fe] vs. [Fe/H] diagram (Fig. 3.16), all the minimal dust
M3E10 models underestimate the observed abundances. However, β < 2 IGIMF models
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Figure 3.15: Same of Figure 3.12, but with models considering dust.

Figure 3.16: Same of Figure 3.13, but with models considering dust.

92



3.2. Starburst galaxies at high-z: an IMF or dust matter?

yield abundance values within the error bars, at variance with Fig. 3.15. On the other hand,
all the M1E11 IGIMF models show abundance ratios consistent with the observations. In
both cases, the models with the Salpeter underestimate the observed abundance pattern.

In all the other models, where the effects of dust are more significant, the M3E10
models support a Salpeter IMF or a moderate top-heavy (IGIMF with β < 2) in high-
redshift galaxies, whereas all the M1E11 models with dust exclude the IGIMF.

Discussion on the interplay between dust and IMF

By looking at Figs. 3.11-3.16, we note that either the effects of the IGIMF or dust can
explain the observed abundances in our sample of high-redshift starbursts. In particular, if
one focuses on a single mass model (M3E10 or M1E11), our study shows that the effects
of dust may produce variations in the abundance ratios even larger than the ones driven by
a different IMF.
If the effects of dust are marginal in our sample of high-redshift galaxies, our IGIMF
models account for the observed abundance pattern better than the ones with a Salpeter
IMF. On the other hand, if the effects of dust are moderate or high even in the very first
stages of evolution, the models with a Salpeter IMF or with the IGIMF with β = 2 allows
us to reproduce the data, whereas the others with more extreme IGIMF assumptions (i.e.
β ≤ 1.6) do not.

It is worth noting that previous chemical evolution studies including dust failed in re-
producing the observed gas abundances in high-redshift starbursts by adopting a Salpeter
IMF (e.g. Pipino et al. 2011 with cB58). However, these previous results are not against
our conclusion that significant dust depletion can explain the observed abundance patterns
without invoking a top-heavy IMF.
In fact, previous works did not consider dust differential depletion, i.e. different elements
depleted in dust in different proportions. In this work, instead, the use of elemental dust
yields dependent on the mass and metallicity of the stars allows us to account for the dif-
ferential dust depletion effect.
It has also to be highlighted that in this Section we compare for the first time an extended
database of measured abundances of different chemical elements from lensed galaxies with
results from detailed chemical evolution models. More observations are certainly needed
in the future to shed more light on how the combined effects of dust depletion and IMF
determine the abundance pattern of high-redshift galaxies.

To look at the interplay between dust and the IMF more in detail, in Fig. 3.17 we show
the time evolution of the dust mass for our models with the Salpeter IMF and with the W11
IGIMF, all computed adopting dust prescriptions as in the ADNR model (i.e. the model
with moderate dust depletion effects in Figs. 3.14-3.16). Fig. 3.17 is useful to assess the
timescale for the buildup of dust and what is the role of the IMF in this process.
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Figure 3.17: Dust mass as a function of time for our models computed with a Salpeter IMF (blue lines) and
with W11 IGIMF with β = 1 (green lines), β = 1.6 (magenta lines) and β = 2 (red lines). In the left,
middle and right panel we show our results computed for the M3E10 (solid lines), M1E11 (dashed lines)
and M1E12 (dash-dotted lines) models, respectively.

In all models, a progressively steeper increase of the dust mass as a function of time
is found for the IGIMF as the value of β decreases. This highlights that a top-heavy IMF
produces not only a larger dust content, but also a faster dust mass buildup.
As discussed in previous works (Mattsson 2011, 2015; Gall et al. 2011b; Gioannini et al.
2017b), a fast growth of dust goes in lockstep with a rapid buildup of refractory elements,
and this is clearly strongly dependent on the history of star formation. In particular, in
starburst galaxies the buildup of metals occurs on a particularly rapid timescale, with a
supersolar metallicity reached already at ∼0.1 Gyr (e.g. Calura et al. 2014). In fact, also
in the case of a Salpeter IMF, in the M1E11 and M1E12 models the bulk of dust mass
is already present at ∼0.25 Gyr after the beginning of star formation: clearly, the rapid
buildup of the dust also depends on the infall timescale, shorter in larger systems.

With these particular prescriptions for dust, however, the dust mass values attained with
a Salpeter IMF after a few 0.1 Gyr are generally between ∼ 107 and ∼ 108 M⊙, lower than
the values observed in a large fraction of galaxies in the Herschel sample at comparable
redshift, which in many cases show dust masses larger > 108 M⊙ (Calura et al. 2017;
Pozzi et al. 2020), as well as in extremely high-redshift sub-mm galaxies (e.g. Marrone
et al. 2018; Zavala et al. 2018). The same does not happen for the models adopting the
IGIMF. For these models, dust masses in excess of 108 M⊙ are generally predicted. For
the lowest β values (i.e. top-heaviest IMF), these masses are reached in considerably small
times of around 0.2 Gyr.
This latter result is apparently in contrast with what found for abundance patterns. How-
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ever, uncertainties in the abundance data and in the elemental dust yields (e.g. Gall &
Hjorth 2018 and references therein) have to be considered. Furthermore, in general, mod-
els with a moderate top-heavy IGIMF (i.e. β=2) reasonably satisfy both the abundance
and dust mass constraints.

The necessity to adopt a top-heavy IMF to solve the "dust-budget crisis" (Rowlands
et al. 2014) was already discussed by other authors (Mattsson 2011; Gall et al. 2011b;
Valiante et al. 2014 and references therein). However, this aspect was never highlighted
before in the context of the IGIMF.
Moreover, in this study we analyse in detail the interplay between various parameters,
including the IMF, in determining the abundance pattern in high-redshift galaxies and how
these parameters influence the growth of the dust mass.

Unfortunately, at present, IR-based determinations of the dust mass in LBGs and LAEs
in the sample considered in this work are lacking, but it will be valuable in the future to
better single out the role of such parameters in determining the properties of high-redshift
starbursts.

3.2.5 Conclusions

In this Section, we have analyzed the effects of the integrated galactic IMF (IGIMF, as
defined in Weidner et al. 2011) as well as dust condensation on the chemical evolution of
high-redshift starburst galaxies.

In the IGIMF theory, in a galaxy the maximum mass of a stellar cluster increases with
the SFR. In general, the higher is the SFR value, the larger is the fraction of massive stars
(and the flatter is the IGIMF). This can affect several basic properties of galaxies, such as
mass return from stellar populations and supernova rates, thus changing the star formation
history.
Starburst galaxies, with their intense star formation activity, are ideal candidates to test
such an IMF formulation.

We have thus compared the abundance patterns predicted by our chemical evolution
models with the abundances observed in the spectra of high-redshift starburst galaxies,
mainly Lyman Break Galaxies and Lyman-α Emitters.
To this aim, our models take into account the effects of dust depletion, which can have
a strong impact on interstellar abundances and which are fundamental to interpret the
observed abundance pattern of these objects.

It is worth noting that the application of dust to chemical evolution models including
the IGIMF in this work is the first recorded in the literature.

To conclude, the results obtained can be summarised as follows:
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• in all our models, the adoption of the IGIMF causes the increase of the rate of star
formation with respect to the Salpeter IMF. In particular, the highest SFRs are ob-
tained with the lowest values for the slope of the embedded cluster mass function β.
This is a consequence of the behaviour of the IGIMF: the lower is β, the more top-
heavy is the IMF. A high percentage of massive stars, due to a top-heavy IMF, causes
large quantities of gas to be restored into the ISM with CC-SN explosions, which in
turn favours higher star formation rates (as SFR ∝ Mgas). On the other hand, we find
a longer duration of the star formation phase for lower β values, due to later galactic
winds which quench star formation.
In general, the higher the β value, the smaller the difference in the models with re-
spect to the Salpeter IMF. As for example, in the models with β = 2, the occurrence
of the galactic wind is comparable to the one obtained with a Salpeter IMF.
For the most extreme assumptions of the β value (β = 1), we have found a reduced
Type Ia SN rate with the IGIMF relative to the Salpeter IMF in model galaxies with
1011 and 1012 M⊙. Moreover, we have found that with β = 1 the downsizing in
star formation, i.e. winds occurring at earlier times in more massive galaxies, is not
reproduced in model galaxies between 3× 1010 and 1011 M⊙, despite of the adopted
higher star formation efficiency for the higher galactic masses;

• the different star formation histories obtained with different IMFs have an impact
on the evolution of chemical abundances. For a given galaxy mass, the more top-
heavy the IMF (lower β values), the faster is the growth of the metal content. As
for the [α/Fe] vs. [Fe/H] diagram, the lower the β, the higher the overabundance of
α-elements, and the higher the metallicity at which the [α/Fe] starts to deviate from
the initial plateau.
Our study also highlights the interplay between the IMF and the star formation
efficiency in defining the insterstellar abundance pattern. In particular, when the
IGIMF is adopted, the lowest mass model can be characterised by values for the α-
enhancement larger than what obtained with the Salpeter IMF in the most massive
galaxy model, in which a much larger star formation efficiency is adopted;

• we have collected a dataset of chemical abundances measured in high-redshift, strong
star forming galaxies. The sample consists of high-quality abundances of several el-
ements (C, N, O, Mg, Si, Fe) as measured in lensed galaxies at 2 ≲ z ≲ 3 and two
‘composite’ spectra from sizable sets of high-redshift systems, obtained by means of
observations in non-lensed fields. These data have been compared with our model
results.
Some of the measured abundance ratios between volatile elements (O, N) are in
agreement with our results in which the IGIMF is adopted. However, a large scatter
in the data and large uncertainties in the stellar yields, in particular for N, makes the
interpretation of the abundance ratios difficult and the degeneracy between the ef-
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fects of the IMF and the ones of stellar nucleosynthesis calculations prevents us from
reaching any firm conclusion;

• to interpret the abundances for refractory elements, we have used models which can
account for differential dust depletion (i.e., different elements depleted into dust in
different proportions), and we have tested various assumptions regarding the pro-
cesses that regulate the evolution of dust grains.
All the models with minimal dust production tend to underestimate the observed pat-
tern in the [Si/Fe] vs. [Fe/H], [Mg/Fe] vs. [Fe/H] and [O/Fe] vs. [Fe/H] diagrams.
Under these conditions, the models with the IGIMF predict [α/Fe] values in better
agreement with the observations with respect to the ones with a Salpeter IMF. On the
other hand, if the effects of dust are important, our analysis suggests a Salpeter or an
IGIMF with β ≥ 2, i.e. only slightly top-heavier than the Salpeter;

• we have also predicted the evolution of the dust mass with time for galaxies of dif-
ferent stellar mass and IMF, showing that a top-heavy IGIMF may allow us to solve
the "dust budget crisis" problem (e.g. Valiante et al. 2014).

Other works support a top-heavy IMF in high-redshift starbursts, in particular few stud-
ies based on the interpretation by means of chemical evolution models of the abundances
of rare isotopes such as 13C, 17O and 18O ratios, detected in the IR band and free from dust
depletion effects (Romano et al., 2017; Zhang et al., 2018).
In the future, it will be important to take into account the IGIMF in models to interpret
such measures, and possibly better understand the nature of star formation in such systems.

On the observational side, the Multi Unit Spectroscopic Explorer (MUSE, Bacon et al.
2010) instrument mounted on the VLT has allowed the identification and spectroscopic
confirmation of hundreds of lensed galaxies in the redshift range 2 ≤ z ≲ 7 (e.g., Vanzella
et al. 2017 and references therein). This has also enabled the production of highly accurate
lens models, useful to determine and interpret absolute physical quantities such as lumi-
nosity, stellar mass, star formation rate, and abundances of high-redshift galaxies (e.g.,
Meneghetti et al. 2017).
In the future, it will be important to perform high-resolution spectroscopic follow-ups of
the most magnified sources, in order to derive precise abundance ratios and to extend the
observational sample presented in this work.
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3.3 Dust evolution in galaxy clusters

3.3.1 Introduction

Galaxies are not uniformly distributed in the Universe, at least on scales of the order of
Mpc. Most galaxies are found in galaxy groups and galaxy clusters. Galaxy groups are
small and low density ensembles of galaxies, whereas clusters are huge groups of galaxies
with very high concentration.
The classification in one or the other category is rather arbitrary: a galaxy cluster is nor-
mally defined as an ensemble of galaxies where at least 50 members have luminosities
within 2 magnitudes from the third most luminous galaxy of the cluster.

Concentrating on galaxy clusters, these are the largest gravitationally-bound cosmic
structures in the Universe.
They contain galaxies, intacluster medium (ICM) gas and large amounts of dark matter
(DM), i.e., roughly 90% of galaxy cluster mass. For this reason, they are valid cosmolog-
ical probes of the DM: cosmological models tracing only the dissipationless DM provide
accurate predictions of cluster properties (e.g. Kaiser 1986). At the same time, baryonic
physics starts to become important on cluster scales. This places galaxy clusters at a key
position also for the study of smaller-scale mechanisms such as gas flows or galaxy evolu-
tion.
At variance with smaller structures such as galaxies, clusters are dynamically younger. In
some cases, external galaxies are still collapsing to the centre for the first time, indicating
that these systems are not fully virialized.

Going more into detail, galaxy clusters have typical masses of 1013 - 1015 M⊙ and
may contain from 102 to 103 galaxies. These show very large velocity dispersions (σv ∼
800− 1000 km s−1) and are contained in a radius of a few Mpc. Within this radius, ellip-
tical galaxies are more concentrated in the denser centre of the cluster whereas spirals in
the more diffuse outskirts, producing the so-called morphology-density relation (Dressler
1980). The radial distribution of galaxies in clusters is similar to that of stars in elliptical
galaxies and for this reason can be approximated by the "R1/4 law".
X-ray observations reveal that galaxies in clusters are permeated by a very hot (107-108 K),
bright (1043-1045 erg/s) and sparse (10−2-10−4 cm−3) plasma (Kellogg et al. 1972), namely
the ICM. As for example, in Fig. 3.18 we show the distribution of the gas X-ray emission
within the galaxies of the Coma cluster (Abell 1656). Thermal Bremsstrahlung/free-free
radiation (see Sarazin 1988 for a review) is the major responsible of this emission: the
extreme conditions in the ICM allow hydrogen and helium to be fully ionized, thus pro-
viding the source for the free-free emission.
Heavy metals are also present in this plasma, being partially ionized. Their abundance
decreases with radius and it is roughly a third of the solar metallicity (see Werner et al.
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Figure 3.18: Superposition of X-ray image by XMM-Newton European Photon Imaging Camera (EPIC)
and optical image by the Sloan Digital Sky Survey (SDSS) for the Coma galaxy cluster (Abell 1656).
Credits: ESA/XMM-Newton/SDSS/J. Sanders et al. 2019

2008 for a review). This latter fact is a proof of the importance of galactic contribution
from ellipticals to this medium (see, e.g. Matteucci & Vettolani 1988).

Dust in galaxy clusters: a still controversial picture

As mentioned in the beginning of this Chapter, many issues are still open regarding dust
in galactic environments. Nonetheless, the substantial progress made in the field in the
past years has allowed us to unveil much of the dust properties (i.e., composition, size
distribution) within local galaxies.
However, much less is known regarding dust in galaxy clusters, including their diffuse
ICM component.

The understanding of dust distribution in galaxy clusters is important for a number of
reasons.
First of all, it affects galaxy cluster catalogue completeness: for example, up to ∼9 per cent
of clusters in a redshift range of 0.5 < z < 0.8 might be undetected in the Planck survey
due to the presence of dust (Melin et al. 2018). On the other side, dust can also become an
efficient cooling agent at the hot temperatures (T > 107 K) typical of the ICM (Montier
& Giard 2004). Furthermore, a proper understanding of dust properties will be essential
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in the analysis of protoclusters at redshift z > 2 (e.g. Casey 2016; Cheng et al. 2019),
since their lower ICM temperatures are still not able to trigger efficient dust destruction
mechanisms (i.e. thermal sputtering).

Since Stickel et al. (2002), several attempts (e.g. Bai et al. 2007; Kitayama et al. 2009)
have been performed to estimate the dust-to-gas ratios in the ICM of local galaxy clusters.
However, there is still no definitive evidence of the presence of dust in the ICM of individ-
ual local clusters.
Evidence of the presence of dust in clusters may instead have been found in the statistical
analysis of large data sets at redshifts z ≲ 1. Chelouche et al. (2007) and Muller et al.
2008 both obtained comparable ICM DGR measures of 10−4, i.e. a DGR smaller than < 5
per cent of the typical galactic ISM values. Later on, Giard et al. (2008) found more strin-
gent upper limits for ICM dust, finding DGRs not larger than 10−5 in low-redshift (z < 1)
clusters. However, the follow-up work by Roncarelli et al. (2010) suggested larger ICM
DGRs of ∼ 5 × 10−5. In more recent times, Gutiérrez & López-Corredoira (2014, 2017)
(hereafter GLC14 and GLC17) and Planck Collaboration (XLIII) et al. (2016) (hereafter,
PlanckXLIII-16) provided some of the more accurate estimates about dust in galaxy clus-
ters. In particular, PlanckXLIII-16 estimated the total dust mass, i.e., including both galaxy
(ISM) dust and ICM dust, thus providing important additional informations to constrain
the models.

However, only sporadic theoretical works have attempted to estimate ICM dust.
Dwek et al. (1990) already predicted that dust should exist mostly far away from the clus-
ter center (R > 2 Mpc) and in low abundances. A decade later, Popescu et al. (2000)
proposed that any IR emission by diffuse ICM dust would originate from current dust in-
jection in the ICM, and hence it would indicate the dynamical state and maturity of the
cluster. More recently, Polikarpova & Shchekinov (2017) determined that dust may sur-
vive in the ICM for 100-300 Myr if it resides in isolated dense and cold gas filaments
surviving the outflow. This would lead to an ICM DGR of about 1-3 per cent of the typical
Galactic values (∼ 10−2).
Some hydrodynamical simulations and semi-analytical models (SAMs) of galaxies and
galaxy clusters have already included dust evolution (e.g. Bekki 2015; Zhukovska et al.
2016; McKinnon et al. 2017; Popping et al. 2017; Gjergo et al. 2018; Vogelsberger et al.
2019). Among these, both Gjergo et al. (2018) and Vogelsberger et al. (2019) cosmolog-
ical simulations of galaxy clusters slightly underproduced dust compared to recent obser-
vational data (i.e. PlanckXLIII-16). In particular, they were able to alleviate the tension
between model and data by relaxing the sputtering timescale, i.e., by allowing dust to sur-
vive longer in the harsh intracluster environment.

In this Section we present a novel approach to treat the evolution of dust within galaxy
clusters.
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In particular, we base our approach on the method proposed by Matteucci & Vettolani
(1988) (hereafter MV88). This method consists in integrating, at the present time, the
contribution of metals by models of elliptical/S0 galaxies over the luminosity function
(LF), and in this way it was predicted that the bulk of the metal mass is produced by
elliptical/S0 galaxies at the break of the LF (Gibson & Matteucci 1997).

Here we implement the same technique as in MV88, but using dust masses produced
by galaxies in a cluster. Unlike MV88, we differentiate among the three main morpholo-
gies: elliptical, spiral, and dwarf irregular galaxies. For each of these types, we separate
the dust component residing within the ISM of galaxies from the other component ejected
into the ICM. Moreover, aside from the scenario where different galaxies form quickly
at early times and evolve independently ("monolithic scenario"), we expand the model to
account for a hierarchical galaxy formation scenario.
In this way, we predict the evolution of total dust mass in galaxy cluster, as well as of its
galactic and intracluster component, in different galaxy formation scenarios. The results
are also compared with recent dust mass estimates to test the reliability of our predictions.

In order to describe in detail the adopted method, the results and the comparison with
dust data for galaxy clusters, we organize the rest of the Section as follows: in 3.3.2
we overview the relevant observational papers that investigated the presence of dust in
galaxy clusters and in particular we focus on the data adopted in our work. Section 3.3.3
describes in detail the methodology employed, covering both aspects of the integration
method and the chemical and dust evolution models employed. In 3.3.4, we present our
predictions for the dust evolution within a typical galaxy cluster and we compare it against
the latest observations. Finally, in 3.3.5 we discuss the results obtained and we draw some
conclusions.

3.3.2 Dust observations in galaxy clusters

Literature about dust observation in galaxy clusters contains different approaches to this
topic.
Some works investigated individual clusters (e.g. Stickel et al. 1998, 2002; Bai et al. 2007;
Kitayama et al. 2009), whereas some others took a statistical average over large data sets
investigating optical extinctions (Chelouche et al. 2007; Muller et al. 2008; McGee &
Balogh 2010) or dust IR emission (Giard et al. 2008; GLC14; GLC17; PlanckXLIII-16).
Furthermore, Roncarelli et al. (2010) reconstructed the SED of various galactic morpholo-
gies in order to isolate a galactic SED signal from the ICM dust.

Usually, dust abundances are estimated either through dust emission in the IR or through
the extinction of objects on the background of the observed medium in UV-optical wave-
bands.
Typically, the IR dust emission technique consists in fitting the IR fluxes on modified

101



Chapter 3. Elements and dust through cosmic evolution

blackbody spectra of dust thermal emission (e.g. Hildebrand 1983). On the other hand,
UV-optical extinction by dust is obtained by measuring the flux of objects (i.e. galaxies
and quasi stellar objects) located in the background of a given cluster and comparing the
obtained flux to a reference flux of similar objects located at a similar redshift but located
in the field (e.g. Ostriker & Heisler 1984).

In general, dust abundances in the ICM of large cluster samples at redshift z < 1 are
not too well constrained, but most estimates limit the ICM DGR to around 10−5, which is
around three orders of magnitude lower than the typical MW values.
Such low dust abundances are attributed to the short dust destruction timescales in the
harsh ICM environment, which is permeated with X-ray radiation and highly energetic
ions. For this reason, ICM dust is believed to be of recent origin (e.g. Dwek et al. 1990;
Popescu et al. 2000; Clemens et al. 2010): it can be either newly ejected from galaxies
by stellar winds, or stripped from the galactic ISM by merging events and ram pressure
stripping.

Another important feature about dust in clusters is its preferred location in the outskirts
of the clusters, where late-type galaxies (i.e. spirals and dwarf irregulars) are dominant,
and where the environment is contaminated by small groups of galaxies. This hypothesis
is corroborated by several studies investigating dust profiles in clusters (Chelouche et al.
2007; Muller et al. 2008) in combination with the low dust abundances observed around
cluster centres (Stickel et al. 2002; Bai et al. 2007; Kitayama et al. 2009).

A summary of the existing observational literature is presented in Tab. 3.7. In this
Section, we compare the results of our new methodology with the data by Stickel et al.
(2002), GLC17, and PlanckXLIII-16, which are written in bold for clarity.

Stickel et al. (2002) measured the Coma cluster ICM dust. For this reason, we take
their obtained value as an upper limit for dust content in the ICM of local galaxy clusters.

For what concerns GLC17, we need to go back to the work by GLC14. In this paper,
the authors employed two methods on the SDSS-DR9 (Ahn et al. 2012) sample of galaxy
clusters located in a redshift range of 0.05 < z < 0.68. The first method is a statistical
approach to extinction. Their average prediction for total dust mass is Md < 8.4×109 M⊙
within a cluster radius of 3 Mpc. The second method is instead an estimate of the emis-
sion by cluster dust to the FIR sky from optical extinction maps, which leads to a lower
prediction of ≲ 2× 109 M⊙. The conservative DGR upper limit from the combination of
the two methods is ∼ 8× 10−5.
GLC17 is a follow-up of GLC14 which employed newer data from Herschle HerMES
project. In this work, GLC17 binned the estimates for their selected sample of 327 clus-
ters in redshift (0.05− 0.24, 0.24− 0.42, and 0.41− 0.71), cluster mass (< 1014 M⊙ and
> 1014 M⊙), aperture (1−5 arcmin), and observed frequency (250, 350, and 500 µm). For
our purposes, we adopt the 350 µm channel detections (which provide the most restrictive
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Table 3.7: List of observational papers for dust in galaxy clusters. Besides the dust-to-gas ratio (DGR),
other columns show the radius (in arcmin or Mpc) within which the estimate is computed, the redshift
spanned by the sample/name of the individual cluster, the instrument and the wavelengths/bands used to
gather data and the method employed to extrapolate the dust estimate.
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limits) within 1 arcmin of massive cluster centers, binned into three redshift intervals.
PlanckXLIII-16 considered a selection of 645 clusters within a redshift of z < 1. For

these clusters, they combined the Planck-HFI maps (6 beams between 100 and 857 GHz)
with the IRAS (Miville-Deschênes & Lagache 2005) maps (60 and 100 µm), integrating
the stacked signal for each beam out to an aperture of 15 arcmin. In particular, they fitted
the Planck and IRAS 100 µm data to the IR SED dust emission, following the approach
suggested in Hildebrand (1983). 60 µm data were ignored in the SED fit because at this
wavelength the contribution by small grains, that are not in thermal equilibrium, becomes
prominent and would skew the fit.
For the full sample, each cluster is estimated to have, within 15 arcmin, a dust mass of
around 1010 M⊙ (with small variations depending on the choice of dust emissivity index
β). The full sample (⟨z⟩ = 0.26 ± 0.17, Md = 1.08 ± 0.32 × 1010 M⊙) is split in two
redshift bins (z < 0.25 and z > 0.25) and two mass bins (M200

5= 5.5 × 1014 M⊙). The
average dust mass for the two redshift bins is of 0.34± 0.17× 1010 M⊙ for the low z and
2.56± 0.91× 1010 M⊙ for the intermediate z, respectively. For the less and more massive
clusters, the average dust mass is of 0.21 ± 0.14 × 1010 M⊙ and 3.48 ± 0.99 × 1010 M⊙,
respectively. In our work, we compare our results with both the full sample and the two
subsamples split according to redshift bins.

3.3.3 Modelling dust in galaxy clusters

In the following, we describe the adopted method to compute the total amount of dust pro-
duced and ejected by galaxies in clusters. As mentioned earlier in this Section, we follow
the method proposed in MV88, in which they integrated over the LF of clusters the masses
of given chemical species i produced by galaxies at the present time.
However, unlike MV88 which employs only chemical evolution models of early-type
galaxies (Matteucci & Tornambe 1987), we take advantage of dust evolution models of
irregular, spiral, and elliptical galaxies. Moreover, we extend the MV88 method across the
entire evolutionary history of the cluster, assuming different scenarios of galaxy forma-
tion: a "monolithic scenario", where the three galaxy morphologies evolve independently
and the number density of galaxies remains constant in time, and a "hierarchical scenario",
in which the number densities of different morphologies change in time.

For simplicity, we assume that the first galaxies start evolving at the same time at red-
shift z = 5. The adoption of larger galaxy formation redshifts (e.g. z = 10, as in Section
3.1) does not affect our results significantly, in particular in the comparison with low-
intermediate redshift (z ≲ 1) data.
We also remark that in this study we adopt a flat ΛCDM cosmology with a Hubble constant

5M200 (R200) is the mass enclosed by (radius that encloses) a sphere whose mean density is 200 times the critical density ρcrit at
a given redshift.
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of H0 = 70 km s−1 Mpc−1 and Ωm = 0.3.

The revised Matteucci & Vettolani (1988) method

In order to compute the evolution of dust amount in clusters, we first need to find the
relationship between the evolution of dust massesMd across the cosmic time t for galaxies
of a given morphology and total baryonic galaxy mass/infall mass MG.
We thus iterate our chemical and dust evolution code over a range of massesMG,X for each
of the three morphologies X . In the case of elliptical galaxies, MG,ell has a lower limit of
5 × 109 M⊙ and does not extend beyond 1012 M⊙. For the other galaxy types, 5 × 109

M⊙ < MG,spi < 5× 1011 M⊙ is the range for spirals and 107 M⊙ < MG,irr < 5× 109 M⊙
for irregulars. For each iteration, we are able to separate an ISM dust component, residing
within galaxies, and an ICM dust component, ejected by stellar winds.
In this way, we fit the following relation between galaxy mass and dust mass:

Md (t) = Ed (t)MG,X
βd(t), (3.7)

where Ed(t) and βd(t) are the time-dependent fit parameters. We check these fits and we
find that they are stable across cosmic time.

With the relation between dust and galaxy mass established, we need to convert galaxy
masses into luminosities, because our ultimate goal is to use Eq. (3.7) as a weight function
on the LF. We consider the mass-to-light ratio K = MG/L, where the galaxy mass MG

and luminosity L are both expressed in solar units. We take a fiducial value of K = 5,
but we test also variations up to K = 15. This range of K is typical of several studies in
literature (e.g., Portinari et al., 2004; Spiniello et al., 2012; De Masi et al., 2019) for both
early and late-type galaxies.
It is then possible to normalize Eq. 3.7 by the respective quantities at the break (∗) of the
LF:

Md/M
∗
d = (MG/M

∗
G)

βd = (L/L∗)βd , (3.8)

where M∗
d is the dust mass associated to a galaxy of mass M∗

G and luminosity L∗ at the
break.

With these tools, we can consider the distribution function of galaxies across luminosity
(or mass). The most reasonable choice is the Schechter LF (Schechter, 1976): Φ (L) =
n∗(L/L∗)αe−L/L

∗ , where L∗ is the luminosity of a galaxy at the break of the Schechter
Function, n∗ is a measure of the cluster richness (in Mpc−3), and α is the dimensionless
slope of the power law. In this way, we weight the normalized Eq. (3.8) on Φ (L).
However, since our work includes galaxies of all morphologies, at variance with MV88
Φ (L) includes all galaxy types. For this reason, we need to rescale the integration by
the number fraction fX of each morphology X compared to the total number of galaxies.
For example, fell = 0.82 in the Coma cluster, but lower values are found in dynamically
young clusters such as Virgo, with fell = 0.43. The spiral number fraction is then defined
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as fspi = 1 − fell. To ensure that we do not count galaxies in multiple morphologies, we
impose the same value for the upper mass limit of irregular galaxies and the lower mass
limits of spiral and elliptical galaxies. In this way, we have that firr = 1.
The integrand that produces the cluster dust mass for a given morphology then takes the
form of:

(L/L∗)βd,XΦ (L) = fXn
∗(L/L∗)βd,X+αe−L/L

∗
, (3.9)

which can be integrated as an upper incomplete Gamma function Γ(a, x) =
∫︁∞
x
ta−1e−t dt,

where x is the lower limit of the integral. This is appropriate in the case of elliptical galax-
ies. For spiral and irregular galaxies, instead, we impose an upper limit to the integration
by subtracting a second incomplete Gamma function to remove the regions of the LF
where we do not observe this morphology. The cluster dust mass for each morphology X
within the galaxies ISM (and similarly the ejected ICM component) is then derived as:

M ISM
d,ell (< R200) = fellM

∗,ISM
d,ell n∗Γ(1 + βISMd,ell + α,Lmin,ell/L

∗) (3.10)

M ISM
d,spi (< R200) = fspiM

∗,ISM
d,spi n∗[Γ(1 + βISMd,spi + α,Lmin,spi/L

∗)

− Γ(1 + βISMd,spi + α,Lmax,spi/L
∗)] (3.11)

M ISM
d,irr (< R200) = firrM

∗,ISM
d,irr n∗[Γ(1 + βISMd,irr + α,Lmin,irr/L

∗)

− Γ(1 + βISMd,irr + α,Lmax,irr/L
∗)], (3.12)

where Lmin,X is the lowest luminosity observed in a given cluster, M∗
d,X = Ed,XM

∗βd,X(t)
G

is the dust mass for a galaxy at the break of the LF for the X morphology and M∗
G is the

break galaxy baryonic mass.
Observational constraints on magnitude will define our luminosity integration limits, but
also our galaxy masses. As derived in MV88, M∗

G = KL∗ = h2K × 10−0.4(Mag∗−Mag⊙),
with Mag⊙ = 4.83 and Mag∗ the V-band magnitude of the Sun and of a galaxy at the break.

Aside from the original Schechter LF, we test also a double Schechter LF. In the rest
of the Section, we will refer to them as single LF and double LF, respectively. The double
LF (e.g. Popesso et al., 2006), is presented in Moretti et al. (2015) as the best fit to the
WIde-field Nearby Galaxy-clusters survey (WINGs, Fasano et al., 2006).
This function has the form of:

Φ(L) ∝ Φb +
L∗
b

L∗
f

Φf =

(︃
L

L∗
b

)︃αb

e−L/L
∗
b +

L∗
b

L∗
f

(︄
L

L∗
f

)︄αf

e−L/L
∗
f , (3.13)

where Φb and Φf are single Schechter functions calibrated on the bright end (b) and on
the faint end (f ) of the LF. Each of Φb and Φf have their own bright and faint break point,
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identified with respective break luminosities L∗
b and L∗

f and power-law coefficients αb and
αf .

Here, we weight spiral and elliptical galaxies with the bright component. For what con-
cerns irregular galaxies, we treat the bright component as we treat irregulars in the single
LF, and we add to it the incomplete gamma function integration of the faint component.
In fact, by steepening its slope at fainter luminosities, the double LF predicts the existence
of more dwarf irregular galaxies than the normal Schechter function.

The parameters α for the single LF (or αb and αf for the double LF) and L∗ (or L∗
b and

L∗
f ) are taken from the WINGs (Moretti et al., 2015) median parameters unless otherwise

specified: α = −1.15 (or αb = −0.97 and αf = −0.6 for the double LF). and median V-
band break magnitude Mag∗

V = −21.30 (or -21.15 and -16.30 for the bright and faint end
of the double LF). fell = 0.74 is the average elliptical fraction for WINGs, as extrapolated
from Mamon et al. (2019).
To obtain the cluster richness, we take advantage of the richness-to-cluster-mass relation
n∗ ∝ M0.92

clus found by (Popesso et al., 2007) and we rescale the Coma cluster richness to
WINGs masses. Since Coma cluster has a mass of Mclust ∼ 1.1 × 1015 M⊙ (Geller et al.
1999) and a richness of n∗ = 107 (Schechter 1976), while WINGs clusters average mass is
Mclust ∼ 5× 1014 M⊙, it follows that that n∗ = 52 for the average WINGs cluster sample.

We do not report here numbers for other well-known local clusters, but we test a rea-
sonable range of the parameter space to test what the dust evolution might look like in
other clusters.
The parameters just presented are summarized in Table 3.8, where we also show our
chosen integration limits. Regarding these values, we highlight that the irregular galaxy
lower integration bound of 107 M⊙ corresponds to the WINGs faintest magnitude limit of
Magmin ≃ −15.5 (Moretti et al. 2015). In Table 3.9 we report instead the adopted double
LF parameters.

With these calculations, we obtain the evolution of dust mass in clusters for a "mono-
lithic scenario", where galaxies of different morphological types do evolve separately, not
changing in number.

Including the "hierarchical scenario"

In the "hierarchical scenario", the number of galaxies of different morphological types
evolves with redshift.
To compute the evolution of dust mass in galaxy clusters within this context, we employ
the technique presented in Vincoletto et al. (2012) and already coupled to chemical and
dust evolution models in Gioannini et al. (2017b).
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Table 3.8: Fiducial model parameters from the single LF based on the median values of the full WINGs
cluster sample (Moretti et al. 2015; Mamon et al. 2019). The upper table indicate the lower (MG,min)
and upper (MG,max) mass limits for irregular, spiral, and elliptical galaxies (Irr, Spi, Ell). On the bottom
Table, fell is the fraction of galaxies that are early-type, α is the slope of the single LF, n∗ is the richness
and Mag∗ is the V-band magnitude identifying the break luminosity.

Irr Spi Ell

MG,min 107 M⊙ 5× 109 M⊙ 5× 109 M⊙
MG,max 5× 109 M⊙ 5× 1011 M⊙ —

fell n∗ α Mag∗

0.74 52 -1.15 -21.30

Table 3.9: Fiducial model parameters from the double LF based on the median values of the full WINGs
cluster sample (Moretti et al. 2015). The subscripts b and f represent the bright and faint end of the
double LF, respectively.

αb αf Mag∗b Mag∗f
-0.97 -0.6 -21.15 -16.30

Instead of assuming that all moprhological types are born simultaneously and evolve
separately as in the "monolithic scenario", we let the number density of galaxies of mor-
phological type X evolve with redshift in this way:

nX(z) = nX,0(1 + z)θX , (3.14)

where nX,0 is the number density at redshift z = 0 for a morphological type X and θX
characterise the number density evolution of different galaxy types with redshift. This
parameter is calibrated as in Gioannini et al. (2017b) to be 0.0, 0.9, and -2.5 for irregular,
spiral, and elliptical galaxies, respectively.

From this definition of number density, we can thus derive the rescaled elliptical frac-
tion:

fell = f0
(1 + z)−2.5

f0(1 + z)−2.5 + (1− f0)(1 + z)0.9
, (3.15)

where f0 is the elliptical fraction at the present time. Similarly, we can also derive the
spiral fraction fspi. By doing this, we note that the relation fspi = 1 − fell is preserved
across cosmic history.

The evolution of fell and fspi with redshift is visible in Fig. 3.19. In this Figure, we
show the evolution of the mass fraction contribution of the three different morphologies
with both the single LF (upper panel) and double LF (lower panel), adopting the present
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Figure 3.19: Mclust mass fraction evolution within the "hierarchical scenario" adopting a single LF (upper
panel) and a double LF (lower panel). Brown, blue and green solid lines refer to the evolution for
elliptical, spiral and dwarf irregular fractions adopting present day WINGs cluster parameters (f0,ell =
0.74), which are highlighted with colored stars. Dashed lines assume f0,ell = 0.82, as in the Coma
cluster, whereas dash-dotted lines f0,ell = 0.43, as in the Virgo cluster. Shaded regions enclose f0,ell
between 0.2 and 0.82, which are the extreme values considered in this study.
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day fractions taken from WINGs average (Moretti et al. 2015; Mamon et al. 2019, solid
lines). The WINGs present day values, which are the ones adopted at all times in the
independent evolution scenario, are highlighted with colored stars. In this Figure, we
also plot the evolution considering the present day elliptical fraction of the Coma cluster
(dashed lines), indicative of a mature cluster, and the one obtained with present day in
Virgo cluster (dash-dotted lines), typical of dinamically young clusters.

From Fig. 3.19, it is evident the progressively higher fraction of ellipticals at lower
redshift, independently of the adopted present day parameters. This is typical of the hier-
archical clustering scenario for galaxy formation, where the baryon assembly mirrors the
hierarchical buildup of dark matter structures and spheroids/ellipticals formed as a series
of subsequential mergers between smaller galaxies (Vincoletto et al. 2012).
On the other hand, we keep the dwarf irregular contribution constant over time: these
galaxies span a different mass range relative to other morphologies (see Tab. 3.8) and
therefore firr = 1 at all times irrespective of the galaxy evolution scenario. However, Fig.
3.19 highlights a substantial difference in the mass contribution by irregulars with the two
LFs and this provides a perfect benchmark to test dwarf irregular galaxies contribution to
the total dust mass.

Scaling the LF with radius

Up to now, we present a method that is valid for calculations within R200. Actually, the LF
fits provided in Moretti et al. (2015) are valid within 0.5R200; in any case, previous works
showed that the shape of the Schechter function does not vary from from 0.5R200 to R200

(Annunziatella et al., 2017).
However, in order to obtain a fair comparison with observations (i.e. PlanckXLIII-16),

we need to calculate the integrated dust mass at radii larger than R200.
Since we are interested in radii of 15 arcmin, we apply the method described below only
at redsfhits z ≳ 0.1, where R200 ∼ 15′; in fact, we are not interested in a profile at smaller
radii than R200 as our goal is to compute the total dust cluster mass.

To rescale our integral to larger radii, we take advantage of the NFW model (Navarro
et al., 1996). The mass contained within a radius t = r/rs is given by:

Mscaled =Mvir
ln (1 + t)− t/(1 + t)

ln (1 + c)− c/(1 + c)
, (3.16)

where rs → 15′ is the redshift dependent scale radius that will rescale our integration
to the 15 arcmin observed by PlanckXLIII-16. For the computation, we assume that the
virial mass Mvir is roughly represented by M200. Concerning the concentration c, it varies
depending on the morphology: elliptical galaxies are well described with a concentration
of c ∼ 4, whereas spiral galaxies with c = 0.85 (see Tab. 2 of Cava et al., 2017).
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Chemical evolution models and dust prescriptions

To reproduce the dust mass Md evolution within galaxies of the three morphologies, we
need to adopt detailed chemical evolution models for galaxies including dust evolution.

We develop models for typical galaxies of each morphological types. In particular, we
build models for i) typical spheroids (local elliptical galaxies), ii) typical spirals and iii)
typical irregulars.
In addition to the galaxy mass (MG, see Tab. 3.8 for ranges of values adopted), the main
differences among the models for different galaxy types are the assumed star formation
efficiency (SFE, see Eq. (2.4)) and the timescale for gas infall, which are set according
to the values adopted in Section 3.1. For what concerns the IMF, we adopt a Salpeter
(1955) elliptical and irregular galaxy models and a Scalo (1986) IMF for spiral galaxies,
in agreement with indications from previous studies (e.g. Romano et al. 2005; Yin et al.
2011; Gioannini et al. 2017b, but see e.g. Jeřábková et al. 2018 in the context of the IGIMF
theory).
In this way, we are confident of adopting realistic models for each galaxy morphology
and to be able to follow the galaxy evolution of each type since the beginning and until
the present time. In fact, the resulting SFHs reproduces the majority of the observable
properties of local galaxies, such as the present time SFR, the SN rates and the chemical
abundances (Grieco et al., 2012; Gioannini et al., 2017b).

It should be noted that even though these models have been calibrated mainly on field
galaxies, it is safe to apply them to cluster galaxies.
In fact, it was shown in several studies that dust properties such as the DGR and dust-to-
stellar mass ratio vary little or not at all from field to cluster environments (e.g. Davies
et al., 2019). Instead, morphology, age, and other physical processes predict the dust
variables in which we are interested much more stringently.

Nucleosynthesis prescriptions

The contribution to chemical enrichment of LIMS, Type Ia and CC-SNe (Type II, Ib/c), is
computed by taking advantage of detailed stellar yields for these stars (see Section 2.1.3).

In particular, the following mass and metallicity dependent stellar yields are adopted:

• for LIMS (0.8 < m/M⊙ < 9) we use yields by Karakas (2010) for stars with mass
lower than 6M⊙, while for super-AGB (SAGB) stars and e-capture SNe, with mass
between 6 M⊙ and 9 M⊙ , we use yields by Doherty et al. (2014a,b);

• for massive stars that explode as CC-SNe (m > 9 M⊙), we adopt yields by Kobayashi
et al. (2006)/Nomoto et al. (2013);

• for Type Ia SNe we use the yields by Iwamoto et al. (1999).
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Dust prescriptions

The formalism adopted to describe dust evolution within galaxies (i.e., ISM component)
is described in Section 2.4: we consider astration by SF, production by stars, accretion in
cold dense regions of the ISM and destruction by SNe shocks (see Eq. (2.21)).

Concerning the dust production term, we follow these prescriptions:

• for AGB stars, we adopt the condensation efficiencies dependent on both mass and
metallicity computed by Piovan et al. (2011), already tested by Gioannini et al.
(2017a,b);

• for CC-SNe, we also adopt the condensation efficiencies provided by Piovan et al.
(2011), that take into account the processes of both dust production and reverse shock
destruction by the SN (see Section 2.3.1). These prescriptions give us the possibility
to choose between different scenarios for the surrounding environment (low density,
intermediate density and high density), which affects the efficiency of the reverse
shock dust destruction (the higher the density, the higher the dust destroyed by this
shock, see Fig. 2.7). Among the different possibilities, we adopt the values obtained
for the intermediate density environment for spirals and spheroids/ellipticals and the
low density environment for irregulars. We make this choice following Gioannini
et al. 2017b, who well reproduced observed dust masses in high-redshift starbursts as
well as DGR vs. metallicity relations in local spiral and irregular galaxies (see also
3.1.2);

• at variance with the other Sections of this Chapter, here we allow Type Ia SN dust
production in models for spheroidal/elliptical galaxies. In particular, we adopt the
prescriptions by Dwek (1998) as implemented by Calura et al. (2008): a dust con-
densation efficiency of 0.5 is taken for C, whether a value of 0.8 is taken for Si, Mg,
Fe, Si, Ca. It is then assumed that for each atom of these elements, one oxygen atom
is also condensed, i.e. MO = 16

∑︁
i 0.8Mi/µi , where Mi is the mass and µi is the

atomic weight of each of the elements i.

The assumption of Type Ia SN dust production is made despite of recent observa-
tional and theoretical results that claim no effective dust production from Type Ia SNe
(e.g. Nozawa et al. 2011; Gomez et al. 2012, see also Section 2.3.1).

We make this choice since dust evolution in elliptical/S0 galaxies is heavily affected
by considering or not Type Ia SN dust production. In fact, this morphology will otherwise
host only low-mass AGBs that will produce little dust mass (even at supersolar metallicity,
see Ventura et al. 2020) .
While there could be other mechanisms of dust production within elliptical/S0 galaxies,
such as dust growth in shielded shocked gas, e.g. in AGB winds (Li et al. 2019), these
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processes cannot be easily included in our models and rough estimates show that their
contribution to dust masses in ellipticals would be smaller than what would be produced
by Type Ia SNe. For this reason, the inclusion of Type Ia SN dust production can be also
seen as an upper limit to what elliptical galaxies would be capable of contributing to the
total cluster budget.

In addition to dust processes within individual galaxies, we accurately model the fate
of the dust ejected by galaxies into the ICM (i.e. ICM component).

To this aim, we apply thermal sputtering to this component, as prescribed in Tsai &
Mathews (1995). Assuming a fixed grain size of 0.1µm, the initial sputtering timescale is
taken to be τsp = 5.5× 107 yr, as derived by Gjergo et al. (2018).
Specifically, they compute the dust destruction rate by sputtering in this way:

Ṁdust,sp =M ICM
dust /τsp, (3.17)

We highlight that this treatment of sputtering is reliable for virialized clusters whose ICM
has become hot, diffuse, and highly ionized, therefore up to redshifts between 1 to 2 (i.e.
well above the redshift of the data sets adopted).

3.3.4 Results

Having provided the detailed description of our method aimed at computing the dust mass
evolution in galaxy clusters, we now describe the results of the integration procedure.

We divide the discussion into three main paragraphs.
We first show the prediction of dust mass evolution for every ISM and ICM cluster com-
ponents (i.e., elliptical, spiral, irregular) in the case of single and double LFs and "mono-
lithic" and "hierarchical" evolution scenarios.
After that, we try to reproduce PlanckXLIII-16 observations by rescaling our computed
total dust masses to a fixed aperture of 15 arcmin (see 3.3.3 for more details) and normal-
ising the obtained curves to cluster M200.
Finally, we explore the parameter space by varying the main LF function parameters for
each of the ISM and ICM components with both the "monolithic" and the "hierarchical"
scenarios.

Component evolution in a cluster

In Fig. 3.20, we present the results of our integration method within R200 of a cluster of
average WINGs LF (Moretti et al., 2015) and cluster (Mamon et al., 2019) parameters (see
Tab. 3.8 and 3.9).
As can be seen from the labels, in the top panel we employed a single LF, whereas in the
bottom panel we adopt a double LF. In the panels, both "monolithic" evolution (shaded
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Figure 3.20: Evolution of dust mass components within a WINGs-like average cluster (M200 ∼ 5 × 1014

M⊙, fell = 0.74) adopting a single LF (upper panel) and a double LF (lower panel). The brown, blue,
and green lines represent elliptical, spiral and dwarf irregular galaxies, respectively. The dashed lines
identify the integrated dust component residing within galaxies (ISM), whether the solid lines identify the
ejected components (ICM). Shaded lines are computed assuming that "monolithic scenario", whether the
fully opaque lines are computed assuming a "hierarchical scenario". Orange cross is the PlanckXLIII-16
low mass subsample at low redshift. Purple downward arrows are the upper limits found in GLC17 for
the redshift bins are centered around redshift z = 0.173, 0.338, and 0.517. Red bar is the dust estimate
from Stickel et al. (2002) for the Coma cluster.
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lines) and "hierarchical" evolution (fully opaque lines) scenarios of galaxy formation are
shown.

By looking at both panels, we see that the dominant component for both galaxy evo-
lution scenarios and LFs is the ISM dust in spirals. This is in agreement with the inter-
pretation proposed by Roncarelli et al. (2010) that late-type galaxies should dominate the
overall dust IR emission in galaxy clusters. For either scenarios and LFs, at a redshift
z < 2 the next most abundant dust mass component appears only 2 dex below the ISM
spiral component.
As we can expected, the choice of single or double LF does not affect significantly the
most massive galaxies, if not by a marginal decrease in dust mass. In fact, the double LF
differentiates from the classical Schechter function particularly in the low luminosity end.
More surprisingly, the choice of the LF does not seem to affect the dwarf irregular ISM and
ICM components. However, this can be expected since the additional faint LF component
is dominated by very low mass (< 108 M⊙) and poorly chemically evolved galaxies. For
both LFs, we also see that below z ≲ 0.5 the dust mass within irregular galaxies exceeds
the dust mass ejected in the ICM by spirals.
Coming back to spiral components, there is a minimal but steady dust mass loss within the
ISM of spiral galaxies in both "hierarchical" and "monolithic" evolution scenarios after the
peak at a galaxy age of ∼ 3 Gyrs. The negative slope traced by the spiral ICM dust line is
instead steeper in the hierarchical scenario due to the higher spiral fraction at earlier times.
For elliptical galaxies, we note in the panels that the ISM component is instantaneously
ejected into the ICM as soon as stellar winds ignite (see 2.1.4). In this case, the ICM dust
trend is flipped relative to spiral galaxies, with a flatter slope for the hierarchical evolution:
elliptical galaxies were less numerous in the past for this scenario.

By comparing the model predictions in Fig. 3.20 with cluster observational data, we
see that our results satisfactorily reproduce the total cluster dust mass by PlanckXLIII-16.
In particular, here we employ the low mass, low-redshift bin with average cluster mass of
⟨M200⟩ = 4.3× 1014 M⊙ and average redshift ⟨z⟩ = 0.139 (see 3.3.2).
For what concerns ICM dust estimates, we compare the results of our model with the data
by Stickel et al. (2002) and GLC17. In particular, Stickel et al. (2002) represents a good
upper limit for ICM dust of local quiescent clusters. On the other hand, GLC17 dust mass
upper limits provide measurement for clusters with total masses > 1014 M⊙ up to z ∼ 0.7.
Both Fig. 3.20 panels show good agreement between ICM dust measurements and our
computed cumulative ICM dust.

Summarising, within ∼ 2 Gyr since galactic birth, the overall ISM of cluster galaxies
with WINGs sample parameters contains already about 1010 M⊙ in dust mass. This corre-
sponds to a dust-to-gas ratio of DGR∼ 5× 10−4. The ICM components are between 2 to
4 dex lower, around or below a dust mass of 107 M⊙, which corresponds to a low DGR of
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the order of 10−6. These values are in agreement with estimates both for total dust mass
(PlanckXLIII-16) and ICM dust mass (Stickel et al. 2002; GLC17).

Comparison with Planck observations

In Fig. 3.21 we rescale our total dust mass predictions in clusters out to a radius of 15
arcmin, in order to mimic PlanckXLIII-16 observations (see 3.3.3 for more details).

These dust mass estimates are displayed in the three data points of Fig. 3.21. In partic-
ular, the middle full square represents the whole sample of stacked clusters in the redshift
range 0.01 < z < 1.00 (645 clusters, ⟨M200⟩ = (5.6± 2.1)× 1014 M⊙), whereas the cross
and the hollow diamond represents the subsamples with redshift z ≤ 0.25 (307 clusters,
⟨M200⟩ = (4.3±1.7)×1014 M⊙) and z > 0.25 (254 clusters, ⟨M200⟩ = (7.0±1.5)×1014

M⊙), respectively.
It is worth noting that both these data and model curves are normalized to their respective
M200, which time evolution is taken from the D2 run by Gjergo et al. (2018).

Concerning the models, here we show the evolution for both the independent evolution
scenario (blue curves) and the hierarchical clustering iteration (red curves), as well as for
single LF (solid curves) and double LF (dashed curves). We adopt, just like Fig. 3.20, LF
and cluster parameters coming from the WINGs average. However, we allow to vary the
elliptical fraction f0,ell from the initial value of f0,ell = 0.74 (Mamon et al. 2019, thick
lines). In particular, we span an elliptical fraction from 0.2 to 0.82, indicated by the blue
and red shaded regions for the "monolithic" and "hierarchical" scenarios. To better display
the variation in the f0,ell parameter, we show the results for f0,ell = 0.43 (thin lines): this
value is representative of dynamically young local clusters, such as Virgo. On the other
hand, the extreme value of f0,ell = 0.82 is indicative of mature local clusters, such as
Coma.

We see from the Figure that varying the elliptical fraction in the range between ∼ 0.2
to ∼ 0.8 changes the dust mass by less than an order of magnitude. In particular, the
estimates vary by not more than a factor of 4 within scenarios, and 6 overall.
As fell (and so also fspi) is time-dependent in the "hierarchical scenario", we note that at
higher redshifts the curves for this scenario converge to higher dust-to-M200 ratios. The
difference between the constant elliptical fraction of the "monolithic" evolution and the
same fraction for the "hierarchical" evolution widens at high final elliptical fraction values
because the spiral number density falls more steeply (and the elliptical number density
grows more rapidly).
More in general, the quite steep slope seen for all the curves in Fig. 3.21 is mainly driven
by the fixed aperture of 15 arcmin that progressively leads to larger encompassed radii.
However, by z ∼ 0.5 to 0.6, the 15 arcmin angular size has already reached 3 Mpc,
and the NFW rescaling does not increase the dust mass by much, due to the low galaxy
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Figure 3.21: Evolution of dust mass at low-intermediate redshift in comparison with average dust mass
measured within 15 arcmin of a stacked cluster sample (PlanckXLIII-16). Black full square, cross and
hollow diamond represent the full sample, the nearby subsample and the distant subsample, respectively.
The blue curves identify the "monolithic scenario", whether the red curves show the "hierarchical sce-
nario" case. The solid curves assume a single LF, the dashed curve a double LF. The thick curves assume
an elliptical fraction of f0,ell = 0.74, as in the WINGs clusters. The fainter curves assume instead a
f0,ell = 0.43. The shaded red and blue bands span an f0,ell between 0.2 and 0.82. Both theoretical
curves and data are normalized to their respective M200.

density out to these outskirts. Therefore, the increase at higher z is mainly caused by the
normalization to M200.

For what concerns the data-model comparison, this seems to weakly favour a "hierar-
chical scenario" with the WINGs average elliptical fraction of 0.74, with no significant
preference between the single or double LF (as expected from Fig. 3.20). The better
suitability of the hierarchical scenario to explain PlanckXLIII-16 data is confirmed by a
χ2 test performed over different LFs and scenarios of galaxy evolution. In particular, for
f0,ell = 0.74 we obtain a χ2 of 0.07 for the double LF and 0.21 for the single LF in the
hierarchical scenario, whereas 1.10 and 0.40 are the values obtained letting the different
morphologies evolve independently.
Another interesting aspect regards the comparison with other works in the literature in the
reproduction of PlanckXLIII-16 data. In fact, our curves fall right between the observa-
tional points without any need of model calibration. This was instead necessary in several
previous papers (e.g. Gjergo et al. 2018; Vogelsberger et al. 2019), where dust sputtering
timescales where tuned to reproduce the data.
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Further exploring the parameter space

In order to probe the robustness of our integration method, we test how the obtained re-
sults change by varying the LF parameters described in 3.3.3. In Fig. 3.22 we show the
dependence of our model to single LF parameters. In fact, by testing all the dependencies
on double LF parameters, we find only minor differences relative to the single LF case.

The parameters varied are those listed in Tab. 3.8: the elliptical fraction f0,ell , the LF
slope α, the V-band magnitude at the break of the LF Mag∗ , the cluster richness n∗, the
mass-to-light ratio in K, the lower Ml,X and upper Mu,X mass integration limits for each
of the three morphologies X .
Each parameter encompasses the typical average ranges of known clusters: f0,ell spans
from 0.43 to 0.82, which is the elliptical fraction of the Virgo Cluster and of the Coma
cluster, respectively. α and Mag∗ test ranges which include ∼ 1.5σ of the LF slope and
break V-band magnitude in Moretti et al. (2015). Specifically, α ranges between −0.9 and
−1.4, and Mag∗ ranges between −20.5 and −22.5. For the richness, we once again refer
to the WINGs sample: we vary n∗ between 115 (highest richness considered in Schechter
1976) and 52 (average WINGs richness). The K mass-to-light ratio spanned range is in-
stead between 5 and 15: typical K values in early-type galaxies range from ∼ 5 to ∼ 13,
while in late-type galaxies it ranges between 5 and 10 (De Masi et al. 2019).

The results of these tests reveal that our model depends linearly only on n∗ and on f0,ell.
The richer and younger the cluster, the more dust there is, but the cluster richness does not
vary the cumulative dust mass if not by a factor of 3. A factor of 3 is also the extent to
which the variation of f0,ell changes the dust mass for the spiral and elliptical components.
This leads to variations of this order also on the total dust mass, as seen in Fig. 3.21.
In each case at low redshifts, the spiral ICM dust component is between 3 and 30 times
larger than the elliptical ICM component. Thus, we can safely conclude that spiral galaxies
are more efficient than elliptical/S0 galaxies at contaminating the ICM with dust.

A little more complicated is the issue of the contribution to ICM dust by smaller galax-
ies. These faint irregular galaxies are difficult to resolve, so the emission and extinction
from dust within these systems may be confused as newly ejected ICM dust. In order to
compare how much dust there is within irregular galaxies against ICM upper limits, we
add GLC17 data points to the third row of the plot. As expected, the irregular-born dust
mass has little dependence on most parameter variations.
The only significant differences are generated by the choice of the α LF slope and of the
upper mass integration limit Mu,irr: these are the only cases where parameter changes in
a certain scenario span more than a factor 6 (instead of a factor 3, as in most of the other
cases). The increase in dust mass in the α variation is mostly due to the excess in number
density on the more massive end of the integration limits, closer to the break magnitude.
In fact, when we test these variations on the double LF function, we find that a steeper
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shading are as in Fig. 3.20. In addition, black lines display the total ISM dust and total ICM dust with
the addition of the irregular ISM. Data points are from Stickel et al. (2002); PlanckXLIII-16; GLC17 as
in Fig. 3.20.
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increase of αf provides only a marginal gain in dust mass. On the other hand, the upper
bound for irregular galaxies is dictated by observations (e.g. Vaduvescu et al. 2007; Yin
et al. 2011). Therefore, it is not realistic to extend the upper integration limit for irregulars
above our fiducial value of 5× 109 M⊙ .

Except for the latter morphology, the lower and upper mass bounds of our integration
matter little. Unless the infall mass is of the same order or larger than the break infall
galaxy mass (M∗

G = 6.94 × 1010 M⊙ for the single LF), the integration is not very sensi-
tive to either mass bounds.
This is because of the dominance over the mass budget of galaxies at the break of the LF.
In the case of spiral galaxies, Mu,spi = 1011 M⊙ (i.e. an upper bound five times smaller
than the fiducial one) decreases the dust mass only by a factor of 3, whereas a larger upper
bound of Mu,spi = 1012 M⊙ hardly makes a difference: this is because the dust mass has
nearly reached its limiting value. A dependence on the upper limit does not exist for ellip-
tical galaxies, because we integrate them over a single upper incomplete gamma function
having only a lower bound. However, even if we want to impose an upper limit, it would
not affect the stability of our results. In fact, as long as this limit has to be much larger than
M∗

G (e.g. Mu,ell = 1012 M⊙), the variation are minimal as it happens for spiral galaxies.

Concluding, both in the case of the ISM and of the ICM components, spiral galaxies are
the dominant dust producers and sufficient to explain the observed dust abundances within
our model. After spiral galaxies, the ISM of irregular galaxies is a major dust source. This
dust mass from irregulars comes mainly from the bright end of the single LF, as the dust
mass is nearly independent of the lower integration limit.

It must be reminded that our results are obtained even assuming a strong dust produc-
tion by Type Ia SNe in elliptical galaxies, which can be also seen in the context of other
mechanisms acting in these galaxies as an upper dust production limit (e.g. Li et al. 2019).
This means that elliptical/S0 galaxies, despite of their dominant contribution in the ICM
metal enrichment (Gibson & Matteucci 1997), can be definitely ruled out as major dust
producers in galaxy clusters.

3.3.5 Conclusions

In this Section, we aim at breaking down the galaxy-born total cluster dust mass into its
various components.

We differentiate the three main morphologies (i.e., elliptical, spiral, and irregular) that
contribute to the dust budget and we separate dust residing within galaxies from the dust
ejected in the ICM by applying sputtering to the dust ejected out of galaxies. By revising
the integration method developed by Matteucci & Vettolani (1988) we integrate galaxy
dust over a parametrization of cluster luminosity function (LF). Our LF parameters are
chosen from medians and average values of large local galaxy clusters (WINGs, Moretti
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et al. 2015; Mamon et al. 2019). We test the cluster dust evolution both in a "monolithic"
(i.e. galaxies evolve as a whole and independently of other galaxies) and in a "hierarchi-
cal" scenario of galaxy formation (Vincoletto et al. 2012).
Our prediction are compared with some of the latest and most advanced observations of
dust in galaxy clusters (e.g. Planck Collaboration (XLIII) et al. 2016; Gutiérrez & López-
Corredoira 2017) that provide total (ISM and ICM together) and ICM dust mass estimates.

Our main conclusions are as follows:

• spiral galaxies account for most of the dust contained within clusters in any assumed
galaxy formation scenario. We estimate that a typical cluster should have around
1010 M⊙ in total dust mass, mainly residing within its spiral galaxies, or alternatively
a dust-to-gas ratio of ∼ 5× 10−4.
Dust mass in the ICM of a cluster should be of the order of 107 M⊙. Concerning
this component, dust ejected by spiral galaxies (∼ 2.5 dex less abundant than the
ISM dust component) is comparable in mass to the dust component residing within
irregulars. In turn, these predictions are consistent with the dust abundance upper
limits measured in the ICM of local galaxy clusters (Stickel et al. 2002; Bai et al.
2007; Kitayama et al. 2009) regardless of the assumed spiral fraction;

• without any need for model parameter calibration, we are able to produce dust abun-
dances analogous to observational data. Galaxy-born dust is likely the main source
of cluster dust, even in the ICM: it is not necessary to rely on dust sources aside from
those of galactic origin (e.g. dust growth in cold filaments of the ICM, dust gener-
ated around intracluster stars) to explain where the bulk of cluster dust comes from.
Unless the LF of such smaller sources dramatically spike at the faintest luminosities,
these sources cannot produce sufficient dust mass to account for the ICM dust upper
limits reported by Gutiérrez & López-Corredoira (2017).
Furthermore, our integration method is able to reproduce total dust masses and their
redshift evolution as observed by Planck Collaboration (XLIII) et al. (2016). In par-
ticular, we find a marginal improvement of the dust mass redshift dependence by
letting our model evolve according to a "hierarchical scenario";

• galaxies close to the break of the LF dominate the cluster dust mass, and the method
has little dependence on the integration limits. A similar result was found in Gibson
& Matteucci (1997) for the gas-phase metals in the ICM, where galaxies at the break
of the LF dominate the ICM metal enrichment.
However, at variance with metals where early-type galaxies (elliptical/S0) domi-
nate the chemical enrichment, here spiral galaxies govern the mass budget at low-
intermediate redshift. This holds even with the extreme and unrealistic assumption
of strong dust production by Type Ia SNe in elliptical galaxies;
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• by varying our model parameters (f0,ell , α, Mag∗
V , n∗, K, Ml,X , Mu,X ) over a

reasonable range chosen from literature, we find that dust masses change by up to a
factor of ∼ 6 (up to ∼ 3 most of the times). All these variations do not affect deeply
our conclusions, confirming the robustness of the method adopted.
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CHAPTER4
The local Universe: Milky Way chemical evolution

OUR GALAXY, the Milky Way, is to date the most studied system from the point of
view of the chemical evolution.
Even more, we are actually in a golden era for the study of our Galaxy: in the

last decade many surveys and projects have been developed to study the formation and
evolution of the Milky Way and this has pushed us towards a much more thorough under-
standing of the different components of this system. Nonetheless, many questions remain
still open on the formation and evolution of the Milky Way.

Therefore, in this Chapter we want to focus on the modelling of our Galaxy. To in-
troduce in more detail this system and the specific model framework in which we move
throughout this Chapter, in the first section we give a general introduction about the Galaxy
and on the main features of Milky Way chemical evolution models. Then, we present our
analysis of the present-day radial gradients and [α/Fe] at different Galactic locations to
constrain in detail the star formation history of the Galactic disc. The results of this Sec-
tion have been published in Palla et al. (2020b). Finally, in the last Section we show the
effects of the application of different Type Ia SN yields on the models for our Galaxy.
These results are shown also in the published paper Palla (2021).
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4.1 The Milky Way

Our Galaxy, the Milky Way (hereafter MW), is classified as a SBbc galaxy, namely a
spiral barred galaxy in the Hubble sequence (see 1.3.1). It is a disc of gas and stars that
rotates around a barred nucleus at its centre, surrounded by a spherical halo of stars. All
this system of gas and stars is then surrounded by a large amount of dark matter (the dark
matter halo, hereafter DM halo), which is supposed to dominate the mass content of the
Galaxy at large distances.

The total stellar mass of the Galaxy is estimated to be M∗ = (5±1)×1010 M⊙ (Bland-
Hawthorn & Gerhard 2016 and references therein). As just mentioned, the MW stellar
content consists of many different components/populations, which were likely assembled
into the system at different epochs and at different timescales during the formation and
evolution of our Galaxy.

The division of the MW into stellar components is performed by using chemical and
kinematical criteria. Despite the fact that these different types of division can sometimes
bring to contradictory results (see, e.g. Romano et al. 2021 and references therein), by
means of such criteria we can divide the MW into four main stellar components :

• stellar halo: the stellar halo constitutes a little fraction of the Galactic stellar con-
tent (of the order of few percent) and includes globular cluster and field stars. Dif-
ferent studies point towards different estimates for the total stellar halo mass, from
M∗ = (4 − 7) × 108 M⊙ (Bland-Hawthorn & Gerhard 2016 and references therein)
up to M∗ ≃ 1× 109 M⊙ (Deason et al. 2019; Mackereth & Bovy 2020).
The halo stars constitute an extended spheroidal distribution, supported by random
motions in eccentric orbits and with a small net rotation, which can be either prograde
or retrograde1 (e.g. Carollo et al. 2007, 2010). Indications of a dual (inner and outer)
halo have been suggested from spatial distribution, kinematic and chemical studies
(e.g. Hartwick 1987). The separation in the radial density distribution which identi-
fies the two components was found at ∼25 kpc (Bland-Hawthorn & Gerhard 2016),
even if some works challenge the presence of a real break in the density distribution
(e.g. Mackereth & Bovy 2020). Most of the halo stars are older than 10 Gyr (e.g.
Sneden et al. 1996; Cayrel de Strobel et al. 2001; Helmi 2008, 2020). These stars
are metal-poor: the halo metallicity distribution is peaked at a value of [Fe/H]∼-1.6
dex for the inner component and [Fe/H]∼ -2.2 for the outer component and halo stars
extends below [Fe/H]∼-4 dex (e.g. Helmi 2008; Carollo et al. 2010; Helmi 2020 and
references therein). Thanks to the combination of the data by Gaia mission (Gaia
Collaboration et al. 2016b, 2018) and large spectroscopic surveys, in the last years
it was discovered that a large fraction of the inner halo is built from the debris of an

1for prograde, we intend a sense of rotation which is the same as the disc; for retrograde, we intend an inverse sense of rotation.
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ancient, quite massive dwarf galaxy, dubbed as Gaia-Encelaus (Helmi et al. 2018)
or Gaia-Sausage (Belokurov et al. 2018). This is not the only merger discovered,
since smaller stellar streams resembling accreted galaxies continue to be found (e.g.
Myeong et al. 2019; Koppelman et al. 2019; Aguado et al. 2021; Martin et al. 2022);

• bulge: it is a massive component comprising about a quarter of the Galactic stellar
mass (M = (2.0 ± 0.3) × 1010 M⊙, Valenti et al. 2013) located at the centre of the
Galaxy.
The bulge stars have random motions and span a metallicity range of -1.5≤[Fe/H]
≤+0.5 dex (Barbuy et al. 2018). Because of the heavy dust absorption towards the
Galactic centre (see also Section 1.2), studies of this region have been difficult, but
significant progress have been made thanks to new surveys looking at near infrared
(NIR) wavelengths. The presence of a classical bulge (i.e. of spherical shape, formed
quickly) is still debated, but its contribution has been constrained by the observed
kinematics to be small (< 8% of the mass of the disc, e.g. Shen et al. 2010). Most
of bulge stars form a rotating triaxial structure, the Galactic bar (e.g. Wylie et al.
2021). Concerning the chemistry, most of the studies found that bulge stars have a
bimodal distribution with a metal-poor (peaking at [Fe/H]∼-0.30 dex) and a metal-
rich (peaking [Fe/H]∼+0.32 dex) population (e.g. Hill et al. 2011; Rojas-Arriagada
et al. 2017). Both the populations seem to host old stars, with age ≳ 10 Gyr (e.g.
Clarkson et al. 2011; Renzini et al. 2018). However, Bernard et al. (2018) found a
non negligible fraction of bulge stars (∼ 10%) is actually composed by stars younger
than 5 Gyr, and this fraction rises to 20-25% for the metal-rich population. Moreover,
other studies point towards more multi-modal distributions (e.g. Bensby et al. 2017)
that imply more important fractions of relatively young stars, possibly associated to
the inner thin disc (e.g. Haywood et al. 2016);

• thin disc: it is the component where most of the Galactic stellar mass is concentrated
(M∗ = (4 ± 1) × 1010 M⊙, Bland-Hawthorn & Gerhard 2016). It is also the site of
ongoing star formation in the Galaxy, estimated at a rate between ∼1.5 and ∼2 M⊙
yr−1 (Chomiuk & Povich 2011; Licquia & Newman 2015). Indeed, the majority of
the gas, both atomic and molecular, resides in the thin disc.
From the structural point of view, the thin disc constitutes a narrow (a few hundreds
of parsec scaleheight) component above and below the Galactic plane, with an expo-
nential decreasing density both in the vertical and in the radial direction (e.g. Bovy
et al. 2016; Pouliasis et al. 2017). It is a rotationally supported component, where
stars move on fairly circular orbits with a mean rotational velocities of the order of
210 km s−1 (Recio-Blanco et al. 2014). Thin disc stars are young relative to the
other MW stellar components, with typical ages below 8 Gyr (e.g. Haywood et al.
2013; Silva Aguirre et al. 2018). Metallicities in these stars lie approximately from
[Fe/H]∼-0.6 dex to [Fe/H]∼+0.5 dex, while their [α/Fe] ratios are roughly solar (e.g.
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Table 4.1: Properties of the different Milky Way stellar components.

M∗ (M⊙) Age (Gyr) [Fe/H] (dex) ρ profile

Stellar halo 4× 108-1.3× 109 >10 ≲-4 to -0.5 ρ ∝ r−β rbreak ∼ 25 kpc,
(1), (2) (3) (4), (5) βin ∼ 2.5, βout ∼ 3.7 (1)

Bulge 2× 1010 >10 (most) -1.5 to +0.5 Boxy-peanut shape
(6) (7) (7) (1)

Thin disc 4× 1010 ≲ 8 Gyr -0.6 to +0.5 ρ ∝ e−R/Rs e−z/Zs

(1) (8) (9) Rs ∼ 2.6 kpc, Zs ∼ 0.3 kpc (1)

Thick disc 6× 109 ≳ 8 Gyr -1 to ≳0 ρ ∝ e−R/Rs e−z/Zs

(1) (8) (9) Rs ∼ 2.0 kpc, Zs ∼ 0.9 kpc (1)
References: (1) Bland-Hawthorn & Gerhard (2016); (2) Mackereth & Bovy (2020); (3) Helmi (2008); (4)

Helmi (2020); (5) Carollo et al. (2010); (6) Valenti et al. (2013); (7) Barbuy et al. (2018); (8) Haywood
et al. (2013); (9) Hayden et al. (2015)

Hayden et al. 2015; Ahumada et al. 2020);

• thick disc: relative to the thin disc, this component constitutes a thicker (almost a
kpc scaleheight) volume above and below the Galactic plane, but it is more centrally
concentrated in the radial direction. Its stellar mass is estimated to be much lower to
that of the thin disc (M∗ = (6± 3)× 109 M⊙ , Bland-Hawthorn & Gerhard 2016).
Thick disc stars also differ from the thin disc ones in their kinematics, age distribution
and chemistry. In particular, this population is made of field stars that, even if still
rotationally supported, show hotter kinematics2 than that of the thin disc stars. Thick
disc stars span a range of metallicities from [Fe/H]∼-1.0 dex up to solar values or
even supersolar values, with [α/Fe] ratios systematically higher than those found at
the correspondent metallicity in the thin disc (e.g. Hayden et al. 2015; Ahumada
et al. 2020). For what concerns stellar ages, typical ages are larger than 8 Gyr (e.g.
Haywood et al. 2013; Silva Aguirre et al. 2018).

The main features of the four MW stellar populations are summarized in Tab. 4.1. Fur-
thermore, Fig. 4.1 gives a clear representation of the different kind of orbits experienced
by the stars of the different populations.

Galactic archaeology: a golden era

Nowadays, it has became common to use the expression "Galactic archaeology" when re-
ferring to the study of the formation and evolution of the MW and its stellar populations.
In particular, the idea behind this concept is to use the observed properties such as chem-
istry, age and kinematics of living stars to infer information on the history of the Galaxy,

2it means that the stars have higher velocity dispersion.
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Figure 4.1: From Chiappini (2001). Schematic view of the main stellar populations of the Milky Way.

in the same way archaeologists use artifacts to learn about the past (Helmi 2020).

We are actually in a golden era for Galactic archaeology. As already mentioned, in
the last decade many spectroscopic surveys and projects have been developed to study
the formation and evolution of the MW. Just to give an example of the most important
campaigns, we mention Gaia-ESO (Gilmore et al. 2012), APOGEE (Majewski et al. 2017),
GALAH (De Silva et al. 2015), LAMOST (Zhao et al. 2012), RAVE (Steinmetz et al.
2020) and the AMBRE Project (de Laverny et al. 2013). These span different ranges of
wavelengths (e.g. λs ∼ 1.5− 1.7 µm APOGEE, λs ∼ 0.4− 0.8 µm GALAH), resolution
powers (e.g. R ∼ 4.7 × 104 Gaia-ESO for UVES targets, R ∼ 2 × 103 LAMOST-low
resolution) and number of targets analysed (e.g. ≲ 105 Gaia-ESO, ∼ 107 LAMOST-low
resolution), leading these surveys to assume complementary roles in the investigation of
our Galaxy.

Furthermore, the launch of the Gaia mission (Gaia Collaboration et al. 2016a) is even
enhancing the value of these surveys. In particular from its second data release (Gaia
Collaboration et al. 2018, 2021), Gaia has provided us exquisite astrometrical and pho-
tometrical measurements for more than a billion of stars: this has allowed us not only to
infer dynamical properties of MW stars with unprecedent accuracy, but also to improve
the determination of stellar parameters and hence their spectroscopical analysis.
The cross match of the abundance data of spectroscopic surveys with that provided by
Gaia, has helped us to obtain a much clearer picture of the evolution of our Galaxy. One
of the most striking results was obtained with the discovery of the stellar relics of the MW
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last major merger, dubbed as Gaia-Enceladus-Sausage3 (Belokurov et al. 2018; Koppel-
man et al. 2018; Helmi et al. 2018).

In the very last years, also precise stellar age determinations have started to become
part of the game. Up to recent times the determination of ages was based purely on spec-
troscopic or photometric information, and that was possible only for a very limited number
of stars in the solar vicinity (e.g. Haywood et al. 2013; Bergemann et al. 2014). A step
forward has become possible thanks to asteroseismology: by determining the frequency
of oscillation of stellar interiors, we can derive information on stellar mass and thus on
stellar ages by comparing the oscillation spectrum with stellar models predictions (e.g.
Casagrande et al. 2014; Pinsonneault et al. 2018). In this way, for field red giant stars,
we are capable to limit the uncertainties to a ∼20-25% level (e.g. Casagrande et al. 2016;
Silva Aguirre et al. 2018; Miglio et al. 2021).

In order to couple the information coming from the different observational probes
and enlarge as much as possible our data domain, a large number of value-added cata-
logues have been built by using Bayesian codes (e.g. ASTRONN, Leung & Bovy 2019,
StarHorse, Queiroz et al. 2018). In this way, we can now work on detailed maps of the
Galaxy containing various variables.
As for example, in Fig. 4.2 we show the APOGEE abundance ratios divided in Galacto-
centric radius and height bins, with the distances inferred by means of the StarHorse code
coupled with Gaia DR2. We note that the maps go from the Galactic centre to the outer-
most regions of the disc. This has to be compared to our knowledge of the Galaxy just 20
years ago, where the majority of the available measurements were limited to samples of
solar neighborhood stars.

Nonetheless, many questions remain still open on the formation and evolution of the
MW. In fact, the wealth of data coming from observations has to be interpreted in terms of
models of the Galaxy and its various components.
As for example, the [α/Fe] vs. [Fe/H] abundance diagrams of Fig. 4.2 show clearly
the presence of two distinct sequences, i.e. the so-called high-α and low-α sequences.
These sequences are associated to the thick disc (high-α) and the thin disc (low-α) stars.
However, starting from the first theoretical works able to reproduce these two sequences
(Calura & Menci 2009; Kobayashi & Nakasato 2011), different explanations have been
proposed to explain the origin of the high and low-α stars: this is known as the [α/Fe] di-
chotomy/bimodality problem. Indeed, several models have suggested that the bimodality
may be strictly connected to a delayed gas accretion episode (e.g. Grand et al. 2018; Spi-
toni et al. 2019; Buck 2020, see Section 4.2 for more on this), some others have proposed

3the different names indicate two different derivations of the merger. Belokurov et al. (2018) found that a high fraction of the halo
stars had very large radial motions, dubbing the structure in the phase-space as Gaia-Sausage. On the other hand, Helmi et al. (2018)
selected a blob of stars on slightly retrograde orbits, which show lower [α/Fe] than the stars of the thick disc sequence, naming the
structure as Gaia-Enceladus. Actually, the two names indicate the same objects, since Belokurov et al. (2018) based its discovery on
previous, less precise data (see Helmi 2020 for more information).
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Figure 4.2: Adapted from Queiroz et al. (2020). APOGEE DR16 [α/Fe] vs. [Fe/H] diagrams in bins of
Galactocentric cylindrical coordinates (Galactocentric radius Rgal and height from the Galactic plane
Zgal). The right colorbars indicate the stellar density in the [α/Fe] vs. [Fe/H] plane.
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two separate and coeval evolutionary sequences as the origin of the observed abundances
(e.g. Grisoni et al. 2017; Clarke et al. 2019), whereas other theoretical explanations invoke
stellar migration from birthplace locations to explain the abundance patterns (e.g. Nidever
et al. 2014; Sharma et al. 2021, but see e.g. Kubryk et al. 2015 for often ignored caveats) .

On the other side, the modelling of chemical abundance evolution is strictly connected
to the stellar yields computed from stellar and SN models (see 2.1.3). As shown in Ro-
mano et al. (2010), different prescriptions for the stellar yields can give very different
outcomes in the predicted chemical evolution of the Galaxy.
The uncertainties on the stellar yields still have a dominant effect especially on those ele-
ments whose nucleosynthetic origin is still not completely understood (e.g. F, V, Zn, Cu).
Therefore, our view on the origin of such elements can completely change by using one
prescription or another.

4.1.1 Modelling the Milky Way disc

As described in Section 1.3, chemical evolution models are powerful tools to constrain
the formation and evolution of galaxies. This obviously holds also for the different MW
components and in particular for the disc of the Galaxy.

Chemical evolution models of the MW have greatly evolved through the years, from
the first suggesting gas infall for the system formation (Larson 1976; Chiosi 1980) to the
most recent ones.
In particular, several models specifically built to describe the evolution of the MW disc
have been proposed in the literature. Among these, we remind:

• serial scenario/one-infall models (e.g. Matteucci & Francois 1989): in this sce-
nario, the Galaxy is modeled by means of one accretion episode lasting for the entire
Galactic lifetime, where the halo, thick and thin disc form in sequence as a continuous
process;

• parallel scenario (e.g. Ferrini et al. 1992; Grisoni et al. 2017): here, the different
Galactic components start forming at the same time but evolve at different rates, with
the halo and the thick disc experiencing a star formation episode on much shorter
timescales relative to the thin disc;

• sequential scenario/two-infall models (e.g. Chiappini et al. 1997; Spitoni et al.
2019): in this scenario, the different components formed out of two separate infall
episodes, with a first short episode at the beginning forming the halo-thick disc or the
thick disc only and a subsequent longer one to form the thin disc. In the context of
a sequential scenario, Micali et al. (2013) proposed also a three-infall model, where
halo, thick and thin disc formed by means of three sequential star formation episodes.
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Inside-out formation

For all the models mentioned above, it is assumed that the thin disc forms inside-out, i.e.,
that the disc forms by gas accretion occurring faster in the inner than in outermost regions.

This concept was first proposed by Larson (1976), who suggested this idea by means
of chemo-dynamical models of the Galaxy. By adopting different timescale for gas infall
at different radii, the inside-out formation allows us to obtain a good agreement between
observational properties and models for the Galactic thin disc (e.g. Matteucci & Francois
1989; Boissier & Prantzos 1999; Chiappini et al. 2001; Pilkington et al. 2012).

In particular, in the model of Romano et al. (2000), the infall timescale for the thin disc
gas accretion episode τ2 was allowed to follow a simple linear relation:

τ2(R) =

(︃
1.033

R

kpc
− 1.267

)︃
Gyr, (4.1)

where we remind that τ2 is part of an exponentially decaying law (see Eq. (2.10)). With
Eq. (4.1), it was possible to obtain an infall timescale of τ2(8 kpc)∼ 7 Gyr for the solar
vicinity, that allowed the authors to reproduce the G-dwarf metallicity distribution function
(MDF) in the solar neighbourhood (see also 1.3.1).
Also other linear relations were proposed in the literature (e.g. Boissier & Prantzos 1999;
Marcon-Uchida et al. 2010), being either flatter or steeper. However, most of them adopt
a similar timescale of ∼ 6 − 8 Gyr for the solar vicinity, as in Romano et al. (2000) and
Chiappini et al. (2001).

For this reason, in this Thesis we basically assume Eq. (4.1) as inside-out law, but we
also try to vary the slope of the relation in order to test its effect on several observables,
such as present-day radial gradients and abundance ratios throughout the disc.

In this Thesis, we use the above prescriptions by applying them to the one-infall and
two-infall models of chemical evolution.
One-infall models can be described by the same prescriptions listed in Chapter 2, with the
addition of the inside-out law for the infall timescale at different radii (Eq. (4.1)). On the
other hand, two-infall models also need different infall prescriptions for the two phases
they represent.

It is also worth noting that, unlike the standard chemical evolution equation (Eq. (2.15)),
for both these models we do not include galactic winds. Rather, it was found that galactic
fountains more likely occur in galactic discs and several theoretical works (Melioli et al.
2009; Spitoni et al. 2009) demonstrated that fountains do not alter significantly the chem-
ical evolution of the disc as a whole.
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In the following, we go into detail of the two-infall model of chemical evolution. We
remind that such a model can be framed in a scenario suggested by many dynamical (e.g.
Noguchi 2018) and cosmological models (e.g. Calura & Menci 2009; Grand et al. 2018;
Buck 2020), where a delayed gas infall episode forges the [α/Fe] dichotomy/bimodality in
disc stars.

The two-infall model

The two-infall chemical evolution model was first proposed by Chiappini et al. (1997). In
this model the Galaxy is assumed to form by means of two sequential gas infall episodes.
In the first infall, the inner halo and the thick disc form on short timescales, whereas the
thin disc is formed by the subsequent infall on much longer timescales.

For this reason, the infall term in the chemical evolution equation (Eq. (2.15)) can be
written in this way:

Ġi,inf (R, t) = A(R)Xi,1inf e
−t/τ1 + θ(t− tmax)B(R)Xi,2inf e

(t−tmax)/τ2(R), (4.2)

where A(R) and B(R) are two free parameters fixed by reproducing the present time total
surface mass density for the halo-thick disc and thin discs at a certain radius R. Xi,Qinf in-
dicates the composition of the accreting gas for the Qth infall. The quantities τ1 and τ2(R)
are the timescale for the formation of the halo-thick disk and the thin disk: for the latter,
we make explicit the radial dependence due to the inside-out process. For what concerns
tmax, it is the time for the maximum infall onto the Galactic disc and sets the starting time
of the second infall episode: this is reminded by the argument of θ, namely the Heavyside
step function.

From the first version by Chiappini et al. (1997), the two-infall scenario has been sub-
sequently updated in the years (e.g. Romano et al. 2010; Spitoni et al. 2019) without
changing drastically most of the basic prescriptions beneath the model.
The timescale of the first infall (τ1) is set to be of the order of 1 Gyr at all radii while it
varies according to the inside-out law for the second infall, imposing a τ2 =7-8 Gyr for
the solar neighbourhood (R= 8 kpc). A different efficiency of star formation (SFE) is also
assumed for the two main accretion phases.. In particular, for the first infall it is usually
assumed a value of ν1 = 2 Gyr−1, whereas for the second infall a lower value is assumed,
i.e. ν2 = 1 Gyr−1 (actually, in some works also the SFE of the second infall varies with
Galactocentric radius, e.g. Colavitti et al. 2009; Mott et al. 2013). As it happens in most of
the models of chemical evolution, both the infall episodes are assumed to be primordial.

Despite these similarities, we can divide the two-infall models in the literature in two
subclasses, namely "classical" models (e.g. Chiappini et al. 1997; Romano et al. 2010;
Grisoni et al. 2017) and revised models (e.g. Spitoni et al. 2019). The models differentiate
basically for the delay between the first and the second infall episodes, set by tmax.
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Figure 4.3: From Matteucci (2012). SFR vs. evolutionary time of the Galaxy for the "classical" two-infall
model for the solar neighbourhood.The gap in the SFR at around 1 Gyr and oscillating behavior in the
SFR at late times is due to the assumed threshold density for star formation.

"Classical" two-infall

This class of two-infall models follows the recipes adopted in Chiappini et al. (1997). Here
the tmax parameter is typically set to 1 Gyr and in general the entire formation period of
the halo-thick disc does not last more than 2 Gyr (see, e.g. Matteucci 2012).
In the original version, the authors also assumed a threshold in the gas surface mass density
for star formation below which the SFE drops to zero. The existence of such a threshold
has been suggested by optical studies (e.g. Kennicutt 1989); however its existence is quite
uncertain since it has been challenged by UV results (GALEX, Martin 2004). In the two-
infall model this threshold is set to Σthresh = 4 M⊙ pc−2 in the inner halo-thick disc and 7
M⊙ pc−2 in the thin disc (Chiappini et al. 1997, 2001, based on arguments by Elmegreen
1999).

In Fig. 4.3, we show the behaviour in the SFR with time typical of these models.
In this Figure, it is visible a clear gap in the star formation process at around 1 Gyr, just
before the second infall/formation of the thin disc. This gap in the SFR has been suggested
by some observational papers indicating a discontinuity in the [α/Fe] ratios between the
thick and thin disc stars (e.g. Fuhrmann 1998; Gratton et al. 2000).

In the last years, Grisoni et al. (2017) proposed a slightly revised scenario in which
the two-infall model is applied to the thick and thin disc only, but leaving most of the
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Figure 4.4: From Spitoni et al. (2019). SFR vs. age (i.e. age of the universe - evolutionary time) of the
Galaxy for the revised two-infall model for the solar neighbourhood.

Chiappini et al. (1997, 2001) and Romano et al. (2010) set-up (e.g. tmax, gas threshold for
SF) largely unchanged.

Revised (delayed) two-infall

Spitoni et al. (2019) applied the two-infall framework only to thick and thin disc stars as
in Grisoni et al. (2017), but assumed a second infall episode much more delayed in time,
setting tmax ∼ 4.3 Gyr.
In Fig. 4.4, we show the behaviour in the SFR with time of the model by Spitoni et al.
(2019). It is evident the prolonged hiatus in SFR is due to the large age gap between the
two infall episodes. We also note that, at variance with Fig. 4.3, no gas density thresholds
are assumed for the standard Kennicutt (1998) SFR law.

By means of such a set up, Spitoni et al. (2019) were able to reproduce the observed
bimodality in [α/Fe] vs. [Fe/H] diagram as well as stellar ages from asteroseismology in
the sample presented by Silva Aguirre et al. (2018).
This is shown in Fig. 4.5, where the revised and "classical" two-infall models are compared
to the data discussed in Silva Aguirre et al. (2018). By looking at the Figure, it is clear that
the "classical" two-infall prescriptions are not able to reproduce the high-α star sequence
in the solar neighbourhood. Moreover, it has to be highlighted that the much larger gap
in age between thick and thin disc stars relative to "classical" models has been strongly
driven by the results of asteroseismic ages, highlighting the importance of this new data
dimension.

It is worth mentioning that Spitoni et al. (2020) and Spitoni et al. (2021) confirmed
the above scenario also quantitatively: in fact, they used a Bayesian framework based
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Figure 4.5: From Spitoni et al. (2019). [α/Fe] vs. [Fe/H] for the revised two-infall model (solid blue)
and the "classical" two-infall model (dashed yellow line). Purple and green filled circles represent the
observed high-α and low-α stars in Silva Aguirre et al. (2018) solar neighbourhood sample.

on Markov chain Monte Carlo (MCMC) methods to fit the two-infall chemical evolution
models to the data of Silva Aguirre et al. (2018) and Leung & Bovy (2019), respectively.
A scenario with a late time second accretion phase in a two-infall context was also derived
by the dynamical models of Noguchi (2018), as well as in cosmological simulations (e.g.
Grand et al. 2018 with AURIGA) to reproduce the [α/Fe] bimodality.
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4.2 Constraints on the Milky Way disc formation from two-infall models

4.2.1 Introduction

As described at the beginning of this Chapter, we are living in a golden era for Galactic
archaeology. In particular, a large number of spectroscopic surveys have been carried out
in the last years, such as for example Gaia-ESO (Gilmore et al. 2012), APOGEE (Ma-
jewski et al. 2017), GALAH (De Silva et al. 2015), LAMOST (Zhao et al. 2012), RAVE
(Steinmetz et al. 2020), while some other will be delivered in the next few years, such as
4MOST (de Jong et al. 2019) and WEAVE (Dalton et al. 2020). Furthermore, Gaia data
releases (DR1, DR2 and EDR3, Gaia Collaboration et al. 2016b, 2018, 2021) are even en-
hancing the values of these surveys, providing dynamical properties with unprecedented
accuracy.
The legacy of such data is reflected in our view of the [α/Fe] vs. [Fe/H] abundance dia-
gram, in which a clear distinction between two sequences of disc stars, i.e. the so-called
high-α (associated to the thick disc) and low-α (associated to the thin disc) sequences, was
found (see, e.g. Fig. 4.2).

However, investigations of the MW evolution also benefit from different kinds of data.
The last decade has seen a large increase in the number of data coming from nebular spec-
tra (HII regions, e.g. Balser et al. 2015, planetary nebulae, e.g. Stanghellini & Haywood
2018, molecular clouds, e.g. Colzi et al. 2018) and particular classes of stars (Cepheids,
e.g. Genovali et al. 2015, RR Lyrae, e.g. Crestani et al. 2021).
These data are fundamental, because they usually probe one of the most important con-
straints to study the formation and chemical evolution of the Galaxy: the radial abundance
gradients along the Galactic thin disc.

Radial gradients

The distribution of the elements throughout the disc of spiral galaxies generally follows
a radial gradient with metallicity decreasing outward from the Galactic Centre (Belfiore
et al. 2019). The existence of radial abundance gradients in the MW and in the nearest disc
galaxies has been known for years (e.g. D’Odorico et al. 1976; Diaz 1989; Zaritsky et al.
1994; Garnett et al. 1997) and the advent of Integral Field Unit (IFU) surveys of large sam-
ples of galaxies (e.g. CALIFA: Sánchez et al. 2012, MaNGA: Bundy et al. 2015; SAMI:
Bryant et al. 2015) make possible to detect these gradients for thousands of galaxies.

For what concerns the MW Galaxy, a good agreement between observational properties
and models is generally obtained by assuming that the Galaxy forms by infall of gas (e.g.
Chiosi 1980; Matteucci & Francois 1989; Chiappini et al. 1997; Kobayashi et al. 2006;
Spitoni & Matteucci 2011; Snaith et al. 2015; Prantzos et al. 2018). In addition, a common
assumption for reproducing abundance gradients is that the formation timescale of the thin
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Figure 4.6: From Spitoni & Matteucci (2011). Radial abundance gradient for oxygen. The black line refers
to a model adopting only the inside-out law by Chiappini et al. 2001, while the other lines indicate
models with gas density threshold for SF of 4 M⊙ pc−2 (blue) and 7 M⊙ pc−2 (red). The filled circles
with error bars are the observed values from HII regions and planetary Nebulae.

disc is a function of the Galactocentric radius (e.g. Matteucci & Francois 1989; Chiappini
et al. 2001; Schönrich & McMillan 2017), i.e. the inside-out scenario (see 4.1.1).

Despite of its importance, the inside-out mechanism alone seems not enough to explain
the gradients observed in the Galactic disc (e.g. Spitoni & Matteucci 2011; Mott et al.
2013; Grisoni et al. 2018). This can be seen in Fig. 4.6, where we show a plot from
Spitoni & Matteucci (2011). It is clear from the Figure that the model adopting only an
inside-out law (black line) is not able to achieve the slope needed to reproduce the ob-
served radial gradient (see however Chiappini et al. 2001 for a discussion of the effects of
thick disc evolution in shaping thin disc gradients in two-infall models).
To overcome this problem, Colavitti et al. (2009) suggested to add a threshold in the gas
density for the SF or a variable SFE, i.e. higher in the inner regions than in the outer
ones (see also Boissier & Prantzos 2000 for a radial dependence of the SFR related to
the presence of density waves in the disc). Moreover, radial gas flows from outer to in-
ner Galactic regions have been suggested to fit the disc constraints at the present time
(e.g. Lacey & Fall 1985; Portinari & Chiosi 2000; Spitoni & Matteucci 2011; Bilitewski
& Schönrich 2012; Cavichia et al. 2014). This explanation has a physical link with the
MW formation via gas infall: the infalling gas may have a lower angular momentum than
that of the gaseous disc, and the mixing between these two components may induce a net
radial inflow to preserve angular momentum (Spitoni & Matteucci 2011). Other physical
phenomena can also induce radial gas flows (e.g., gas viscosity, Lacey & Fall 1985, or
gravitational interactions between gas and spiral density waves, Bertin & Lin 1996). Any-
way, these phenomena have generally small flow speeds and their effects on the gradients
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are assumed to be negligible (Portinari & Chiosi 2000).

[α/Fe] along the disc

A chemical distinction between a thick disc and a thin disc was already suggested by
spectroscopic observations of small samples of stars well before the advent of the survey
era (e.g. Fuhrmann 1998; Bensby et al. 2003). Evidences of a clear chemical distinc-
tion between a thick disc and a thin disc are now pointed out by multiple spectroscopic
surveys (e.g. Hayden et al. 2014; Recio-Blanco et al. 2014; Mikolaitis et al. 2017; Rojas-
Arriagada et al. 2017, see however caveats about pure chemical classification put forward
by e.g. Bensby & Lind 2018; Franchini et al. 2020; Romano et al. 2021).

However, many surveys show some important limits in the analysis of our Galactic
disc. On one hand, some campaigns have moderate to low spectral resolutions that do
not allow us to catch precise abundances of individual elements. Another fundamental
problem is the capability to target Galactic stars at very large distances, i.e., up to the
outermost disc regions. The problem is even enhanced when we look at the most inner
parts of the Galactic disc, since the optical extinction in the Galactic plane (especially
towards the inner regions, see Section 1.2) can hamper the analysis of the targeted stars.
Fig. 4.7 describe the above issues showing in the top panel surveys spectral resolution
and in the bottom panel the survey depth including the effects of interstellar extinction for
present and upcoming stellar surveys.

In spite of the fact that other campaigns will analyse the spectra of many more stars,
APOGEE retain the best combination between spectral resolution (R = 22500) and dis-
tance range explored (≳ 10 kpc even at deep extinction values). In fact, APOGEE spectra
are probing NIR wavelengths (1.51-1.70 µm), which are much less sensitive to extinction
relative to optical ones. For this reasons, APOGEE results ideal to study in detail the be-
haviour of different abundance ratios throughout the disc of the Galaxy.
The analysis of APOGEE data actually confirms the division of the disc in high-α and
low-α sequences at various radii. However, it is observed that the ratio between these pop-
ulations changes with radius, with high-α/low-α ratio progressively decreasing to outer
radii (Anders et al. 2014; Nidever et al. 2014). At the same time, the scale heights hz
of the two populations behave differently, with the low-α one showing a flaring towards
outer regions, i.e. a hz increasing with radius (Bovy et al. 2016). These findings point to-
wards a thick disc concentrated in the inner Galactic regions, with very short scale length
(e.g. Bovy et al. 2016; Haywood et al. 2016) and not forming in an inside-out manner
(Haywood et al. 2018).

Haywood et al. (2016, 2018) and Miglio et al. (2021) also determined a quenching
period after the thick disc formation, however, with uncertain origin. Some works (e.g.
Khoperskov et al. 2018) suggest the formation of the Galactic bar as the responsible of
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Figure 4.7: From Anders (2017). Number of MW stars observed as function of survey spectral resolution
(top panel) and of survey depth (bottom panel). The expected depth are computed for stars with MV =
−1 (e.g. giants of K4 spectral type), including the effect of interstellar extinction (arrows). In addition
to APOGEE, in both panels are shown completed, ongoing and planned surveys.

this quenching. However, the most frequent explanation of this gap in the SF at high
redshift was the Gaia-Enceladus-Sausage (GES, Belokurov et al. 2018; Koppelman et al.
2018; Helmi et al. 2018) merger, where this major merger event (approximately 10 Gyr
ago) heated up the gas in the dark matter halo (Chaplin et al. 2020), preventing the SF in
the disc (Vincenzo et al. 2019).

All these observational hints have suggested some revision to the classical MW chem-
ical evolution scenarios, i.e., the two-infall model of Chiappini et al. (1997, 2001).
In agreement with several theoretical models of Galactic disc evolution (e.g. Noguchi
2018; Grand et al. 2018) and analysis of Gaia DR2 colour-magnitude diagrams (e.g. Mor
et al. 2019), Spitoni et al. (2019, 2020) suggested a revised two-infall model with a de-
layed formation of the thin disc (see 4.1.1). In this way, Spitoni et al. (2019, 2020) were
able to fit nicely not only the bimodal distribution in the [α/Fe]-[Fe/H] plane, but also as-
teroseismic stellar ages of the APOKASC (APOGEE + Kepler Asteroseismology Science
Consortium) sample (Silva Aguirre et al. 2018). On the other side, Grisoni et al. (2017)
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proposed a picture where thick and thin discs are described by two separate and coeval
evolutionary sequences, i.e. the parallel scenario. In particular, this model allows the
author to obtain a better agreement with AMBRE data than "classical" two-infall models.

However, most of these works focus only on the solar vicinity, not accounting for the
effects of their different prescriptions outside the "solar circle". An exception is repre-
sented by Grisoni et al. (2018), where radial abundance gradients and [α/Fe] vs.[Fe/H]
relations over different Galactocentric radii were treated, but mostly in the framework of
one-infall models.

In this Section we want to provide a global picture of the MW disc evolution in the
framework of two-infall models of chemical evolution, taking into account both the con-
straints from recent abundance ratio relations throughout the disc of the Galaxy as well as
abundance gradients in the Galactic plane.

To this aim, we start from "classical" MW two-infall models to reproduce present-
day abundance, gas density and SFR gradients, testing also a detailed treatment of radial
gas flows (see Spitoni & Matteucci 2011 and references therein). The models that bet-
ter reproduce the gradients are then compared to APOGEE stellar abundances at various
Galactocentric distances, allowing changes in the model prescriptions to better explain the
observational trends. In the light of recent results about the impact of GES merger (e.g.
Vincenzo et al. 2019; Buck 2020), we also explore the possibility of a sigificant contribu-
tion by GES gas to the MW gas accretion history. To this aim, we run a detailed chemical
evolution model that reproduces the abundances observed in the stellar relics of the merged
galaxy following the work of Vincenzo et al. (2019).

This Section is therefore organized as follows: in 4.2.2 we describe the observational
data considered in this analysis. 4.2.3 is reserved to the description of the two-infall model
setup and the chemical evolution model reproducing the GES progenitor (i.e., Enceladus
dwarf galaxy). In 4.2.4, we present the comparison between model predictions and ob-
servations, discussing the implications of the obtained results. In particular, in the first
part we aim at assessing the main mechanisms responsible for radial abundance gradients,
while in the second we look at the comparison between observed and predicted [α/Fe]
vs. [Fe/H] relations at different Galactocentric radii. Finally, in 4.2.5 we draw our main
conclusions.

4.2.2 Observational data

In the following, we describe the adopted observational data for this work by dividing
between present-day radial gradients and [α/Fe] vs. [Fe/H] abundance patterns at different
Galactocentric distances, i.e. the two types of constraints that we adopt in this Section.
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Radial gradients

To constrain the abundance gradients at the present time, we take advantage of the most
used tracers in the literature, i.e. HII regions, Cepheids, open clusters (OCs) and planetary
nebulae (PNe) originating from young stars.

The HII regions data are taken from Esteban et al. (2005); Rudolph et al. (2006) and
Balser et al. (2015). We are aware that potential biases between these abundance measure-
ments can be present. In fact, to infer the abundances, different techniques are adopted:
i) recombination excited lines (RELs, Esteban et al. 2005), ii) collisionally excited lines
(CELs, Rudolph et al. 2006), iii) radio recombination lines (RRLs, Balser et al. 2015).
However, the abundances are all inferred with the direct method, without the adoption of
any strong-line metallicity calibration (e.g. R23, N2, O3N2; see 3.2.2 for more information
that might have major impacts on the final values (Kewley & Ellison 2008; Bresolin et al.
2016).
PNe data are taken from Costa et al. (2004) and Stanghellini & Haywood (2018). Since
our focus is on the analysis of present time gradients, we consider only PNe whose pro-
genitors are younger than 1 Gyr (YYPNe) from Stanghellini & Haywood (2018). At the
same time, we take only objects classified as Type I (PNe with young progenitors) from
Costa et al. (2004).
Regarding stellar data, the Cepheids abundances are taken from Luck & Lambert (2011)
and Genovali et al. (2015), while the adopted open cluster data are from Magrini et al.
(2017). From the Magrini et al. (2017) sample, we select the clusters with an age younger
than 2 Gyr to consider only young-intermediate age OCs (YOCs4).

To give an estimate of the typical errors on the abundances, in the case of Cepheids
they are of the order of ∼ 0.1 dex. Of the same order are typical abundance errors for PNe.
For HII regions, instead, typical errors are larger (∼ 0.2 dex).
Concerning the errors on Galactocentric radius estimates, we note that the distance scale
of PNe is much more uncertain than those of the other sources (Grisoni et al. 2018). For
Cepheids, YOC, and HII regions the errors in radius are generally of the order of ≲ 1 kpc.

In this Section, we also investigate SFR and gas mass density gradients along the disc.
For the SFR we take estimates at different radial distances from Rana (1991) and Stahler &
Palla (2005). In particular, the latter set is formed by weighted mean values (on individual
data errors) of SFR from SN remnants, pulsars and HII regions. We also take advantage
of the SFR-radius relation of Green (2014), a modified version of Lorimer et al. (2006)
analytical fit to the pulsar distribution:

SFR(R)/SFR⊙ =

(︃
R

R0

)︃b
e
−c
(︁

R−R0
R0

)︁
, (4.3)

4actually, the acronym refers to young OCs only (age≲0.2 Gyr, e.g. Baratella et al. 2021), but here we extend it also to intermediate
age clusters.
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where R0 = 8 kpc and parameters b = 2 and c = 5.1 (in Lorimer et al. 2006 b = 1.9 and
c = 5). Eq. (4.3) fit is in very good agreement with SN remnants compilation by Green
(2014), as well as for Urquhart et al. (2014) data on luminous massive stars (although with
larger scatter).
Concerning the gas mass density, we compare our models with total surface gas density
estimates from Dame (1993) and Nakanishi & Sofue (2003, 2006). It is worth mention-
ing that for these data we adopt the correction Σgas = 1.4(HI+H2), where the factor 1.4
accounts for the presence of He.

[α/Fe] along the disc

To investigate how the abundance pattern of [α/Fe] vs. [Fe/H] changes throughout the
Galactic disc, we rely on APOGEE DR12 data by Hayden et al. (2015). In particular,
Hayden et al. (2015) selected cool (3500 K< Teff <5000 K) giant stars (1.0< log g <3.8)
with signal-to-noise ratio (S/N) >80 (see Hayden et al. 2015 for more details). All the
stars are within 2 kpc of the midplane of the MW and have Galactocentric radii larger than
3 kpc.
Among the α-elements, here we focus on [Mg/Fe] measurements, the most reliable from
an observational point of view (see Grisoni et al. 2017, 2018 and references therein).

Uncertainties on [X/H] abundance ratios are of ∼ 0.05 dex for both Fe and Mg (Holtz-
man et al. 2015). On average, distances (and hence radius estimatates) are accurate by
15%-20% level (for a more detailed discussion on the distances see Holtzman et al. 2015).

We also take advantage of stellar abundances combined with asteroseismic ages from
the sample of Silva Aguirre et al. (2018). The data are from an updated APOKASC
catalogue (Pinsonneault et al. 2014), composed by 1197 stars selected from the total
APOKASC sample (see Spitoni et al. 2019 for a more complete discussion on the ob-
servations and selection criteria).
In the sample adopted here we have not taken into account the so called "young α rich"
(YαR) stars, whose origin is still debated and attributed either to stars migrated from the
Galactic bar (e.g. Chiappini et al. 2015) or more probably evolved blue stragglers (e.g.
Martig et al. 2015; Jofré et al. 2016; Zhang et al. 2021).

Regarding the errors in stellar ages of Silva Aguirre et al. (2018) sample, these are
dependent on the age value. In particular, the median uncertainty in the sample is 28.5%
of the stellar age. On the other hand, the errors on the stellar metallicity are independent
from stellar ages and they are about 0.1 dex.

4.2.3 Chemical evolution models set up

In the following, we briefly summarise the models adopted to infer the SFH of our Galactic
disc.
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The framework of the MW chemical evolution models adopted in this paper is based on the
two-infall model (e.g. Chiappini et al. 1997; Romano et al. 2010). Even if the basic theory
beneath this modelling is explained in 4.1.1, in the first part of 4.2.3 we better specify the
adopted prescriptions, including the implementation of radial gas flows in the models.

Moreover, in order to test the possible effect of GES merger on gas accretion in the
disc, we build a model for the galaxy relic based on Vincenzo et al. (2019). We reserve the
second part of 4.2.3 to list and describe the main parameterizations of this model.

Two-infall model

The two-infall model assumes that the MW forms as a result of two main infall episodes.
Here we base on the Grisoni et al. (2017); Spitoni et al. (2019) scenario, where the first
episode forms the thick disc only, whereas the second (delayed and slower) infall gives
rise to the thin disc (see 4.1.1).
In our model, we approximate the Galactic disc by rings 2 kpc wide.

The basic equations that follow the time evolution of Gi, namely the mass fraction
of the element i in the ISM, in each ring are described by the usual chemical evolution
equation (Eq. (2.15) without galactic winds, see 4.1.1).

According to the two-infall scenario, we adopt different SFE for the first and the second
infall episodes. In particular, the SFE of the first infall (ν1) is fixed to 2 Gyr−1, whereas
we allow variations for ν2 at different Galactocentric radii. However, we always assume a
second infall SFE of 1 Gyr−1 for the solar radius (R= 8 kpc) according to previous studies
(e.g. Grisoni et al. 2017).
The adopted IMF is the one by Kroupa et al. (1993), which was found to be preferred to
explain MW observables (see 2.1.2).

For what concerns the gas infall term Ġi,inf (Eq. (4.2)), we assume that the timescale
for mass accretion in the Galactic thin disc τ2(R) increases linearly with radius according
to the inside-out scenario as in Eq. (4.1) (e.g. Chiappini et al. 2001; Cescutti et al. 2007).
However, we perform also calculations with other inside-out laws, either flatter or steeper:

τ2(R) =

(︃
[0.75, 1.25]

R

kpc
+ [0.997,−3.003]

)︃
Gyr, (4.4)

where in brackets are indicated the ranges of parameters explored. We remind that τ2(8
kpc) ≃ 7 Gyr is fixed by reproducing the G-dwarf metallicity distribution in the solar
vicinity (Matteucci 2012). For what concerns the timescale of the thick disc τ1, this is
instead fixed at all radii to 1 Gyr (see also Haywood et al. 2018).
Regarding, tmax, i.e. the time for the maximum mass accretion onto the Galactic disc, in
this work we let this parameter vary between "classical" prescriptions (i.e. 1 Gyr, Chiap-
pini et al. 1997) and revised ones (i.e. > 3 Gyr, Spitoni et al. 2019) in order to reproduce
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Table 4.2: Fixed parameters for two-infall chemical evolution models. In the first column we list the vari-
ables that remain constant. In the last column, we show the adopted parameterization.

Variable Fixed parametrization
ν1 2 Gyr−1

ν2(R = 8) 1 Gyr−1

τ1 1 Gyr

Σthin(R) 531e−R/3.5 M⊙ pc−2

Σthick(R = 8) 12.3 M⊙ pc−2

Note: R is expressed in kpc.

the observational data.
In this Section, we assume that the present-day total surface mass density in the Galactic
thin disc follows an exponential profile:

Σ(R) = Σ0 e
−R/Rd , (4.5)

where Σ0 = 531 M⊙ pc−2 is the central surface mass density and Rd = 3.5 kpc is the disc
scale length (see, e.g. Spitoni et al. 2017). For the thick disc instead, we explore different
kind of surface profiles (inverse linear, exponentially decaying), fixing only the density
in the solar neighborhood (R =8 kpc) at ∼ 12 M⊙ pc−2. These parametrizations for the
discs allow us to obtain: (i) a Σthin(8 kpc) ∼ 54 M⊙ pc−2, which is in agreement with the
values for thin disc given by e.g., Bovy & Rix (2013); Read (2014), and (ii) a ratio Σthin(8
kpc)/Σthick(8 kpc)∼ 4, in agreement with recent chemical evolution works on the solar
neighbourhood (Spitoni et al. 2020).
Finally, also different composition Xi,Qinf of the gas infall are tested. In particular, we
try both primordial and pre-enriched chemical compositions for the two different infall
episodes.

As a summary, the physical parameters which have been left constant in all models are
listed in Tab. 4.2. For the other variable prescriptions, we refer to Tabs. 4.4 and 4.6.

Implementation of radial inflows

As previously mentioned, in our formulation the MW disc is divided in rings 2 kpc wide.
These rings are usually assumed to be independent, without exchange of matter between
them (e.g. Chiappini et al. 1997). However, in this work we also allow them to exchange
gas due to radial flows (e.g. Spitoni & Matteucci 2011).

If radial flows are adopted, the chemical evolution equation (Eq. (2.15)) then becomes:

Ġi(R, t) = −ψ(R, t)Xi(R, t) +Ri(R, t) + Ġi,inf (R, t) + Ġi,rf (R, t), (4.6)
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where here we explicit the radial dependence of each term. The last term of this Equation
refers to radial inflows of gas. In this work, we implement these flows using the prescrip-
tions of Portinari & Chiosi (2000); Spitoni & Matteucci (2011).

In particular, we define the kth shell in terms of the Galactocentric radius Rk, its inner
and outer edges being labelled as Rk−1/2 and Rk+1/2. Through these edges, gas inflow
occurs with velocities υk−1/2 and υk+1/2, respectively; the flow velocities are assumed to
be positive outwards and negative inwards.
Radial inflows with a flux F (R), alter the gas surface density in the kth shell according to

Σ̇gas,rf (Rk, t) = − 1

π(R2
k+1/2 − R2

k−1/2)
[F (Rk+1/2)− F (Rk−1/2)], (4.7)

where
F (Rk+1/2) = 2πRk+1/2υk+1/2Σgas(Rk+1, t),

F (Rk−1/2) = 2πRk−1/2υk−1/2Σgas(Rk, t).

Since the edges Rk−1/2 and Rk+1/2 are taken respectively at the mid-point between the
shells k, k − 1 and k, k + 1, we have that:

(R2
k+1/2 − R2

k−1/2) =
Rk+1 − Rk−1

2

(︃
Rk +

Rk−1 +Rk+1

2

)︃
.

Inserting the latter expressions into Equation (4.7) we finally obtain:

Ġi,rf (Rk, t) = −βkGi(Rk, t) + γkGi(Rk+1, t), (4.8)

where
βk = − 2

Rk+
Rk−1+Rk+1

2

[︁
υk−1/2

Rk−1+Rk

Rk+1−Rk−1

]︁
,

γk = − 2

Rk+
Rk−1+Rk+1

2

[︁
υk+1/2

Rk+Rk+1

Rk+1−Rk−1

]︁Σk+1

Σk
.

Here, Σk and Σk+1 are the present total surface mass density at the radius Rk and Rk+1,
respectively. In our formulation, we assume that there are no flows from the outer parts of
the disc where there is no star formation: flows start at radius 18 kpc and move inward.

In our models, we test different speed patterns. In particular, we see either the effects of
radial flows with fixed velocity υflow (−1 km s−1, e.g. Spitoni & Matteucci 2011), radius
dependent velocity (υflow = −

(︁
R
4
− 1
)︁
, e.g. Grisoni et al. 2018) or both radius and time

dependent speed.
The latter formulation represents a novelty relative to previous Portinari & Chiosi (2000);
Spitoni & Matteucci (2011) radial gas flows implementations. We adopt a velocity that in
the thin disc phase follows the exponential behaviour of the second infall (e−

t−tmax
τ2 ). A

flow speed that follows the infall is a simple but reasonable assumption: the ratio infall
rate/gas density, which drives the variations in the flow speed (Eq. (28) of Pezzulli &
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Figure 4.8: Time evolution of the infall rate (right panel) and the ratio infall rate/gas density (left panel)
as a function of radius for a typical two-infall model. Values in the two panel are normalized to the
maximum. The right hand colorbar indicates the evolutionary time of the Galaxy.

Fraternali 2016, see also Lacey & Fall 1985) decreases with time and radius, resembling
infall rate behaviour in an inside-out scheme. This is shown in Fig. 4.8, where we present
the variation with time of the infall rate (right panel) and the ratio infall rate/gas density
(left panel) for a two-infall model: such a decrease of the flow velocity with time and radius
is also supported by Bilitewski & Schönrich (2012), using a different flow implementation.
Concerning the velocity range of all the radial flow prescriptions, they span the interval
0 − ∼ 4 km s−1. This is in agreement with previous chemical evolution studies (e.g.
Bilitewski & Schönrich 2012; Mott et al. 2013; Grisoni et al. 2018; Vincenzo & Kobayashi
2020) as well as observations of external galaxies (e.g. Wong et al. 2004).

Enceladus model

As mentioned in the Introduction of this Section, in this work we build a model for Ence-
ladus dwarf galaxy itself.
We do this by assuming the same parameters as in Vincenzo et al. (2019): in such a work,
a model characterised by a small star formation efficiency, fast infall time-scale and a mild
outflow could nicely reproduce the observed [α/Fe] ratios as well as the metallicity distri-
bution function (MDF) measured in Enceladus. They also predicted a stellar mass for the
galaxy of ∼ 5× 109 M⊙ and suggested that the merging event could have been the cause
for halting the star formation in the MW 10 Gyr ago, a fact already predicted by other
models (e.g. Noguchi 2018).

The input parameters for Enceladus chemical evolution model are listed in Tab. 4.3.
At variance with the two-infall model, here we allow the presence of galactic winds in the
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Table 4.3: Input parameters for the Enceladus chemical evolution model. In the first column we list the
input variables of the model. In the second column, we show the adopted values.

Input parameter Adopted value
Minf,Enc 1010 M⊙

τinf,Enc 0.24 Gyr

νEnc 0.42 Gyr−1

ωEnc 0.5

Eq. (2.12) formulation for which we remember ω, i.e. the wind mass loading factor. The
adopted IMF is the one derived by Kroupa et al. (1993), in order to be consistent with the
MW models of this Section. It is worth reminding that such an IMF was also adopted in
Vincenzo et al. (2019) and allows to reproduce abundance and stellar mass constraints.

In this way, we simulate the formation of the MW discs by gas accretion episodes
with the same chemical composition as predicted by our model and in agreement with the
measured abundances in GES merger relics.

Nucleosynthesis prescriptions

For both the MW two-infall and Enceladus chemical evolution models, the contribution to
chemical enrichment by LIMS, Type Ia and CC-SNe (Type II, Ib/c), is computed by taking
advantage of detailed stellar yields for these stars (see 2.1.3).

In particular, the following mass and metallicity dependent stellar yields are adopted:

• for LIMS we use yields by Karakas (2010);

• for massive stars that explode as CC-SNe, we adopt yields by Kobayashi et al.
(2006)/Nomoto et al. (2013);

• for Type Ia SNe we use the yields by Iwamoto et al. (1999).

4.2.4 Results

As mentioned in 4.2.3, we run several models based on the two-infall paradigm applied
to the thick and thin discs only (e.g. Grisoni et al. 2017; Spitoni et al. 2019). Among the
various model parameters, we keep fixed the IMF, the efficiency of star formation in the
thick disc, the timescales for the formation of the thick and thin discs, the present time
distribution of the surface mass density along the thin disc and the present time surface
density for the thick disc in the solar neighbourhood (see Tab. 4.2).
These models are applied to the study of present-day radial gradients and [α/Fe] vs. [Fe/H]
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Table 4.4: Parameters for "classical" two-infall chemical evolution models adopted in this work. Fixed
parameters (tmax, Σthick(R), second infall gas abundances as in Chiappini et al. 2001; Colavitti et al.
2009; Romano et al. 2010) are shown in the upper Table. The parameters varied are indicated in the
lower Table. For these latter, in the first column we write the name of the model. In the second column,
we list the star formation efficiency of the thin disc ν2 at different radii (4-6-8-10-12-14-16-18 kpc) from
the Galactic center. In the last column, we indicate the radial flow speed pattern (where present).

Σthick(R) tmax 2nd infall gas

(M⊙ pc−2) (Gyr) (dex)
∝ 1

R 1 primordial

Model ν2 (4-6-8-10-12-15-16-18 kpc) Radial flows
(Gyr−1) (km s−1)

MW A 1 -

MW B ν(R) =5, 2, 1, 0.75, 0.5, 0.25, 0.15, 0.1 -

MW C 1 −1

MW D 1 −υ(R) = −
(︁
R
4 − 1

)︁
if t > tmax

−1 (t < tmax)

MW E 1 −Θ(R, t) = −
[︁
1 + υ(R) · e−

t−tmax
τ2

]︁
(t > tmax)

−1 (t < tmax)

MW F ν(R) −1

MW G ν(R)
−υ(R) (t > tmax)
−1 (t < tmax)

Notes: R is expressed in kpc, t is expressed in Gyr. The minus sign in the last column means that the flow is
an inflow.

along the MW disc, allowing to vary the other parameters presented in the previous Sub-
section.

Present-day gradients

We first focus on the analysis of present-time abundance gradients along the thin disc.
We look in particular at the different results given by the models with "classical" two-

infall prescriptions, i.e., tmax, Σthick(R), second infall gas abundances, as in Chiappini
et al. (2001); Colavitti et al. (2009); Romano et al. (2010). For these models, we vary the
SFE at dfferent radii during the second infall (ν2) and we test different radial gas flows
speed patterns. To identify the different recipes, we name models from MW A to G. Both
the fixed and the variable parameters for this set of models are presented in Tab. 4.4: in the
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upper Table the fixed prescriptions are shown, whereas in the lower Table we list model
names and the choice for the variable parameters.

For the analysis of present-day abundances we choose to show the abundances of oxy-
gen, nitrogen, magnesium and iron. In this way, we analyse elements produced on different
timescales and with different origin (primary or secondary origin).

The resulting abundance gradients from the models presented in Tab. 4.4 are presented
in Fig. 4.9. On the left side, we show models that adopt different SFEs at different radii
(B, F, and G). On the right side, we show the models which adopt only radial inflows (C,
D, and E). In addition, in both sides, we show in black a standard model (Model A) with
constant SFE, no radial gas flows, and inside-out formation for the thin disc (Eq. 4.1) by
means of primordial gas.

The model results are compared with the data sets described in 4.2.2. In order to have a
clearer view of the data trend with radius, we decide to bin the stellar (Cepheids and YOC)
and nebular (HII regions and PNe) data in radius bins of 2 kpc of amplitude. To be more
statistically consistent, within each bin we impose a minimum number of data of 10. In
case this number is not reached, the bin is enlarged until this condition is satisfied.
As it can be seen from the first and second row panels, there is an offset between nebular
and stellar data. This offset can be interpreted as a real observational bias in at least one
of the two observational techniques. In fact, nitrogen is minimally depleted by dust in the
MW ([N/H]ISM -[N/H]gas <0.1 dex, see Jenkins 2009). In this way, the offset between
nebular and stellar data for N and O can be interpreted in terms of a bias between the two
observational techniques.
Still concerning nitrogen, we signal that adopting stellar yields with primary N production
by all massive stars of all metallicities (Matteucci 1986) does not change significantly the
model results on present-day abundances.

By looking at Fig. 4.9, we can see that only a few models can reasonably reproduce
the abundance gradients. In particular, the Model MW A with only inside-out for the
formation of the thin disc does not reproduce the observed gradients, since it predicts a
very flat behaviour. Even adopting more extreme inside-out laws (see 4.2.3) the problem
remains: in fact, we test different laws according to Eq. (4.4) and we find no substantial
effects on the results. This can be seen in Fig. 4.10, where we show [Fe/H] radial gradients
obtained with Eq. (4.4) values: it is clear from the Figure that the change in the results
is marginal. Furthermore, variations are even less pronounced for the other abundance
gradients.

Coming back to Fig. 4.9, we note that models with either variable efficiency of star
formation or radial gas flows or both produce results in agreement with observations. In
fact, a SFE decreasing with radius boosts the metal enrichment in the inner regions relative
to the outer ones. Radial flows, instead, bring the material from the outer regions to the
inner ones, providing an additional source of gas to enhance the SF (and so the metal
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Figure 4.9: Observed and predicted radial abundance gradients for models that adopt a variable SFE with
radius (left panels) and models that adopt only radial flows (right panels). Abundances considered are
oxygen (first row), nitrogen (second row), iron (third row) and magnesium (lower row). Data are from
Esteban et al. (2005) (grey squares), Rudolph et al. (2006) (grey dots) and Balser et al. (2015) (grey
diamonds) for HII regions, Luck & Lambert (2011) (light red dots) and Genovali et al. (2015) (light red
squares) for Cepheids, Magrini et al. (2017) (light red diamonds) for YOC, Costa et al. (2004) (khaki
dots) and Stanghellini & Haywood (2018) (khaki diamonds) for PNe. Black and dark red points with
errorbars are data bins with associated rms for nebular and stellar data, respectively.
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Figure 4.10: Variations in [Fe/H] radial abundance gradients due to different inside-out law for models that
adopt a variable SFE with radius (left panels) and models that adopt only radial flows (right panels).
Shaded regions represent the spanned range of values for each model adopting Eq. (4.4). Data and
models color legends are the same of Fig. 4.9.

enrichment).
Among the models of the left panel of Figure 4.9 Model MW F seems to be the best
one, while Model MW E seems to be the best among those of the right panel. Model
MW F assumes a variable efficiency of star formation along the disc plus radial gas flows
with constant speed (υflow = −1 km s−1), whereas Model MW E assumes a constant
efficiency of star formation but radial gas flows with speed variable with radius and time
(see 4.2.3). These results are supported by previous findings (see, e.g. Colavitti et al. 2009;
Grisoni et al. 2018) suggesting that either variable SFE or radial gas flows do reproduce
the gradients along the thin disc of the Galaxy.
Looking at the other models, on the left side we see that the model with variable SFE only
(MW B) predicts a steeper slope than the MW A model, in acceptable agreement with data
from Cepheids and YOC (except for [Fe/H]). The agreement is absent instead for model
MW G (variable SFE + υflow =

(︁
R/4−1

)︁
km s−1), which shows too steep gradients to be

consistent with the observations. On the right side, we note that the model with constant
inflow speed only (MW C) predicts too flat gradients to agree with the adopted data sets.
MW D model instead predicts relatively too steep slopes in the inner regions of the Galaxy,
and values very similar to model MW E in the outer regions.

In Tab. 4.5 we show the slopes obtained by means of the models in better agreement
with observational data. In particular, we decide to compare the fits of the data with the
ones of the models in the region 4-16 kpc. This choice is justified by the very limited
amount of nebular and stellar data in the outer regions (R ≳ 16 kpc).
As we can see from Tab. 4.5, the values predicted by the models with radius and time
dependent radial flows (MW E) and combined variable SFE and radial flows (MW F) best
agree with the fits to the data. The other two models in the Tab. 4.5 show larger (MW
D) and smaller (MW B) negative gradients, respectively. Concerning MW D model, we
have only marginal agreement with the N/H gradient slope from HII region data. However,
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Table 4.5: Present-day slopes for elemental abundance gradients from the best models of Figure 4.9 (MW
B, MW F, MW D, MW E) and observed slopes from HII regions, Cepheids and YOC. In the first column,
we write the elements considered in the analysis. From second to fifth column we list the results obtained
by chemical evolution models. In the last two columns, we indicate the results coming from observations.

CHEMICAL EVOLUTION MODELS (4-16 kpc) OBSERVATIONS

d(X/H)/dR MWD B MW F MW D MW E HII regions Cepheids+YOC
(dex/kpc) (dex/kpc) (dex/kpc) (dex/kpc) (dex/kpc) (dex/kpc)

O -0.0305 -0.0734 -0.0961 -0.0688 -0.0539 - 0.0497
N -0.0344 -0.0713 -0.0931 -0.0646 -0.0888 -0.0423
Fe -0.0424 -0.0599 -0.0751 -0.0571 - -0.0556
Mg -0.0237 -0.0656 -0.0865 -0.0598 - -0.0438

we take this data set with caution, because of the low number statistic together with the
quite large observed data spread. We also note that the gradient predicted by model MW
B is flatter than those obtained by other studies that adopt a variable SFE (e.g. Grisoni
et al. 2018): this is due to the milder SFE-radius relation adopted here (see Tab. 4.4).
In principle, the adoption of a steeper SFE gradient can produce a better agreement with
the observed abundances: however, we will see later that the SFR-radius relation does not
favour such an assumption (see Fig. 4.11).

For the model listed in Tab. 4.5, we compare the predicted present-day SFR rate gradi-
ent with available SFR estimates from the literature.

Most of the models shown (MW D, E, and F) do also well reproduce the SFR gradient
along the thin disc, as shown in Fig. 4.11.
A general decrease of the SFR with Galactocentric radius is seen for all the models, in
agreement with observations. However, Model MW B (variable SFE only) fails to repro-
duce the observed behaviour in the inner regions. This finding also excludes the adoption
of steeper SFE-radius relations, which instead can give better agreement with abundance
gradient data: larger SFEs produce lower gas consumption timescales, which tend to lower
the SFR at late times. We also tested if the different infall rates of Eq. (4.4) can alleviate
the tension between model MW B and data, finding no substantial improvements.
All the other models show a good agreement with Rana (1991) data set, which has how-
ever very large error bars. For this reason, the values taken from Stahler & Palla (2005)
and Green (2014) are more indicative. The latter relation is very nicely reproduced by
model MW D up to the solar radius, whereas stay in between MW F and MW D models in
the inner Galactic radii. On the other hand, Stahler & Palla (2005) data seems to be better
reproduced by MW E and MW F models.

We also analyse the predicted profiles of the gas density along the Galactic disc ac-
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Figure 4.11: Observed and predicted radial SFR density gradient relative to the solar neighbourhood. Lines
are computed for the MW B model (solid blue), MW F (solid magenta), MW D (solid red) and MW E
(solid orange). Data with errorbars are from Rana (1991) (black points) and Stahler & Palla (2005)
(black squares). Black crosses with no error bars follow the analytical form suggested by Green (2014)
for the MW SFR profile.

Figure 4.12: Observed and predicted radial gas surface density gradient. Lines are computed for the MW
B model (solid blue), MW F (solid magenta), MW D (solid red) and MW E (solid orange). The black
dashed line is the average value between Dame (1993) and Nakanishi & Sofue (2003, 2006) datasets.
The shaded region represents the typical uncertainty at each radius, for which we adopt either 50% of
the average (see Nakanishi & Sofue 2006) or half the difference between the minimum and maximum
values in each radial bin (if larger).
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cording to the different prescriptions adopted in this work. In particular, as for the SFR,
we concentrate on the models showing a good agreement with the observed abundance
gradients, i.e., those of Tab. 4.5. The results are shown in Fig. 4.12, where we compare
the predictions with literature estimates at different radii.

We note that the models adopting only radial gas flows (MW D and MW E) underes-
timate the gas surface density for distances ≳ 10 kpc. Model MW D is also not able to
reproduce the observed density in the more inner regions (R < 8 kpc). For what concerns
the models with variable SFE (MW B and MW F), they both fall inside the region covered
by the observations in the inner regions. However, Model MW B overestimates the ob-
served gas density in the more external part of the disc (R ≳ 14kpc), whereas Model MW
F shows a good agreement with data in the whole radial range.

The [α/Fe] vs. [Fe/H] relation along the thin disc

As a second step, we then consider only Model MW F, which well reproduces the abun-
dance gradients as well as the SFR and gas density gradient along the thin disc, to predict
the behaviour of the [α/Fe] vs. [Fe/H] at various Galactocentric radii, and compare it with
APOGEE data (Hayden et al. 2015). In this way, we can test if our models are able not
only to reproduce what happens at present, but also the evolution of abundances at differ-
ent radii.

In Fig. 4.13 we show the predicted abundance ratios for model MW F computed for
three different radii (4 kpc, 8 kpc, and 12 kpc), compared with the data of the correspond-
ing disc regions (3-7 kpc, 7-11 kpc and 11-15 kpc). In this Figure, colour codes for models
and data represent the stellar number density at a given model timestep and the normalised
number of observed stars in a certain [Mg/Fe] vs. [Fe/H] bin, respectively. Such colour-
coding helps in understanding the compatibility between models and data: regions with
higher data density should broadly correspond to higher stellar density predictions by the
models.

We see that the data shape for [Mg/Fe] vs. [Fe/H] relation is different for different re-
gions. In particular, we note a diagonal shape for the inner regions, where the data seems
to follow a unique sequence. Moving to the outer radii, the densest regions are progres-
sively shifted at lower [Fe/H] and the diagonal shape is no more present. In particular, in
central panels we see the presence of two distinct sequences, i.e., the so called high-α and
low-α sequences, while for the outer regions we see only stars with low [α/Fe].
For what concerns the models, they exhibit the typical patterns of the "classical" two-
infall model, with the gap marking the transition between the thick and thin disc phases
(see Grisoni et al. 2017 for more details). This gap is not seen for the model at 4 kpc due
to the high SFE in the second infall phase that produce an overabundance of α-elements
(for the "time-delay model": see Matteucci 2001, 2012).

156
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Figure 4.13: [α/Fe] vs. [Fe/H] abundance ratios of model MW F with "classical" two-infall prescriptions
(tmax = 1 Gyr, Σthick ∝ 1/R). Data are from Hayden et al. (2015). Left, central and right panels show
the models and data in the ranges 3 < R/kpc <7, 7 < R/kpc < 11 and 11 < R/kpc < 15, respectively.
Left colorbar indicates the normalised counts of data in a certain bin of the plot (the area of each bin is
fixed at the value of 0.056 dex×0.031 dex), while right colorbar indicates the normalised counts of stars
formed in the model at a certain time t (and hence at certain [Mg/Fe] and [Fe/H]).
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Table 4.6: Variable parameters for revised two-infall chemical evolution models (tmax, Σthick(R), second
infall gas abundances different from Chiappini et al. 2001; Colavitti et al. 2009; Romano et al. 2010)
adopted in this work. In the first column, we write the name of the model. In the second column, there
is the density profile for the thick disc Σthick(R). In the third column, we indicate the time of maximum
infall on the thin disk tmax. In the fourth column we show the level of enrichment of the second infall
episode.

Model Σthick(R) tmax 2nd infall gas
(M⊙ pc−2) (Gyr) (dex)

MW F1 ∝ 1
R 3.25 primordial

MW F2 ∝ 1
R 4.5 primordial

MW F3 ∝ e−R/4 3.25 primordial

MW F4 ∝ e−R/2.3 3.25 primordial

MW F5 ∝ e−R/2.3 3.25 [Fe/H]=-1 (R < 8)

MW F6 ∝ e−R/2.3 3.25 [Fe/H]=-0.5 (R < 8)

MW F7 ∝ e−R/2.3 3.25 [Fe/H]=0 (R < 8)

Notes: R is expressed in kpc.

The comparison with APOGEE data shows that the models fail in reproducing the data,
especially in the outer and inner regions. In the left panel (3< R/kpc < 7), we see that the
model track fails to pass in the densest data region. Regarding the right panel (11< R/kpc
<15), the model is able to cover the densest regions of the diagram; however, it seems to
predict a too low number of stars in correspondence of this abundance region. Moreover,
it is clear from both the right panels that the models predict a significant amount of stars
forming at high [α/Fe] and low [Fe/H], which are not observed.

Due to the difficulties encountered in reproducing the data at different radii, we run
models varying the fixed parameters shown in Tab. 4.4, i.e. tmax (time for the maximum
mass accretion onto the thin disc), Σthick (surface mass density profile in the thick disc)
and second infall gas (metal enrichment of the second infall episode).
The adopted set-up for these revised models is shown in Tab. 4.6: we start from the SFE
and radial flow speed pattern of model MW F and we distinguish with numbers the models
adopting different tmax, Σthick and second infall enrichment.

Effects of tmax and Σthick variations

We start by looking at the effect of tmax and Σthick parameters on the abundance patterns.
These are shown in Fig. 4.14, where the results of Model MW F, F1, F2, F3 and F4 are
plotted.
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Figure 4.14: [α/Fe] vs. [Fe/H] abundance ratios for variations of tmax and Σthick. Upper panels show
the effects of tmax variations: Model MW F (tmax = 1Gyr, black dashed line), Model MW F1 (tmax =
3.25Gyr, solid colour coded as in Figure 4.13) and Model MW F2 (tmax = 4.5Gyr, black dash-dotted).
Lower panels show the effects of Σthick variations: Model MW F1 (Σthick ∝ 1/R, black dashed), Model
MW F3 (Σthick ∝ e−R/4, black dash-dotted) and Model MW F4 (Σthick ∝ e−R/2.3, solid colour coded
as in Figure 4.13). Data are from Hayden et al. (2015). Left, central and right panels show the models
and data in the ranges 3 < R/kpc <7, 7 < R/kpc < 11 and 11 < R/kpc < 15, respectively.
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In the upper panels of Fig. 4.14, we see that the agreement between model results and
data in the region between 7 and 11 kpc slightly improves if we assume a longer time for
maximum infall onto the thin disc (i.e. tmax from 1 to 4.5 Gyr), and this corresponds to
enlarging the time during which there is a gap in the star formation between the assembly
of the two discs. In particular, the model with tmax =3.25 Gyr (MW F1) fits quite nicely
the high density regions of stars at Galactocentric distances between 7 and 11 kpc. Larger
values of tmax produce instead a too large loop which does not agree with the density dis-
tribution of stars. On the other hand, at outer radii the models with larger tmax completely
fail to pass for the region covered by the largest number of stars. At inner radii, instead, a
longer tmax creates a loop which is not consistent with the observed diagonal sequence of
denser data regions.

Our modification in the second infall delay time is justified by results found in previous
works. A large tmax was also suggested by Spitoni et al. (2019, 2020) who well reproduced
chemical abundances and stellar ages in the solar neighbourhood from APOKASC data
(Silva Aguirre et al. 2018) by imposing a large delay (≳ 4 Gyr) in the second infall episode.

In Fig. 4.14 lower panel, we show the effect of assuming a Σthick variable with Galac-
tocentric distance, but in a different way than ∝ 1/R (see Model MW F3 and MW F4 in
Tab. 4.6).

Recent works proposed a more centrally peaked density for the thick disc (Bensby et al.
2011; Bovy et al. 2012; Haywood et al. 2016), with scale length of the order of 2 kpc (e.g.
Pouliasis et al. 2017). The variation in the thick disc profile reflects in the ratio between
thin and thick disc densities (Σthin/Σthick), which have a great influence on the chemical
evolution patterns at different radii.
This can be clearly seen in Fig. 4.14, where we test three different surface density profiles
for the thick disc: in particular, we look at the profiles Σthick ∝ 1/R (Colavitti et al.
2009; Romano et al. 2010, model F1), Σthick ∝ e−R/4 (Cautun et al. 2020, model F3)
and Σthick ∝ e−R/2.3 (Pouliasis et al. 2017, model F4). We remind that we fix Σthin(8
kpc)/Σthick(8 kpc) ∼ 4 for all the models, according to Spitoni et al. (2020). The different
profiles are plotted in Fig. 4.15, together with the density profile of the thin disc (dashed
line in the Figure).

Coming back to Fig. 4.14, we observe that a higher Σthin/Σthick ratio produces more
evident loops. This allows the model with Σthick ∝ e−R/2.3 to reproduce the data density
distribution at R> 11 kpc. The obtained result suggests a ratio Σthin/Σthick ∼ 8 in the
outer disc region, hence a ratio increasing with radius, in agreement with what noted in
Anders et al. (2014). This is exactly the opposite of what is found with "classical" pre-
scriptions, where the ratio in the outer regions is halved rather than doubled relative to the
solar neighbourhood (see Fig. 4.15). In the inner regions (R< 7 kpc), the most centrally
peaked thick disc profile contributes to alleviate the problem of the prominent loop. This
latter feature still prevents to cover the region with the highest density of stellar data.
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Figure 4.15: Assumed total surface mass density profiles for the thick disc adopted in this work. Solid lines
are computed for Σthick ∝ 1/R (red), Σthick ∝ e−R/4 (blue) and Σthick ∝ e−R/2.3 (green). The black
dashed line indicates the assumed density profile for the thin disc, Σthin ∝ e−R/3.5.

Nonetheless, the Model MW F4 results the best among the models shown in Fig. 4.14.
Moreover, this model maintains a good agreement with present-day abundance, SFR, and
gas density gradients: the variations resulted from the different tmax and Σthick(R) are in
fact limited (≲ 0.015 dex/kpc in abundance gradients slopes), allowing us to maintain a
good agreement with the data.

Effects of enriched gas infall

Because of the problems found for the [α/Fe] ratios, we further investigate the evolution of
the inner regions. In particular, we test whether a metal enriched second infall can explain
the observed behaviour. This is done by adopting a second infall with the abundances that
we obtain from the model of the thick disc corresponding to some specific [Fe/H] values.

The adoption of the abundance patterns of the thick disc does not mean that the gas is
enriched only by the gas lost from the thick disc, but rather that this enriched infall is due
partly to the gas lost from the formation of the thick disc, Galactic halo or the Galactic
bar which then gets mixed with a larger amount of infalling primordial gas. We should
note that this was already proposed by Gilmore & Wyse (1986). However, in this work we
can address data sets which were not available at that time, thus providing more stringent
constraints.

The results of such analysis are shown in Fig. 4.16. In particular, we test three levels
of pre-enrichment for the second infall: [Fe/H]=-1,-0.5 and 0 dex (Models MW F5, F6
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Figure 4.16: Effects on the chemical evolution at 4 kpc in the [α/Fe] vs. [Fe/H] abundance ratios in varying
the enrichment of the second infall episode. Panels show the models with pre-enrichment (from left to
right): primordial (Model MW F4), [Fe/H]=-1 (Model MW F5), [Fe/H]=-0.5 (Model MW F6), [Fe/H]=0
(Model MW F7). Data are from Hayden et al. (2015).
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and F7). Lower metallicities for the infall imply too little variation relative to a primordial
infall; moreover, such metallicities are reproduced by halo models only at t ≲1 Gyr (e.g.
Spitoni et al. 2016b). A supersolar infall, instead, would produce too large abundance
values at present, which are not consistent with present-day gradient observations.

In Fig. 4.16, we see that a significant gas enrichment is necessary to explain APOGEE
data of the thin disc in the inner regions. Going more into detail, we obtain a good agree-
ment for Model MW F6, with [Fe/H]=-0.5 dex enriched infall. In fact, the high [Fe/H]
enrichment prevents a too low [Fe/H] at the beginning of the thin disc accretion, while the
high [α/Fe] in the infall gas boosts the model track to higher [Mg/Fe] values in the thin
disc.
At a first sight, the Model MW F7 ([Fe/H]=0 dex) seems to have an even higher data-
model agreement, with densest data region covered by the model. However, the high level
of enrichment in the second infall totally prevents to explain the large number of data at
moderate metallicity (-0.2 dex<[Fe/H]<0.1 dex, see the data of inner region MDF in Fig.
4.17).

Discussion

In Fig. 4.17 we summarise the results for the best model (MW F6) in reproducing the data.
This model assumes a variable SFE, radial gas flows with constant speed, a time for the
maximum infall onto the disc of 3.25 Gyr, an enriched infall ([Fe/H]= −0.5 dex) and a
distribution of the total surface mass density of the thick disc Σthick ∝ e−R/2.3.

For this model, we show the [Mg/Fe] vs. [Fe/H] plots (upper panels), the [Fe/H] MDFs
(middle panels) and the [Mg/Fe] MDFs (lower panels); we also plot the median ⟨[Fe/H]⟩
and ⟨[Mg/Fe]⟩ resulting from data (red dashed line) and models (blue dashed line). The
median abundances, together with their uncertainties, are presented in Tab. 4.7. We point
out that model MDFs and median abundances in each disc region (3-7 kpc, 7-11 kpc, 11-
15 kpc) are calculated considering the results of all the rings included in each region (4
kpc and 6 kpc in the range 3-7 kpc; 8 kpc and 10 kpc in the range 7-11 kpc; 12 kpc and 14
kpc in the range 11-15 kpc).

As can be seen from the upper panels, the MW F6 model predicts [Mg/Fe] vs. [Fe/H]
in good agreement with the data, with the peaks in the data density nicely reproduced by
the predicted stellar number densities.
This is also visible from the [Fe/H] MDFs in the central row of panels of Fig. 4.17. In
particular, the model [Fe/H] MDFs at median and outer radii in general reproduce very
well the observational data, although the number of metal rich ([Fe/H]≳0 dex) stars is
slightly underestimated at radii > 11 kpc. This underestimation may have been caused by
radial migration of stars (e.g. Schönrich & Binney 2009; Minchev et al. 2018). In fact,
Vincenzo & Kobayashi (2020) showed that a non negligible fraction of outer radii stars
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Figure 4.17: Summary for the resulting best model MW F6. Data are from Hayden et al. (2015). Left,
central and right panels show the models and data in the ranges 3 < R/Kpc <7, 7 < R/kpc < 11 and 11
< R/Kpc < 15, respectively. Upper panels: [α/Fe] vs. [Fe/H] abundance ratios. Middle panels: [Fe/H]
MDFs. Lower panels: [Mg/Fe] MDFs. Blue and red dashed lines are the median [X/Y] ratios for models
and data, respectively.
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Table 4.7: Median abundance ratios obtained from APOGEE data of Hayden et al. (2015) and the best
model MW F6. In the first column, we write the elements and the source considered (model or data). In
the second, third and fourth column we list the obtained median abundance ratios (with ±σ errors) in
the radius ranges 3-7 kpc, 7-11 kpc and 11-15 kpc, respectively.

3-7 kpc 7-11 kpc 11-15 kpc
⟨[Fe/H]⟩ data 0.02+0.21

−0.39 -0.14+0.22
−0.22 -0.30+0.20

−0.16

⟨[Fe/H]⟩ model 0.08+0.22
−0.21 -0.19+0.17

−0.21 -0.40+0.18
−0.17

⟨[Mg/Fe]⟩ data 0.04+0.13
−0.07 -0.01+0.10

−0.06 0.00+0.07
−0.05

⟨[Mg/Fe]⟩ model -0.01+0.10
−0.13 -0.05+0.05

−0.08 -0.04+0.04
−0.06

may have been born in the Galaxy inner regions (see Fig. 8 of Vincenzo & Kobayashi
2020). However, Vincenzo & Kobayashi (2020) also found that in general less than 10%
of stars have been migrated outward for more than 2 kpc. The model at inner radii instead
predicts a low number of stars with metallicity [Fe/H]≤-0.2 dex. This latter feature is more
or less common to all the models with delayed second infall (i.e. larger tmax). This low
number of low metallicity stars can be possibly solved by adopting an even denser thick
disc profile for the inner regions (model MW F6 already adopts the most centrally peaked
profile tested). Also stronger radial gas flows in the inner regions can help to alleviate the
observed discrepancy, although to a lesser extent.
Concerning [Mg/Fe] MDFs, we have a good agreement from solar to outer radii (7-15
kpc), where the sharp peaks in the data MDFs are exactly reproduced. The broader MDF
observed in the inner radii is also predicted by the model. However, the model MDF seems
to show an offset of ∼0.1 dex relative to the observed one. This offset (which is however
roughly compatible with APOGEE uncertainties) can be in part attributed to the model
underestimation of low [Fe/H] stars. On the other hand, some recent works claimed some
systematics in APOGEE abundance determinations (Jönsson et al. 2020). In particular,
such problems seem to affect α-elements, where too large [α/Fe] are observed at high
[Fe/H] (Matteucci et al. 2020, see also Santos-Peral et al. 2020).

In any case, the general good agreement between the model results and data is evident
by looking at Tab. 4.7. In fact, the median abundances obtained from the models are well
within the 1σ range obtained from the data, for both [Fe/H] and [Mg/Fe].

Having established the best model in reproducing the Hayden et al. (2015) data set, we
decide to test the dependence on radius of the age-metallicity relation for this model.

In particular, we compare the predictions of the MW F6 model to abundances and ages
from the updated APOKASC sample by Silva Aguirre et al. (2018). In that paper, the
authors chemically separated the high-α and low-α disc populations. They used a sample
of red giant stars spanning out to ∼2 kpc in the solar annulus and provided precise stellar
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Figure 4.18: Time evolution of [M/H] (left panel) and [α/Fe] (right panel) ratios for the stellar sample
presented by Silva Aguirre et al. (2018), compared with the predictions of the best model MW F6. Pink
points depict the high-α population defined as in Silva Aguirre et al. (2018), whereas green points repre-
sent the low-α one. As in Spitoni et al. (2019, 2020), we have not taken into account YαR stars. The grey
symbols in the two panels indicate median age uncertainties for 3 and 11 Gyr old stars of the sample.
The right colorbar indicates the radius at which each model line is computed.

ages by means of asteroseismology.
The comparison is shown in Fig. 4.18, where we see the time evolution of [M/H] (upper
panel) and [α/Fe] (lower panel) at different radii. In order to be consistent with available
abundances associated with asteroseismic data, we compute the metallicity adopting the
expression introduced by Salaris et al. (1993):

[M/H] = [Fe/H] + log(0.638× 10[α/Fe] + 0.362) (4.9)

where for [α/Fe] we mean [(Si+Mg)/Fe].
In Fig. 4.18 left panel, we note that the chemical evolution tracks show progressively

decreasing [M/H] with radius during the second infall phase. This behaviour is caused
by the increasing SFE with decreasing radius and radial gas flows. At the same time, we
see that for the most internal radius (4 kpc) the drop in metallicity between the end of
the first infall and the beginning of the second one almost vanishes due to the enriched
infall. The comparison with the age and [M/H] data shows that our best model at 8 kpc
generally reproduces the trend of both high and low-α data. The other two lines of Fig.
4.18 left panel can be instead regarded as genuine predictions by the best model. In fact,
the guiding radii of the low-α sample are comprised between ∼6 and ∼9 kpc (see Fig.
13 of Silva Aguirre et al. 2018). Nonetheless, the suggestion of an enriched infall for the
most internal radii (R< 8 kpc) could explain the most metal rich stars.
Concerning the right panel of Fig. 4.18, we note in this case that our model well fits the
age of the high-α sequence stars, as defined in Silva Aguirre et al. (2018) (pink points).
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The model is also able to explain the relatively young (∼ 6 − 8 Gyr), high-α stars as a
consequence of the enriched second-infall assumed for the most internal radii. In fact, the
high-α sample exhibits lower average radii than the low-α one (∼6 kpc instead of ∼8 kpc).
At the same time, the model reproduces the bulk of low-α data, although the [α/Fe] ratio in
young stars seems be to be underestimated by the model. However, we already pointed out
that APOGEE (and so also APOKASC) abundances may overestimate the [α/Fe] ratios at
high metallicities (Matteucci et al. 2020).

Enceladus

Since we tested that enriched infall allows us to better fit APOGEE data in the inner (3-7
kpc) Galactic thin disc, we investigate the possibility that the infall episodes are related
to the GES merger event occurred in the inner halo (Helmi et al. 2018; Koppelman et al.
2018; Belokurov et al. 2018). In particular, we test if some gas from Enceladus galaxy can
contribute to the first or the second infall episode.

To see whether GES plays a significant contribution to the MW disc evolution, we run
a chemical evolution model for Enceladus progenitor itself (see 4.2.3) based on the best
model of Vincenzo et al. (2019) (see Tab. 4.3).
As can be seen from Fig. 4.19, the predicted [α/Fe] ratios for Enceladus agree very well
with the stellar data from Helmi et al. 2018, which show lower values than found in the
MW disc, as suggested by the "time-delay model" (see Matteucci 2001, 2012). In this for-
malism, if the SFR of Enceladus is lower than in the solar vicinity (and in MW inner radii),
we expect a steeper decrease of the [α/Fe] ratios as functions of [Fe/H]. The evolution of
Enceladus is in fact assumed to be similar to that of a dwarf spheroidal galaxy.

Having built the model for Enceladus, we test a possible contribution to the second
infall episode from the galaxy relic by assuming its measured gas abundances at the start
of the second infall assumed to occur at 3.25 Gyr, as in model MW F4. Since our MW
models start ∼ 13.5 Gyr ago, the above assumptions on the accreting gas are reasonable:
in fact, Helmi et al. (2018) placed the merger approximately 10 Gyr ago, while Chaplin
et al. (2020) found that the 68% confidence upper age limit was of 11.6 Gyr.

The lower [α/Fe] ratios of a dwarf galaxy gas relative to the MW disc prevent the
agreement between two-infall models with a second infall enriched by Enceladus and data,
even adopting a partial contribution to the enrichment of the infalling gas. In fact, the low
[Mg/Fe] in the infalling gas (which does not vary significantly changing the contribution
of Enceladus to the infall) causes a significant lowering in the predicted [Mg/Fe] evolution
relative to previous models. This is shown in Fig. 4.20 upper left panel, where 15% of the
second infall is constituted by Enceladus enriched gas.
We choose this contribution from Enceladus in order to have a consistent picture in the
mass budget. Our Enceladus model predicts a Mgas ∼ 2× 109 M⊙ at t = 3.25 Gyr, which
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Figure 4.19: [α/Fe] vs. [Fe/H] abundance ratios for Enceladus chemical evolution model (black solid line)
compared with data from Helmi et al. (2018) (blue dots).

is ≃ 15 % the mass accreted during the second infall episode by inner regions (3-7 kpc).
We highlight that our result is robust against the different mass estimates for Gaia-Enceladus
(Helmi et al. 2018; Vincenzo et al. 2019: ∼ 109 M⊙, Mackereth & Bovy 2020: ∼ 3 · 108

M⊙). Even limiting the enriched accretion within 1 Gyr from the start of the second infall
(coherently with Mackereth & Bovy 2020 mass estimate), we obtain results inconsistent
with data. Inconsistent results are also obtained by adopting a higher Enceladus contribu-
tion to the infall (e.g. 25%, 50%).

Recent papers (e.g. Grand et al. 2020) also suggest that the Enceladus merger con-
tribute 10-50% of gas to a centrally concentrated starburst. For this reason, we simulate
an Enceladus induced starburst by reducing significantly the second infall timescale in the
inner regions of the galaxy (< 7 kpc). In particular, we adopt τ2 = 1 Gyr and an infall
pattern where Enceladus gas contributes for 15%.
However, as it can be seen in Fig. 4.20 lower left panel, the very short infall timescale
does not solve the problem of too low [Mg/Fe] ratios predicted by the model in the upper
panel.

Similar conclusions are reached also varying the input parameters for the Enceladus
enriched infall. In particular, we test what happens with a second infall starting at 2 Gyr,
i.e., coincident with the age upper limit suggested by Chaplin et al. (2020) for the start of
Enceladus accretion to the Galaxy. We also try to change the infall patterns of Enceladus
gas (e.g., [Fe/H]=-1 dex). However, all these models are not able to explain the observed
data trend.
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Figure 4.20: Effects on the chemical evolution at 4 kpc in the [α/Fe] vs. [Fe/H] abundance ratios in adopting
a second infall enriched by Enceladus gas at 15% (left side) and a first infall fully enriched by Enceladus
gas from t > 0.5 Gyr (right side). All panels refer to MW F4 based models. Data are from Hayden et al.
(2015).
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We also explore the possibility that Enceladus gas contributes to the first infall giving
rise to the thick disc. To this scope, we try different levels of enrichment ([Fe/H]=-2,-1,-
0.5 dex, adopting the abundance pattern seen in Fig. 4.19), as well as different times for
the start of the infall enrichment (0, 0.5, 1, 2 Gyr).

On the right side of Fig. 4.20, we show the results for a thick disc infall enrichment
starting at 0.5 Gyr. In the upper panel, we see that a low metal enriched gas ([Fe/H]=-2
dex) does not bring any evident change in the predicted abundance track. Concerning the
lower panel, the moderate enrichment (1/10 solar in iron) has little effect in enhancing the
[α/Fe] ratio but it is still not able to explain the abundance trend.
Nonetheless, the marginal effect of an Enceladus driven thick disc accretion on the abun-
dance patterns does not exclude the possibility that gas lost from Enceladus could have
contributed to the formation of the thick disc.

4.2.5 Conclusions

In this Section, we have computed the chemical evolution of the thick and thin discs of the
MW by adopting the two-infall model paradigm. In other words, we have assumed that the
thick and thin discs form by means of two infall episodes separated by a period in which
star formation decreases and then increases again thanks to the second infall episode.

We run several models by varying physical parameters such as the presence or absence
of radial gas flows, constant or variable efficiency of star formation along the thin disc
as well as different inside-out schemes for the formation of the thin disc and we have
compared the results with abundance, SFR and gas density gradients along the thin disc,
selecting the best models to reproduce the gradients.
Then we varied the duration of the interval between the formation of the thick and thin
discs, expressed as the time of maximum gas infall onto the disc, the total present time
surface gas density of the thick disc, and finally the thin disc infalling gas chemical com-
position in the innermost radii. For all the models, we did not change the IMF (Kroupa
et al. 1993), the timescale of the infall and the efficiency of star formation for the thick disc
(1 Gyr and 2 Gyr−1). We showed the predictions of these models concerning the [Mg/Fe]
vs. [Fe/H] relations along the disc compared with APOGEE data (Hayden et al. 2015).
We also computed the metallicity distribution functions at different Galactocentric radii,
selecting the best model in reproducing the majority of the observational constraints.

Moreover, we computed the evolution of a dwarf galaxy resembling the progenitor of
the Gaia-Enceladus-Sausage stars (Belokurov et al. 2018; Helmi et al. 2018) and adopted
the predicted abundance pattern as the chemical composition of the infalling gas either in
the thick or thin disc.
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Our main conclusions can be summarized as follows:

• it is not possible to reproduce the observed abundance gradients along the thin disc
only assuming an inside-out formation as the main mechanism for gradient forma-
tion. We need to assume either radial gas flows and/or efficiency of star formation
varying with the Galactocentric distance, in agreement with Grisoni et al. (2018).
However, too strong radial gas flows produce too steep abundance and gas density
gradients and models adopting only variable star formation efficiency and no radial
gas flows do not reproduce the gradient of the SFR and gas density along the thin
disc. Our best models for reproducing abundance and SFR gradients are Model MW
E, assuming radial flows with variable speed progressively decreasing with radius
and time, and Model MW F, with constant, moderate radial gas flows and variable
star formation efficiency. In addition, the latter model well matches the observed gas
density gradient;

• for the model MW F, we allow to vary the maximum timescale for infall onto the disc
tmax and the profiles for the thick disc surface mass density Σthick. In fact, "classical"
two infall model prescriptions (e.g. Chiappini et al. 1997; Romano et al. 2010) does
not produce very good agreement with the observed [Mg/Fe] vs. [Fe/H] relations
especially in the inner (3-7 kpc) and outer (11-15 kpc) Galactic disc regions. Better
agreement is reached if tmax = 3.25 Gyr, in accord (even if larger values are found)
with previous suggestions by Spitoni et al. (2019, 2020). Results for the outer regions
suggest also the adoption of a small scale length (Rd ∼ 2 kpc) exponential profile for
the thick disc, in agreement with recent findings (e.g. Anders et al. 2014; Haywood
et al. 2016; Ciucă et al. 2021);

• even better agreement with data is reached if the infall onto the inner thin disc is
enriched at the level of [Fe/H]=-0.5 dex. This can be the effect of mixing between
the gas leftover from the formation of the thick disc, Galactic halo, or Galactic bar and
the more abundant primordial extragalactic infalling gas. Finally, after analysing the
metallicity distribution functions at different radii, we conclude that the best model
is Model MW F6, with moderate gas flows, variable SF efficiency, tmax = 3.25 Gyr
and centrally peaked exponential distribution for the total surface density of the thick
disc, plus enriched gas infall along the inner thin disc;

• the chemical evolution of Enceladus is computed by adopting the same parameters
shown in Tab. 4.3, as in Vincenzo et al. (2019) and we do reproduce the observed
abundances by Helmi et al. (2018). The models assuming gas infall enriched as
the abundance pattern derived for Enceladus at 3.25 Gyr (starting time for the thin
disc infall) fail in reproducing the [Mg/Fe] vs. [Fe/H] relation for the inner Galactic
regions. Enceladus enriched infall during the thick disc formation instead does not
alter significantly the chemical evolution pattern. Therefore, we can conclude that
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the gas lost by Enceladus or a part of it could have concurred to the formation of the
thick disc but not to that of the thin disc and that the origin of the metal enrichment
in the second infall for inner regions (see above) is unknown.
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4.3 The effect of Type Ia SN nucleosynthesis in MW chemical evolution

4.3.1 Introduction

Type Ia supernovae (hereafter, SNe Ia) are one of the most important phenomena in As-
trophysics. For example, they are used as "standard candles" for measuring cosmological
distances (Phillips 1993) and they are beneath the discovery of the accelerating expansion
of the Universe (Riess et al. 1998; Perlmutter et al. 1999). SNe Ia are also the origin of the
majority of the iron in galaxies and play a fundamental role in galactic chemical evolution
(e.g. Nomoto et al. 1984; Matteucci 2012).

The SN Ia events are assumed to be originated to be thermonuclear explosions by white
dwarfs (WDs) in binary systems. In fact, Nomoto et al. (1984) realised that if a WD star is
incinerated on a similar timescale to its dynamical time5, the resulting ejecta give rise to a
transient that has spectral features characteristic of a SN Ia.

Nonetheless, the physics governing SNe Ia is still largely debated (see Hillebrandt &
Niemeyer 2000; Hillebrandt et al. 2013; Maoz et al. 2014; Ruiter 2020 for a review). In
particular, the main problems reside in the progenitor system and the explosion mecha-
nism.
In the last decades, the most popular proposed scenarios for the explosion mechanisms of
SNe Ia have been: (i) deflagration or delayed detonation of a near-Chandrasekhar mass
(near-MCh) carbon-oxygen (CO) WD in a single degenerate system (e.g. Whelan & Iben
1973), (ii) near-Chandrasekhar mass explosion in a double degenerate system (e.g. Iben
& Tutukov 1984), (iii) double detonations of sub-Chandrasekhar mass (sub-MCh) WD in
a single or double degenerate system (e.g. Nomoto 1982; Iben & Tutukov 1991), (iv)
violent merger in double degenerate sub-MCh WDs (e.g. Pakmor et al. 2012), (v) weak
deflagration of a near-MCh WD in a single degenerate system giving rise to low mass WD
remnant. The latter scenario could correspond to a Type Iax supernova (SN Iax, see e.g.,
Kromer et al. 2015).
Nearly all classes of explosions are supported by lightcurve and abundance observations of
several individual SN explosions and remnants (see Kirby et al. 2019; de los Reyes et al.
2020), suggesting that SNe Ia explode through multiple channels (e.g. Mannucci et al.
2006).

Type Ia SN nucleosynthesis

As said above, SNe Ia dominate the Fe budget in the chemical evolution of galaxies. SNe
Ia are also supposed to be the most important players in the production of some of the
Fe-peak elements (e.g. de los Reyes et al. 2020). In particular, Mn is often used as an

5measure of the time scale on which a star would expand or contract if the balance between pressure and gravity is suddenly
disrupted.
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abundance tracer for SN Ia. Furthermore, a non negligible fraction of some α-elements
(i.e. Si, S, Ca) is produced in these thermonuclear explosions.

However, different progenitor channels produce characteristic abundance patterns. While
the nucleosynthetic distinction between single and double degenerate channels may not be
large enough to be constrained with current data, the mass of the WD (i.e. near-MCh or
sub-MCh) has a large effect on the production of certain elements (Kobayashi et al. 2020a):
this happens in particular for neutron rich isotopes (e.g. 54Cr, 55Mn, 58Ni), whose produc-
tion is closely related to the WD density and hence mass6.
In addition, important roles in element production are also played by other WD features.
As for example, different explosion mechanisms for near-MCh SNe Ia lead to significant
differences in ejecta masses (Kobayashi et al. 2020a). On the other hand, the explosion
pattern of the WD (within models adopting the same explosion mechanism) leaves a sig-
nificant imprint on several abundance ratios resulting from SNe Ia (e.g. Seitenzahl et al.
2013a; Leung & Nomoto 2020a).

Owing to the different conditions before and during the explosion, different SN Ia can
reach differences even larger than an order of magnitude in the chemical abundance ratios
(see Fig. 2.4).

In the last decade, a great number of simulations devoted to study the nucleosynthesis
of the different SN Ia channels have become available in the literature, with a broad explo-
ration of the parameter space. Therefore, it is the right time to consider the abundances of
chemical elements as a valuable tool to constrain the dominant SN Ia channels.

Type Ia SNe in chemical evolution models

Since SNe Ia are central in the production of several chemical elements, they play a key
role in galactic chemical evolution.

So far, however, most of the papers treating chemical evolution still adopt old 1D sim-
ulations, in particular the W7 model (e.g. Nomoto et al. 1984; Iwamoto et al. 1999) or less
frequently the WDD2 model (Iwamoto et al. 1999). In fact, the yields obtained from these
simulations reasonably reproduce the Galactic chemical evolution in the solar neighbour-
hood for most of the elements.
Nonetheless, these yields show some problems. As for example, Ni is overproduced in
W7 model, while Cr is overproduced in WDD2 model (Leung & Nomoto 2018). Another
crucial issue is that these models actually suffer from substantial limitations in the physical
treatment of the explosion.

6more massive WD have lower radius than less massive ones. In fact, WD have a mass-radius relationship rWD ∝M
−1/3
WD .
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Up to now, only few studies of chemical evolution have been devoted to asses the im-
pact of different SN Ia progenitor yields on the evolution of the abundance ratios (e.g.
Cescutti & Kobayashi 2017; Kobayashi et al. 2020a).
However, most of these studies look at single elements (e.g. Eitner et al. 2020; de los
Reyes et al. 2020; Gronow et al. 2021) or external galaxies (mainly MW satellites and
other dwarfs, e.g. Kobayashi et al. 2015; Cescutti & Kobayashi 2017; Kirby et al. 2019).
An exception is represented by Kobayashi et al. (2020a), where O, Mn, Cr and Ni abun-
dances in the Galaxy are compared with chemical evolution models adopting updated
near-MCh and sub-MCh yields.

Therefore, the aim of this work is to compare the yields of a large compilation of SN
Ia models for different nucleosynthesis channels (i.e. near-MCh, sub-MCh, SNe Iax), by
adopting detailed models for the chemical evolution of the MW. In particular, we test more
than 20 SN Ia models from the literature sampling different progenitor masses, explosion
mechanisms and other features. We also explore models with different dimensional treat-
ment of the SN Ia simulations (1D, 2D, 3D).
To include the SN Ia in our chemical evolution models, we adopt a fixed delay time distri-
bution function (DTD) and in particular the one pertaining to the single degenerate model.
The possible effects of different DTDs are beyond the scope of this work, since our focus
is on the SN Ia nucleosynthetic yields and in particular on the different progenitors and
different parameters affecting chemical abundance ratios. However, it is worth reminding
that other DTDs, such as that of double degenerate systems or observationally inferred
ones, are similar to the one adopted here (see Matteucci et al. 2009).

To include the results of this work, we organise this Section as follows. In 4.3.2, we
give a detailed overview of SN Ia modelling and we list the SN Ia models considered.
In 4.3.3, we present the chemical evolution models adopted in this work. In 4.3.4, we
describe the results of the application of the yield sets to our chemical evolution models.
In particular, we reserve the first part to the analysis of the abundance patterns obtained
with the individual yield sets. In the second part, instead, we present a comparison between
model predictions and MW observations: in doing this, we allow our chemical evolution
models to have contributions from multiple SN Ia progenitor channels, in order to test the
role of the different subclasses of these events. Finally, in 4.3.5, we draw our conclusions.

4.3.2 SN Ia models and yields

As mentioned in 4.3.1, in this work we sample different explosion mechanisms and pro-
genitor masses for SNe Ia. In particular, we look at delayed detonation/deflagration-to-
detonation transition (hereafter DDT) and pure deflagrations (PTD) models for near-MCh

WD, while for sub-MCh WD we adopt double-detonation (DD) models.
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Figure 4.21: From Seitenzahl & Townsley (2017). Profiles of WD density and correspondent main nucle-
osynthetic products for different SN Ia progenitor models. Lines are shown for a near-MCh WD without
expansion, i.e. without initial deflagration (green solid), a near-MCh WD after expansion (blue dash-
dotted) and a sub-MCh WD (orange dashed).

Below, we introduce these SN Ia explosion mechanism. In particular, we describe the ba-
sic theory beneath the different models, highlighting the main differences.

Fig. 4.21 shows how the products of the explosive burning depend on the local fuel
density in different SN Ia models.
From the Figure, we see that at high densities we have more complete processing to Fe-

group elements (hereafter, IGE)7, whereas at lower densities the nuclear processing ends
with the production of intermediate mass elements (hereafter IME)8. It is thus immediately
clear that the hydrostatic state of the WD at the time the burning takes place has a direct
role in the nucleosynthetic yield produced.

The green line in Fig. 4.21 represent the typical density structure of a near-MCh WD,
which are usually identified with masses of ∼1.38-1.39 M⊙ (e.g. Nomoto et al. 1984;
Seitenzahl et al. 2013a; Leung & Nomoto 2018), before the explosion. If the explosion
occurs on a timescale that is lower than the dynamical time of the star (around 1 second),
i.e., the WD is burned by a detonation, the burning is supersonically propagated by a shock

7elements with atomic number adjacent to iron.
8elements with atomic number between that of Na and Ca.
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that is self-sustained by the energy release. With this mechanism at play, the star has no
opportunity to expand and will produce nearly all stable IGE. This is not in agreement
with what is observed in SN Ia ejecta, where IGE production is well below the mass of the
WD and where large amounts of radioactive 56Ni are detected.
Yields favoring more IME can be obtained if the beginning of the incineration occurs
slightly more slowly than the dynamical time: in this way, the WD can expand so that
the lowered densities lead to a realistic production of IME, as well as 56Ni amount able
to power the observed bright transient. For this reason, a deflagration explosion mode
is invoked: here a flame driven by heat conduction burns the fuel more slowly (i.e., at
subsonic speeds) and allows the star to globally respond and expand. The density profile
after the deflagration is shown with the blue, dash-dotted line in Fig. 4.21: here, we see
that the central density is lowered by at least 1 order of magnitude relative to the initial
WD configuration.
Therefore, models explaining near-MCh SN Ia always assume an initial deflagration for
the WD.

On the other side, sub-MCh WDs have masses of around 1 M⊙ (e.g. Shen et al. 2018;
Leung & Nomoto 2020a, even if less or more massive models are also computed). These
lower masses imply lower initial WD densities (central values below 108 g cm−3), that do
not need any reduction to produce an amount of 56Ni needed to enlight SN Ia lighcurves.
This is shown by the orange, dashed line in Fig. 4.21, which represents the profile of a
1.05 M⊙ WD.
For this reason, no deflagration mechanisms are invoked to explain sub-MCh SN Ia, which
burning is the result of a detonation.

In the following, we describe in more detail the different explosion mechanisms adopted
throughout this work. In doing this, we also present the SN Ia yield that we apply to
chemical evolution models, listing their main physical parameters. However, the reader is
referred to the source papers for a more thorough discussion on the adopted input physics
of the individual models.

Near-MCh DDT models

With this explosion mechanism the initial WD deflagration is followed by a detonation
that burns the remaining fuel. This transition happens after some time delay, under suitable
conditions.

The DDT formulation was introduced by Khokhlov (1991) to overcome the shortcom-
ings of pure detonation (no IMEs production) and pure deflagration models (e.g., overpro-
dution of neutron-rich nuclear species).
In fact, the expansion of the star prior to the detonation results in the desired nuclear burn-
ing at densities ∼107 g cm−3, where IMEs are synthetised. At the same time, the initial
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deflagration contribute to the production of neutron-rich isotopes, such as Mn. In fact,
these elements need high densities to be produced, typically above 108 g cm−3 (Seitenzahl
et al. 2013a). The lower limit for a consistent Mn production regime can be identified by
the horizontal dashed line in Fig. 4.21, which represents the border between α-rich freeze-
out of nuclear statistical equilibrium (NSE9) at lower densities and normal, i.e. with larger
Fe-group element production, NSE freeze-out at higher densities (see Seitenzahl & Towns-
ley 2017 for more information).

For what concerns models with the DDT mechanism at play, we consider two recent
studies that sample a variety of different WD initial conditions in multi-dimensional SN Ia
simulations. In particular, we test the yields from Seitenzahl et al. (2013a) and Leung &
Nomoto (2018).
It worth noting that the consideration of more than one spatial dimension is necessary to
obtain realistic simulations, in particular during the deflagration phase. During this phase,
the burning front is highly textured due to convection mechanism for the heat transfer:
thus non-spherical effects need to be considered (e.g. Niemeyer et al. 1996).

Seitenzahl et al. (2013)

Seitenzahl et al. (2013a) completed the first study in the literature in which detailed nucle-
osynthesis for DDT in 3D was performed.
The authors computed the results for twelve 3D models with different number of initial
deflagration sites (from 1 to 1600) at solar metallicity and with a WD central density of
∼ 3 × 109 g cm−3. For the case of 100 ignition points (N100), the set includes the re-
sults for a range of metallicities (0.01≤ Z/Z⊙ ≤1) and central densities for the CO WD
(1× 109 ≤ ρc/g cm−3 ≤ 5.5× 109).

We consider as benchmark models the N100 ones with ρc ∼ 3×109 g cm−3 at different
metallicities (see Tab. 4.8). Throughout this Section, we also explore the effects on the
yields of different WD central densities. We do not consider instead the results for the
models with a different number of ignition sites: in fact, in most of them the nucleosyn-
thesis is not in line with that of typical SNe Ia (e.g. M56Ni ≳ 1 M⊙ or Si/Fe∼1).

Leung & Nomoto (2018)

In Leung & Nomoto (2018) more than twenty 2D DDT models with central point ignition
were computed, exploring broadly the parameter space.
In particular, the effects of WD central density (0.5×109 ≤ ρc/g cm−3 ≤ 5×109), metal-
licity (0≤ Z/Z⊙ ≤5), flame shape and turbulent flame formula were tested. It has to be

9at the temperatures of the burning, radiation is energetic enough to knock protons and α-particles off of nuclei (photodisintegra-
tion): nuclei continually gain and loose particles, setting up a statistical equilibrium. However, α-captures slightly predominate over
photodisintegration favouring the presence of heavier nuclei at the end of this phase.
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noted that in Leung & Nomoto (2018) the WD progenitor masses are extended down to the
range of 1.30-1.35 M⊙, which may be considered as sub-Chandrasekhar masses (Leung &
Nomoto 2018). The C ignition in such progenitors would be possible by shock compres-
sion due to surface He detonation (e.g. Arnett 1996), that however may not produce a C
detonation (as in DD models) due to the relatively large WD mass.

In our work, we consider the models with the full metallicity range (0≤ Z/Z⊙ ≤5)
covered, i.e. the low density (ρc = 109 g cm−3, MWD = 1.33M⊙), benchmark (ρc = 3 ×
109 g cm−3, MWD = 1.38M⊙) and high density (ρc = 5× 109 g cm−3, MWD = 1.39M⊙)
models. In particular, we focus on the outcomes of their benchmark model (see Tab. 4.8
for the main parameters), showing the results of the other models where the differences in
the abundances are important.

Near-MCh PTD models

Since a direct detonation of a near-MCh CO WD would burn most of the star at high
density to 56Ni and other IGE (Arnett 1969), pure deflagration (PTD) had been considered
for long time as the favoured models in explaining SN Ia nucleosynthesis (Seitenzahl &
Townsley 2017). Here, the deflagration flame allows the WD to respond to the nuclear
energy release with expansion to lower densities. In this way, the burning can also produce
IMEs and not only IGEs as for a purely detonating WD.

However, recent multi-dimensional models of PTD explosion seem to exclude that this
scheme is one of the responsible of "normal" SNe Ia (e.g. Röpke et al. 2007; Fink et al.
2014): the explosions are too faint and chemically mixed to explain transient colors and
spectra.
Nonetheless, PTD mechanism provide excellent models for peculiar subluminous SNe Ia,
i.e. SNe Iax (e.g. Kromer et al. 2015; Leung & Nomoto 2018; Kirby et al. 2019). In
this scenario, the weak explosion only partially unbind the star and leave a bound rem-
nant behind it: this leads to a lower amount of 56Ni. At the same time, large amounts of
neutron-rich stable iron group isotopes are produced as a signature of the burning at high
densities.

As for DDT models, also for PTD models we consider two studies from the literature
where multi-dimensional treatment of the system is adopted. In particular, we test the
yields from Fink et al. (2014) and Leung & Nomoto (2018).

Fink et al. (2014)

In this paper, the authors computed PTD simulations based on the code adopted by Seiten-
zahl et al. (2013a). Fink et al. (2014) also simulated between 1 and 1600 sites of ignition
for the WD, but the models do not experience a transition to detonation (as for Seitenzahl
et al. 2013a). For the N100def model (100 ignition sites), variations in WD central density
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(1 × 109 ≤ ρc/g cm−3 ≤ 5.5 × 109) are also explored. The metallicity is solar for all the
fourteen models presented in the paper.

We decide to take the N100def simulation as our benchmark model. In this way, we can
directly see the effects of a missing detonation relative to Seitenzahl et al. (2013a) yields.
We note that Fink et al. (2014) stated that models with lower number of ignition sites are
more suitable to explain typical SN Iax lightcurves (e.g. SN 2005hk). For this reason we
also consider the outcomes of the N10def (10 ignition sites) model. However, despite of
the lower Fe production, the variations relative to the N100def model are limited (≲ 0.1
dex) for most of the abundance ratios.

Leung & Nomoto (2018)

Together with the DDT models presented above, in this paper are also considered four 2D
models in which the detonation transition trigger is "switched-off". These models can be
seen as approximations of a failed DDT caused by some external effects (see Leung &
Nomoto 2018).
The models examine how the WD central density (and hence its mass) influences the
nucleosynthesis. This is done in the same range of densities explored for the Leung &
Nomoto (2018) DDT models (0.5 × 109 ≤ ρc/g cm−3 ≤ 5 × 109). The metallicity of all
the models is solar.

In our work, we mainly show the results for the model 300-1-C3-1P (ρc = 3 × 109g
cm−3, see Tab. 4.8). However, we also look at the impact of WD mass variation on the
chemical evolution where the differences between the models are important.
We point out that in Leung & Nomoto (2020b) PTD models for CO WDs are tested specif-
ically on SNe Iax. In these models the mass trapped by the WD remnant, that may be
originated by Type Iax subclass, was also computed. However, the resulting abundance
patterns are generally very similar to those of the PTD models of Leung & Nomoto (2018)
that we consider in this work.

Sub-MCh DD models

As mentioned earlier, SNe Ia originating from sub-MCh WD do not need any initial defla-
gration: here, C detonation is the responsible of the observed 56Ni mass.
In most of sub-MCh models, the C detonation is triggered by a surface detonation of He,
which can accumulate from direct He accretion (either from a He WD, Tutukov & Yun-
gelson 1996, or a non-degenerate He star, Iben & Tutukov 1987) or slow accretion of H
reprocessed into He (e.g. Taam 1980). In fact, multi-dimensional simulations have shown
that detonations in the He-layer compress the core and likely (at least for CO cores with
sufficient mass) initiate a second C detonation there (e.g. Woosley & Weaver 1994; Shen
& Bildsten 2014). For this reason, we refer to sub-MCh models as double-detonation (DD)
models.
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In such a scenario, the lower central density (≲ 108 g cm−3) of the progenitor leads the C
detonating WD to produce an amount of 56Ni generally consistent with what observed in
typical SN Ia spectra (∼ 0.5 − 0.7 M⊙). On the other side, the explosive nuclear burning
at densities above ∼ 108 g cm−3 does not contribute to the yields, implying a much lower
production of neutron-rich nuclear species (Seitenzahl & Townsley 2017).

To explore the impact of sub-MCh SN Ia progenitors on the chemical evolution, we test
the yield sets from Shen et al. (2018) and Leung & Nomoto (2020a).
In particular, the two papers reflect two different frameworks for sub-MCh WD progeni-
tors. Shen et al. (2018) adopted the dynamically driven double-detonation (DD) process.
In this framework, when two WDs pass by each other, a very small amount of helium from
one WD to another is sufficient to ignite He shell detonation that subsequently triggers a
C core detonation (due to the tidal forces from the secondary WD). Therefore, this sce-
nario requires a very small He shell mass, which can be approximated by a bare CO WD
detonation, as it was done in Shen et al. (2018). In Leung & Nomoto (2020a) instead,
the WD encloses a low but non negligible 4He mass (≥ 0.05 M⊙). At the contrary of the
dynamically driven DD, this latter scenario allows for both single and double degenerate
progenitors, as explained in Leung & Nomoto (2020a).

Shen et al. (2018)

In Shen et al. (2018) 1D, spherically symmetric, centrally ignited detonations of bare CO
WDs were simulated. Different models were run for different metallicities (0≤ Z/Z⊙ ≤2)
and different WD masses (0.8≤ MWD/M⊙ ≤1.1). Variations in the C/O ratio are also
explored.
It has to be noted that the adoption of 1D models in the case of detonation only is not an
issue as for models experiencing deflagration: in the case of pure detonation we are not
dealing with a heat transfer due to diffusion or convection, which are responsible for a
highly textured burning front.

In the remainder of the Section, we mainly consider the metallicity dependent, 1M⊙,
C/O=1 model. However, we also see the effects on the nuclesoynthesis of different WD
masses. We do not discuss instead the impact of different C/O ratios, since we found it
negligible (always << 0.1 dex on the resulting abundance ratios).

Leung & Nomoto (2020a)

Using the same code as for 2D DDT models, Leung & Nomoto (2020a) exploded the
simulated WDs using double detonation (DD). In this work, Leung & Nomoto (2020a)
studied the effects of different metallicities (0≤ Z/Z⊙ ≤5), WD masses (0.9 ≤MWD/M⊙
≤ 1.2), as well as He shell masses (0.05 ≤ MHe/M⊙ ≤ 0.2) and shape of the initial He
detonation configuration (bubble, ring, spherical).
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In our work, we focus on the three metallicity dependent models with different He
detonation configurations. In particular, we show mainly the outcomes for the model with
spherical detonation (see Tab. 4.8), extending to the other models where the results are not
similar.
For Leung & Nomoto (2020a) models, we do not focus on mass variation effects, since
these are similar to the ones produced by Shen et al. (2018) models.

W7 and WDD2 models

As aforementioned in 4.3.1, most of galactic chemical evolution studies still adopt W7
or WDD2 models. These models were the first able to describe with success the SNe
Ia contribution to chemical evolution (e.g. Matteucci & Tornambe 1985; Matteucci &
Greggio 1986; Kobayashi et al. 2006) as well as the features of Type Ia SN light curves
and spectra (e.g. Hoeflich & Khokhlov 1996).
The models differentiate by the presence or absence of the detonation transition: the W7
model (e.g. Nomoto et al. 1984; Thielemann et al. 1986; Iwamoto et al. 1999) adopts a
PTD scheme, while WDD2 (Iwamoto et al. 1999) is a DDT model.

Despite of their success, these models suffer substantial physical limitations. In fact,
some model parameters (i.e., propagation flame speed, density at the detonation transi-
tion) are fine-tuned to reproduce the observables in both W7 and WDD2. Moreover, the
1D modelling represents an important limitation, since non-sphericity have to be consid-
ered in modelling deflagration burning (e.g. Niemeyer et al. 1996).
For these reasons more realistic multi-dimensional models have to be preferred. In fact, in
these models different outcomes can be imposed only by different initial conditions (e.g.
WD structure and first ignition place).

Anyway, we adopt the outcome of W7 and WDD2 models for comparison with the
other yields used in this work. In particular, we show the results obtained with the updated
W7 and WDD2 models presented in Leung & Nomoto (2018), with a refined nuclear re-
action network relative to the most used version by Iwamoto et al. (1999).

As a summary, in Tab. 4.8 we provide a compilation of the models adopted in this
work. In particular, we list the references, the explosion mechanisms and main features of
the models introduced in this Subsection.

4.3.3 Chemical evolution models set up

In the following, we describe the models adopted in this work. To understand the influence
of SN Ia in the chemical evolution, we adopt models that follow the chemical evolution of
the solar neighbourhood.
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Table 4.8: SN Ia models. Horizontal lines divide the standard models adopted in chemical evolution (W7
and WDD2), deflagration-to-detonation transition models (DDT), pure deflagration models (PTD) and
double detonation models (DD). For each set, the main parameters of the benchmark model are listed.
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In particular, we adopt two different two different models, i.e., the one-infall model (Mat-
teucci & Francois 1989; Grisoni et al. 2018) and the revised two-infall model (Palla et al.
2020b). We make this choice depending on the goal of the discussion. In the first case, we
want to stress the differences between SN Ia yields, whereas with the latter model our aim
is to reproduce the observational trend for solar vicinity stars.

One-infall model

The one-infall model assumes that the MW disc in the solar vicinity forms by means of
a single gas infall episode, forging the thick and thin disc in sequence as a continuous
process.

The basic equation that follow the time evolution ofGi, namely the mass fraction of the
element i in the ISM, is the usual chemical evolution equation (Eq. (2.15) without galactic
winds, see 4.1.1).

In the framework of this model, we fix the SFE ν to 1 Gyr−1, according to previous
studies (e.g. Grisoni et al. 2018). For what concerns the IMF, we adopt the one by Kroupa
et al. (1993) that allows us to explain most of MW observables (see 2.1.2).

In the gas infall term, we assume a timescale of mass accretion τ ≃ 7 Gyr. This
timescale is chosen to reproduce the G-dwarf metallicity distribution in the solar vicinity
(Matteucci 2012). For the infall normalisation, we fix the surface mass density of the thin
disc in the solar neighbourhood to 54 M⊙ pc−2, in agreement with the values proposed by
Bovy & Rix (2013); Read (2014).

Two-infall model

In the two-infall model the solar neighbourhood is assumed to form by means of two dis-
tinct infall episodes. In our picture, the first one forms the thick disc, whereas the second
(delayed and slower) infall gives rise to the thin disc (see 4.2.3).

The basic equation that describe the time evolution of the elements in the ISM are the
same as for the one-infall model, i.e. Eq. (2.15) without galactic winds.

As for the SFR, we adopt different SFE for the first and second infall episodes. In
particular, we assume ν1 = 2 Gyr−1 for the first infall and ν2 = 1 Gyr−1 for the second
infall, as done in Section 4.2 for models at the solar radius (R= 8 kpc). Also for this
model, the adopted IMF is the one by Kroupa et al. (1993).

In the gas infall term (Eq. (4.2)), the infall timescales for the thick and thin disc are
assumed to be τ1 ≃ 1 Gyr and τ2 ≃ 7 Gyr. For what concerns the total surface mass
densities that are reproduced by setting A and B parameters, we fix them to 12 M⊙ pc−2

for the thick disc and 54 M⊙ pc−2 for the thin disc, as those adopted in Section 4.2 for the
solar vicinity (R= 8 kpc).

184



4.3. The effect of Type Ia SN nucleosynthesis in MW chemical evolution

Regarding tmax, i.e. the time for the maximum mass accretion onto the Galactic disc, we
adopt a revised value of 3.25 Gyr for this parameter. In fact, the assumption of a delayed
second infall allows us to reproduce APOGEE abundance data (e.g. Palla et al. 2020b;
Spitoni et al. 2021) as well as asteroseismic ages (e.g. Spitoni et al. 2020) in the solar
neighbourhood.

It is worth reminding that for both the models, we assume a single degenerate (SD) sce-
nario formulation for the SN Ia explosions. In particular, we adopt the SD DTD function
by Matteucci & Recchi (2001) (see 2.2.1).
The adoption of Matteucci & Recchi (2001) DTD is made because i) it represents a more
than acceptable compromise to describe the delayed pollution from the entire SN Ia pop-
ulation (see, e.g. Matteucci et al. 2009) and ii) allows us to well reproduce the observed
SN Ia rate in the MW disc (Cappellaro et al. 1997) within our model framework. More-
over, we remind that our focus in this work is on SN Ia nucleosynthesis rather than on the
different DTDs, whose analysis is beyond the scope of this Section.

Nucleosynthesis prescriptions

We extensively talk about SN Ia yields in 4.3.2. However, in the evolution of individual
chemical elements yields from other stellar sources have to be considered.
Therefore, the contribution to chemical enrichment by LIMS and CC-SNe (Type II, Ib/c)
is computed by taking advantage of detailed stellar yields for these stars.

In particular, the following mass and metallicity dependent stellar yields are adopted:

• for LIMS we use yields by Karakas (2010);

• for massive stars that explode as CC-SNe, we adopt yields by Kobayashi et al. (2006)/
Nomoto et al. (2013). For V and Mn, in some cases we allow the yields to be mul-
tiplied by a 1.75 and 3 factor, respectively. This is because the severe uncertainties
in the stellar yields (for V, see Kobayashi et al. 2020b) or in the determination of the
observed abundances (for Mn, see e.g. Bergemann et al. 2019; Eitner et al. 2020).

4.3.4 Results

In the following we discuss, element by element, the behaviour of several abundance ratios
as functions of metallicity ([X/Fe] vs. [Fe/H]) for the different yield sets presented in 4.3.2.

In particular, we show the results for α-element and Fe-peak element abundances. For
these latter, which are the main focus of this work, we show the results for the elements in
which SNe Ia production is important, i.e., V, Cr, Mn, and Ni.
In addition, we also see which combinations of different SN Ia progenitor yields could
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explain the observed abundance ratios involving Fe-peak elements in the solar neighbour-
hood.

Tracing the different abundance patterns by individual models

Here we show the contribution to the chemical evolution of the different yield sets pre-
sented in Tab. 4.8.
The Section is divided into two parts: in the first one, we test the effects of different SN
Ia yield sets on [α/Fe] ratios, in which we can directly see the SNe Ia contribution to Fe
production (α-elements are underproduced by this SN class). In the second part, instead,
we concentrate on the Fe-peak abundances for which the SN Ia production is also relevant.

For this first analysis, we adopt the one-infall model presented in 4.3.3. In fact, this
model allows us to highlight and explain better the effects produced by the different SN
Ia yields on the abundance patterns, which is the aim of this part. The finding of the best
models to fit the observational data is reserved to following discussion, where the more
realistic two-infall model is adopted.

However, the one-infall model is able to explain pretty well the observed [α/Fe] vs.
[Fe/H] behaviour in the solar neighbourhood stars. This is shown in Fig. 4.22, where a
model adopting the standard W7 Iwamoto et al. (1999) yield set is compared to the data
from Cayrel et al. (2004); Lai et al. (2008); Yong et al. (2013) (metal poor stars) and Chen
et al. (2000); Adibekyan et al. (2012); Bensby et al. (2014) (moderate to metal rich stars).
Actually, we note a large spread in low metallicity data, falling both below and above the
model track. This can be explained by two facts. Low [α/Fe] data are probably accreted
stars from MW satellites that merged with the Galaxy during its first phase of formation
(Helmi 2020). The spread around the model track is instead due to the inhomogeneous
mixing that affect MW evolution at high redshift (e.g. Cescutti 2008). Nevertheless, this
plot shows clearly the so-called "time-delay model" (Matteucci 2001, 2012, see 1.3.1). In
fact, Fe pollution from SNe Ia is evident for [Fe/H]≳ −1 dex, where the contribution of
SNe Ia to chemical enrichment starts to be comparable to that of CC-SNe.

α-elements

For the α-elements, we choose to show the results for magnesium and silicon, since they
are two elements where SN Ia contribution is different.
Mg is negligibly produced by SN Ia, since its production comes from hydrostatic carbon
burning and explosive neon burning in massive stars (e.g. Woosley & Weaver 1995): in
this way, the [Mg/Fe] ratio can be used as a direct indicator of Fe pollution from SNe Ia.
On the other hand, Si receives a non negligible contribution from SNe Ia.
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Figure 4.22: [α/Fe] vs. [Fe/H] predicted by our one-infall chemical evolution model adopting standard W7
Iwamoto et al. (1999) SN Ia yields. Data are from Chen et al. (2000) (cyan points), Cayrel et al. (2004)
(maroon points), Lai et al. (2008) (grey points), Adibekyan et al. (2012) (blue points), Yong et al. (2013)
(orange points) and Bensby et al. (2014) (red points).

Magnesium In Fig. 4.23 we show the chemical evolution results for one near-MCh DDT
model (Leung & Nomoto 2018), one near-MCh PTD model (Fink et al. 2014) and one
sub-MCh DD model (Leung & Nomoto 2020a). In addition, we also plot the abundance
pattern obtained using the revised W7 L18 model.
The choice of plotting just few of the model results is made to avoid overcrowding of
lines in the Figure. We also plot the results only for [Fe/H]> −1.75 dex since for lower
metallicities the effect of SNe Ia on abundance ratios is negligible. The line colors, styles,
and thicknesses are organised to simply identify the explosion mechanism, the geometry
and the other parameters affecting SN Ia yields. In particular, we plot the PTD models in
blue, the DDT models in green and the DD models red, whereas the geometry is treated
by plotting solid lines for 1D models, dashed lines for 2D models and dash-dotted lines
for 3D ones. In addition, we consider the effect of different central densities (for DDT
and PTD models) and explosion patterns (for DD models) by varying the thickness of the
lines and giving a shaded effect to the lines not belonging to benchmark sets. The same
organisation is adopted for the subsequent Figures.

In Fig. 4.23 we see that the different yield sets provide negligible variations in the
abundance ratios, except for the model adopting yields with pure deflagration explosion
(blue dashed line). For this latter, we see slightly higher [Mg/Fe] at a certain [Fe/H]: this
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Figure 4.23: [Mg/Fe] vs. [Fe/H] ratios predicted by our one-infall chemical evolution model adopting
different SN Ia benchmark yield sets. Results are shown for W7 L18 (blue solid line), DDT L18 (green
dashed), PTD F14 (blue dash-dotted) and DD L20 (red dashed) yields.

is due to the lower Fe production in PTD models, in which large amounts of C and O
remain unburnt (Leung & Nomoto 2018). A similar behaviour is also seen for the other
PTD yields tested in this work (Fink et al. 2014; Leung & Nomoto 2018).
On the other side, all the SN Ia yields tested show negligible Mg production: this rules out
(or at least make it very unlikely) the hypothesis that larger contributions to Mg production
from SN Ia could explain the Mg underestimation at high metallicity in chemical evolution
models (see, e.g. Magrini et al. 2017; Grisoni et al. 2018).

The differences in iron production can be also seen by looking at Tab. 4.9, where we
list Fe and other Fe-peak elements solar abundances predicted by the revised two-infall
model adopting the different yield sets tested in this work. We choose to compare the
two-infall model to solar photospheric abundances since, as explained in 4.3.3, this model
reproduces in detail the features observed in the solar vicinity.
For Fe, we see that the benchmark near-MCh DDT and sub-MCh DD models agree well
within 0.1 dex relative to the observed solar abundance (taken from Asplund et al. 2009),
whereas PTD yields give lower predicted abundances. However, we have to remind that
pure deflagration models are usually considered to be not representative of the whole SN
Ia population, but rather of the peculiar SN Iax class (e.g. Kromer et al. 2015). Still
regarding the predicted Fe abundance, it must be pointed out that Shen et al. (2018) low-
mass sub-MCh models (0.8 M⊙) produce extremely low amount of iron (<0.1 M⊙) to be
considered as valuable SN Ia progenitor candidates. At the same time, high-mass WD
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Table 4.9: Observed log(X/H)+12 solar abundances for Fe-peak elements and predicted abundances by our
two-infall model using the different SN Ia yield sets tested. In the upper Table we show the observed
photospheric solar abundances by Asplund et al. (2009). In the lower Table we show chemical evolution
models abundances taken at t = 9.25 Gyr in order to take the time at which the protosolar cloud was
formed. Horizontal lines divide the standard models adopted in chemical evolution (W7 and WDD2),
DDT, PTD, and DD models. The assumed benchmark models are written in bold.

Observation Fe/H V/H Cr/H Mn/H Ni/H
Asplund et al. (2009) 7.50±0.04 3.93±0.08 5.64±0.04 5.43±0.04 6.22±0.04

Model ...Fe/H... ...V/H... ...Cr/H... ...Mn/H... ...Ni/H...
W7 L18 7.50 3.64 5.58 5.52 6.36

WDD2 L18 7.48 3.77 5.79 5.35 6.25
DDT S13 7.48 3.64 5.64 5.46 6.37

DDT S13 (low ρc) 7.43 3.69 5.62 5.55 6.24
DDT S13 (high ρc) 7.52 3.79 5.74 5.57 6.45

DDT L18 7.50 3.64 5.61 5.40 6.38
DDT L18 (low ρc) 7.50 3.59 5.54 5.18 6.28
DDT L18 (high ρc) 7.52 3.96 5.85 5.52 6.42

PTD F14 7.37 3.53 5.46 5.45 6.36
PTD F14 (low ρc) 7.33 3.48 5.41 5.26 6.21
PTD F14 (high ρc) 7.38 3.68 5.62 5.49 6.38

PTD F14 (10 ignit. sites) 7.26 3.44 5.36 5.18 6.19
PTD L18 7.37 3.52 5.48 5.37 6.34

PTD L18 (low ρc) 7.30 3.43 5.32 5.10 6.20
PTD L18 (high ρc) 7.44 3.92 5.79 5.50 6.39

DD L20 (spheric det.) 7.44 3.61 5.43 4.85 6.13
DD L20 (bubble det.) 7.45 4.23 5.78 4.95 6.18

DD L20 (ring det.) 7.48 3.97 5.41 4.78 6.17
DD S18 (1 M⊙) 7.42 3.55 5.61 5.04 6.11

DD S18 (0.8 M⊙) 7.13 3.48 5.36 4.80 5.95
DD S18 (1.1 M⊙) 7.51 3.51 5.54 4.96 6.22

DD S18 (1 M⊙,C/O=0.3) 7.41 3.56 5.63 5.06 6.08
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models (1.1 M⊙) show too large 56Ni feedback (> 0.8 M⊙). Similar results for low and
high mass sub-MCh WD are found for Leung & Nomoto (2020a) models (see also Fig. 9
of Kobayashi et al. 2020a). For this reason, in the rest of the Section we will not consider
mass variations for the sub-Chandrasekhar models.

Silicon In Fig. 4.24 we can see the effects of the different yield sets on the [Si/Fe] vs.
[Fe/H] plot. At variance with Mg, in this case there is not a distinction on the results based
on the explosion mechanism. Sub-MCh yields of Shen et al. (2018) provide a larger [Si/Fe]
yield relative to those from Leung & Nomoto (2020a) (for all the different He detonation
trigger). The reason of a higher Si yield can be found in a more incomplete burning
that leads to larger production of IMEs and light Fe-peak elements (Leung & Nomoto
2020a; Kobayashi et al. 2020a). Also DDT and PTD models show visible differences in
the resulting [Si/Fe] vs. [Fe/H] relations. However, the described variations in the final
abundance ratios are limited to the order of ∼0.1 dex.
For what concerns PTD models, we note that [Si/Fe] abundance tracks are similar, where
not lower, to those of the models with other explosion mechanisms. This means that the
[Si/Fe] yields for PTD models are similar to those of DDT or sub-MCh DD models: this
means that the lack of Fe is compensated by a smaller Si production.

A similar general picture can be found for other IMEs (e.g., S, Ca), since most of the
IME isotopes are produced during the detonation phase (see Fig. 7 of Leung & Nomoto
2018).

Fe-peak elements

SNe Ia have a central role in Fe-peak elements pollution. In fact, for some of these el-
ements SNe Ia represent the main site of production. In this study, we consider Fe-peak
elements for which SN Ia production has a significant impact on the abundance patterns.
These elements are vanadium, chromium, manganese, and nickel.

The ranges of values for [X/56Fe] (where X is the most abundant isotope for V, Cr, Mn,
and Ni) covered by the different SN Ia yields tested in this work for solar metallicity have
been already presented in Fig. 2.4. Reminding that Figure, it is worth noting that not only
the SN Ia pollution is important for these elements, but also that yields are spanning even
more than an order of magnitude in the abundance ratios.
Fig. 2.4 shows also model yields for other Fe-peak elements, which generally present
lower [X/56Fe] fractions. In fact, for some of the Fe-peak elements it is claimed a pre-
dominant CC-SN production (e.g., Cu, Co; see Ernandes et al. 2020). Moreover, for some
other elements severe problems are encountered in reproducing the observed trends (e.g.
Ti, Sc; see Romano et al. 2010; Prantzos et al. 2018). For these reasons, we decide to not
consider other Fe-peak elements than V, Cr, Mn, and Ni in our analysis.
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Figure 4.24: Same of Fig. 4.23, but for [Si/Fe]. Results are shown for W7 L18 (blue solid line), DDT S13
(green dash-dotted), DDT L18 (green dashed), PTD L18 (blue dashed), DD S18 (red solid) and DD L20
(red dashed) yields.

Vanadium The contribution of different SN Ia yield sets to [V/Fe] vs. [Fe/H] is shown
in Fig. 4.25. As can be seen in the upper panel, all our benchmark models show a first
decreasing and then an almost flat trend with metallicity, with only the WDD2 model
showing slightly larger [V/Fe] values. We also see that the models shown in Fig. 4.25
upper panel exhibit subsolar trends for [V/Fe]. These trends are reflected in the predicted
solar abundances for the benchmark yields in Tab. 4.9 (bold lines).
However, part of this results may be due to the uncertain CC-SN contribution to V chemi-
cal enrichment (we will come back later on this).

In Fig. 4.25 lower panel we show the results for different yield sets from the benchmark
ones. In particular, we plot the near-MCh DDT L18 model with larger WD central density
(5× 109 g cm−3) than the benchmark model, the PTD L18 model also with larger central
density and the sub-MCh DD L20 model with bubble He detonation trigger (i.e., with an
aspherical detonation pattern).
As we can see, not all the SN Ia yields tested have subsolar [V/Fe]. Rather, highly superso-
lar [V/Fe] (by ≃ 0.4 dex at solar metallicity, see Tab. 4.9) are obtained adopting sub-MCh

DD yields with an aspherical He detonation: spherical symmetry in the He detonation
pattern tends to produce less V. This is also a common feature with other light Fe-peak
elements (e.g. Cr). By adopting the high density L18 DDT and PTD models (and also
the S13 and F14 ones, even if in much less extent) we still see a larger V production than
in the benchmark models, although not as much as for DD yields with bubble He detona-
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Figure 4.25: Upper panel: same of Fig. 4.23, but for [V/Fe]. Results are shown for W7 L18 (blue solid
line), WDD2 L18 (green solid), DDT S13 (green dash-dotted), PTD F14 (blue dash-dotted) and DD S18
(red solid) yields. Lower panel: variations in [V/Fe] vs. [Fe/H] diagram by adopting SN Ia yields with
different initial conditions from benchmark models. Results are shown for DDT L18 high density model
(shaded green thick dashed line), PTD L18 high density model (shaded blue thick dashed) and DD L20
bubble detonation model (shaded red thick dashed). Results for the correspondent benchmark yields are
shown with the usual color code.
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tion. In this case, the larger V production is caused by the much lager zone incinerated by
deflagration in high density near-MCh WD models.

Chromium In Fig. 4.26 we plot the model results for [Cr/Fe] vs. [Fe/H]. Looking at the
benchmark SN Ia yield sets in the upper panel, we see that the near-MCh DDT S13 yields
cause a nearly flat chemical track up to supersolar metallicity. The same happens for the
S18 sub-MCh yields. Near-solar but slightly decreasing [Cr/Fe] values with metallicity are
obtained by DDT L18 benchmark model, the F14 and L18 PTD models, as well as for the
W7 model.
However, we remind that the result coming from W7 yields (also in the updated Leung
& Nomoto 2018 calculation) is influenced by a severe overestimation of the 54Cr isotope.
In fact, the models predict that almost 10% of the solar Cr is in the form of 54Cr, a factor
4 more than required to reproduce solar abundance ratio of Cr isotopes (Bergemann &
Cescutti 2010). A general underestimation of the observed 54Cr/52Cr ratio is instead seen
for the sub-MCh models tested.
For the other yield sets shown in Fig. 4.26 upper panel, the [Cr/Fe] ratio tends to be
overestimated (WDD2 L18) or underestimated (sub-MCh, DD L20) at solar metallicity.
This can be also seen by looking at Tab. 4.9.

To check if the WD initial conditions in the simulated SN Ia have an important impact
on the nucleosynthesis of Cr, in Fig. 4.26 lower panel we show the model results for near-
MCh, DDT L18 models with different WD central density, and a sub-MCh, DD L20 model
with different He detonation pattern (bubble configuration).
As it happens for V, we see an increment in [Cr/Fe] due to the overproduction of Cr at
higher densities (by ∼0.25 dex, see also Tab. 4.9). Conversely, a lower Cr production is
obtained at lower densities. We highlight that the same behaviour with WD central density
is obtained with pure deflagration models. Concerning the sub-Mch DD models, we see
that the Cr production is favoured for an aspherical detonation pattern (as for the others
light Fe-peak elements).
However, we note that the behaviour of [Cr/Fe] with the WD central density or initial
detonation pattern are not the same for different studies. Models with Shen et al. (2018)
and Leung & Nomoto (2020a) (benchmark) sub-MCh yields show a variation of ≳ 0.2
dex in their solar Cr abundances despite of the same symmetric detonation structure (see
also Fig. 39 of Leung & Nomoto 2020a). At the same time, WD central density variations
in Seitenzahl et al. (2013a) (and partly in Fink et al. 2014) do not produce a significant
[Cr/Fe] enhancement/decrease as in Leung & Nomoto (2018). For these latter cases, the
slightly different initial conditions can explain the different behaviour of the yields.

Manganese Manganese has been extensively studied in the astronomical literature. How-
ever, the contribution to its production from different types of SNe is still uncertain (e.g.
Seitenzahl et al. 2013b; Eitner et al. 2020).
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Figure 4.26: Upper panel: same of Fig. 4.23, but for [Cr/Fe]. Results are shown for W7 L18 (blue solid
line), WDD2 L18 (green solid), DDT S13 (green dash-dotted), PTD L18 (blue dashed), DD S18 (red
solid) and DD L20 (red dashed) yields. Lower panel: variations in [Cr/Fe] vs. [Fe/H] diagram by
adopting SN Ia yields with different initial conditions from the benchmark models. Results are shown
for DDT L18 low density model (shaded green thin dashed line), DDT L18 high density model (shaded
green thick dashed) and DD L20 bubble detonation model (shaded red thick dashed). Results for the
correspondent benchmark yields are shown with the usual color code. DD S18 model (red solid line) is
also plotted for comparison with DD L20 benchmark model.
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Figure 4.27: Same of Figure 4.23, but for [Mn/Fe]. Results are shown for W7 L18 (blue solid line), DDT
L18 (green dashed), PTD L18 (blue dashed), DD S18 (red solid) and DD L20 (red dashed) yields. In
addition, results are shown for the DDT L18 low density model yields (shaded green thin dashed line)
for direct comparison with DDT L18 benchmark yields.

As we can see from Fig. 4.27, the models applying multi-D benchmark yields for near-
MCh DDT and PTD explosion mechanisms show a qualitatively similar behaviour, with
[Mn/Fe] jumping from highly subsolar values to solar ones. This is caused by the fact that
Mn is mainly synthesised during the deflagration phase in near-MCh SN Ia (see Fig. 7 of
Leung & Nomoto 2018). The same of multi-D models happens for W7 and WDD2 yields,
where a similar jump to solar values is seen.
For what concerns sub-MCh DD models, [Mn/Fe] at solar metallicities is lowered by at
least ∼ 0.25 dex (see also Tab. 4.9). A similar offset is expected, since the limited electron
capture in sub-Chandrasekhar WD explosions (Leung & Nomoto 2020a). An offset is also
present between different sub-MCh yields, with Shen et al. (2018) showing larger [Mn/Fe]
values relative to Leung & Nomoto (2020a) (especially when adopting the benchmark/-
spherical He detonation configuration).

For what concerns DDT L18 models, we see in Fig. 4.27 that a lower WD central
density (i.e. 109 g cm−3, that imply a WD mass of 1.33M⊙) leads to subsolar [Mn/Fe] at
solar metallicity (see also Tab. 4.9). A similar decrease of [Mn/Fe] with central density
is found for PTD L18 models, that however still show larger abundance ratios due to the
lack of Fe production.
This deficit in Mn pollution (roughly 0.2 dex) relative to the benchmark models is due to
the more massive zones incinerated by detonation instead of deflagration in low density
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models. However, as for Cr, this behaviour with WD central density does not hold if we
consider Seitenzahl et al. (2013a) yields due to the different conditions in the simulated
SNe.

Nickel Nickel is another key element to understand the contribution to the chemical en-
richment of the different SN Ia channels (e.g. Kirby et al. 2019). Ni is also one of the
main concerns for the W7 model by Iwamoto et al. (1999) in chemical evolution, predict-
ing Ni/Fe ratios much higher than what observed at [Fe/H]≳-1 (Kobayashi et al. 2006;
Romano et al. 2010; Prantzos et al. 2018).

In Fig. 4.28, we show the chemical evolution tracks obtained by applying the SN Ia
models described in 4.3.2. By looking at the Figure, we note that pure deflagration yields
(Fink et al. 2014; Leung & Nomoto 2018) lead the chemical evolution to a rapid increase
in [Ni/Fe] between [Fe/H]∼-1.25 and [Fe/H]∼-0.75. The enhancement in Ni is less promi-
nent for the benchmark DDT models, similarly to W7 L18 yields.
Regarding the W7 yields, we note that the chemical evolution model adopting the Leung
& Nomoto (2018) yield computation (with an updated nuclear reaction network) shows an
offset of ∼ 0.2 dex at solar metallicity relative to the model adopting the old W7 Iwamoto
et al. (1999) version. The difference can be explained by the lower electron capture rates
in the updated version (Kobayashi et al. 2020a).
On the contrary, Fig. 4.28 highlights that sub-MCh yields (Shen et al. 2018; Leung &
Nomoto 2020a) are not able to produce supersolar [Ni/Fe] in the chemical evolution pat-
tern, placing the [Ni/Fe] at subsolar values at [Fe/H]=0.

Even if we do not show it in Fig. 4.28, we highlight that DDT and PTD L18 low density
models show lower Ni pollution relative to the correspondent benchmark yields, revealing
a behaviour that is similar to that of Mn. In this case, however, this fact holds also for the
models by Seitenzahl et al. (2013a) and Fink et al. (2014), as can be seen in Tab. 4.9 for
the predicted solar abundances.

It is worth noting that the different behaviour seen in the models is due to fact that the
Ni yield is strongly dependent on the electron fraction Ye (and hence on the efficiency of
electron capture), as it happens for Mn. As said above for the W7 model, Ni production is
disfavoured for higher Ye (approaching 0.5), a condition that is found in sub-MCh models
due to their lower densities. This dependence on Ye also allows the DDT L18 low density
model to have a lower [Ni/Fe] yield.
In the case of multi-D PTD models instead, the [Ni/Fe] yield is enhanced relative to DDT
models, since 58Ni tend to be overproduced because of the lower 56Fe mass.
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Figure 4.28: Same of Figure 4.23, but for [Ni/Fe]. Results are shown for W7 L18 (blue solid line), WDD2
L18 (green solid), DDT S13 (green dash-dotted), PTD F14 (blue dash-dotted) and DD S18 (red solid)
yields. In addition, results are shown for W7 Iwamoto et al. (1999) yields (W7 I99, shaded blue thin solid
line) for direct comparison with the updated Leung & Nomoto (2018) version.

Reproducing MW observations

Having tested how the nucleosynthesis of different SN Ia explosion mechanisms affects
the chemical evolution, it is of great interest to study if a combination of them can improve
the agreement between chemical evolution models and observed abundances.

Lightcurve and abundance observations of individual SNe Ia show characteristics typ-
ical of different subclasses (e.g. Kirby et al. 2019; de los Reyes et al. 2020), suggesting
that SNe Ia explode through different mechanisms. Moreover, studies on SN Ia rate (e.g.
Maoz et al. 2014) and on WDs population in the solar vicinity (Gentile Fusillo, private
communication) advocate similar conclusions, with some fraction of sub-MCh progeni-
tors that seems necessary to explain the inferred features.
Some recent works aimed at assessing the role of different SN Ia progenitors in the frame-
work of chemical evolution, but most of them focused only at single elements, such as
manganese (e.g. Seitenzahl et al. 2013b; Eitner et al. 2020), or looked at other systems,
mostly dwarf MW satellites (e.g. Kobayashi et al. 2015; Cescutti & Kobayashi 2017).

Here we concentrate our analysis on Fe-peak elements, and in particular to V, Mn,
Cr and Ni, which show the most significant variations between different SN Ia models
(remember Fig. 2.4).
The different progenitor combinations tested are shown in Tab. 4.10, where in the first
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Table 4.10: Combination of near-MCh and sub-MCh SN Ia progenitors tested in this work. The rightmost
column shows the suffix placed to indicate variations from near-MCh DDT L18 and sub-MCh DD L20
benchmark models.

Model Combination Variation suffix
100n 100% near-MCh DDT

75n-25s 75% near-MCh DDT - 25% sub-MCh DD l=low ρc DDT L18 model
50n-50s 50% near-MCh DDT - 50% sub-MCh DD h=high ρc DDT L18 model
25n-75s 25% near-MCh DDT - 75% sub-MCh DD b=bubble detonation DD L20 model

100s 100% sub-MCh DD

column we list the model names for the specific progenitor combinations, indicated in the
second column. As we can see in the Table, we look at the combinations of near-MCh,
DDT yields with sub-MCh, DD yields. As mentioned in 4.3.2, multi-dimensional near-
MCh PTD models are likely to be representative of SNe Iax, which very likely leave a
remnant, have weak explosions and low ejecta masses. Therefore, this peculiar may not
be important for chemical enrichment compared to other explosion models (e.g. Leung &
Nomoto 2018; Kobayashi et al. 2020b).

For this analysis, we adopt the yields by Leung & Nomoto (2018) (for DDT models)
and Leung & Nomoto (2020a) (DD models), due to their deep exploration of the parameter
space.
In fact, in Leung & Nomoto (2018) the WD central density/mass was varied in different
DDT models. Such variations are consistent, for example, with those allowed for the
SD scenario, where the WD central density/mass are strictly connected to the accretion
rate from the non-degenerate companion star (e.g. Nomoto et al. 1994; Leung & Nomoto
2018). At the same time, in Leung & Nomoto (2020a) DD models multiple types of
detonation-triggers were investigated. These models leave abundance patterns of most
characteristic iron-peak elements for sub-MCh SNe Ia (Mn, Ni) which are compatible with
the sub-MCh scenario, but also show very different patterns for other Fe-peak elements.
The adoption of these different yield sets is indicated with a suffix in the model name, for
which a list in the third column of Tab. 4.10 is shown.

At variance with the previous analysis on individual yield sets, here we apply the yields
to the revised two-infall model presented and adopted in Section 4.2.
It is worth reminding that this model describes the abundances, as well as stellar ages,
observed in the solar neighbourhood. In particular, such a model is able to explain recent
APOGEE (Hayden et al. 2015) and APOKASC (Silva Aguirre et al. 2018) data (see Sec-
tion 4.2). Moreover, the revised two-infall model predicts a present-day star formation rate
(SFR) density in line with that observed in the solar vicinity. In particular, the predicted
value for SFR is:

SFRpredicted = 4.34M⊙ pc−2 yr−1,
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which is in good agreement with the range of values given by Prantzos et al. (2018):

SFRobserved = 2− 5M⊙ pc−2 yr−1.

To reach our goal of understanding if and in case which combination of different SN
Ia progenitors could explain the observed MW abundance trends, our two-infall model
results are compared with several literature abundance ratios. We adopt as for α-elements
(Fig. 4.22) the abundances of Chen et al. (2000) (for Mn we adopt a subsample of Nissen
et al. 2000 corresponding to Chen et al. 2000 stars); Adibekyan et al. (2012) and Bensby
et al. (2014) for moderate to high [Fe/H] stars. For metal poor halo-thick disc stars we use
instead the measurements from Lai et al. (2008) and Ou et al. (2020).
In addition, we consider non-LTE (NLTE) corrected measurements from Bergemann &
Cescutti (2010); Battistini & Bensby (2015) and Eitner et al. (2020). In fact, for several
Fe-peak elements, NLTE effects in neutral lines were found to be large, especially in the
metal-poor regime. This may cause a substantial change in the chemical evolution picture
of the element.

To assess quantitatively the best models in reproducing the abundance data trend, we
perform a statistical test. In this way, we determine the best yield combinations to repro-
duce each abundance diagram (V, Cr, Mn, Ni) as well as the overall best yield set for the
Fe-peak elements tested here.

In particular, we run a quasi-χ2 diagnostic, defined in this way:

χ2 =
1

N

N∑︂
n=1

I∑︂
i=1

(︃
Xdat;n,i −Xmod;n,i

σdat;n,i

)︃2

, (4.10)

where the sum is calculated over the N data points in the abundance diagram (index n)
and the observables [X/Fe] and [Fe/H] (index i). Since there is more than one [X/Fe] value
for a certain [Fe/H] (see, e.g. Fig. 4.17 upper panels), it becomes ambiguous to associate
an observed data point in the abundance space to a point on the model track. As in Spitoni
et al. (2020), we associate a data point to the closest point in the curve. Given a data point
Xdat;n,i, this is done by defining this function:

Sn = min
j

{︄⌜⃓⃓⎷ I∑︂
i=1

(︃
Xdat;n,i −Xmod;n,i,j

σdat;n,i

)︃2
}︄

=

=

⌜⃓⃓⎷ I∑︂
i=1

(︃
Xdat;n,i −Xmod;n,i,j′

σdat;n,i

)︃2

, (4.11)

where j are the runs over the different points on the curve. Hence, the closest point on the
curve is Xmod;n,i = Xmod;n,i,j′ .
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Having computed the quasi-χ2 for each abundance diagram, the results are then summed
to obtain the overall data-model agreement.

Since the severe uncertainties for V and Mn determination at low metallicity (see later),
we repeat the process for two times, one time adopting standard CC-SN yields (from
Kobayashi et al. 2006) and another time using modified CC-SN yield values that account
for the observed behaviour at low metallicity. For the same reason, we decide to consider
in the calculation only stars from moderate to high metallicity samples. In particular, we
adopt the samples of Chen et al. (2000) (Nissen et al. 2000); Adibekyan et al. (2012) and
Bensby et al. (2014). In addition, we use Battistini & Bensby (2015) instead of Nissen
et al. (2000) and Adibekyan et al. (2012) data in the comparison with the models adopting
modified CC-SN yields for Mn.

Vanadium As we have seen in Fig. 4.25, the largest variations in the chemical evolution of
vanadium are not driven by the different types of explosion mechanisms (i.e., PTD, DDT,
DD). The main reason of the spread of the models in [V/Fe] is due to the initial condition
of the exploding WD.
This is particularly evident for sub-MCh, DD models, where different He detonation pat-
terns can produce variations in the abundance patterns up to ∼ 0.6 dex. In this way, we
can use [V/Fe] as an indicator of the asphericity in He detonation in sub-MCh progenitors
(Leung & Nomoto 2020a).

In Fig. 4.29 we show the results for different combinations of SN Ia progenitors. In
particular, in the upper panel we look at the V evolution adopting standard CC-SN yield
from the literature (Kobayashi et al. 2006), which agree well with [VI/Fe] measurements
at low-metallicity (Ou et al. 2020, light grey area). However, the vanadium abundance
from VI lines is probably underestimated by at least ∼ 0.1 dex (Scott et al. 2015): for this
reason, in Fig. 4.29 lower panel we provide the results for models with vanadium CC-
SNe yields multiplied by a 1.75 factor. This change provide better agreement with [V/Fe]
inferred from VII lines at low metallicity (Ou et al. 2020, grey area), that should be less
affected by NLTE effects. Unfortunately, no NLTE measurements are at disposal for V to
confirm what just said; however, we know that V should be predominantly singly-ionised
in stellar atmosphere due to its low ionisation energy (Scott et al. 2015) and hence VII
abundances should not suffer of particular underestimation.
In both panels, we note the characteristic loop feature of the models presented in Section
4.2. It is worth reminding that this behaviour is the consequence of a delayed second
infall, which dilutes the local ISM of primordial gas lowering the [Fe/H] ratio and leaving
the [X/Fe] unchanged. The metal abundance is then restored thanks to the star formation
(see also Spitoni et al. 2019).

Coming back to the effect of SN Ia yields on V chemical evolution, we see that both
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Figure 4.29: [V/Fe] vs. [Fe/H] ratios predicted by our two-infall chemical evolution model adopting differ-
ent combinations of different SN Ia progenitor yield sets (see Tab. 4.10). Green lines stand for the best
models obtained by the statistical test; yellow lines indicate other models able to explain the observed
data trend; red lines represent models with bad agreement with the observations. Upper panel: results
for model with standard CC-SN yields from Kobayashi et al. (2006). Lower panel: results for model
with vanadium CC-SN yields multiplied by a 1.75 factor. Both panels show VI LTE data are Chen et al.
(2000) (cyan points) and Adibekyan et al. (2012) (blue points). Cyan and blue errorbars indicate the
typical uncertainties in Chen et al. (2000) and Adibekyan et al. (2012) samples. Upper panel shows
also VI LTE Ou et al. (2020) sample average value with correspondent rms (light grey line with shaded
area). VII LTE data from Lai et al. (2008) (grey points) and Ou et al. (2020) sample average value with
correspondent rms (grey line with shaded area) are shown in the lower panel.
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near-MCh (100n) and sub-MCh (100s) benchmark yields are not able to reproduce the
bulk of the data in both panels of Fig. 4.29. At the same time, a large fraction of sub-MCh

progenitors with aspherical detonation trigger (i.e. bubble detonation) is unlikely, since it
raises too much the V abundance. Therefore, models adopting moderate fraction (up to
0.5) of this latter progenitor subclass assure a good agreement with data. In particular, this
can be seen for Fig. 4.29 upper panel, where the best model (green line) exhibit a sub-
MCh, bubble detonating SN Ia fraction of 0.5. We also note that a significant contribution
from near-MCh SN Ia progenitors with high WD central density (in particular when we
adopt L18 yields) increases the [V/Fe] ratio at high metallicity. In fact, the near-MCh, high
central density set (100nh) results the best to explain the [V/Fe] behaviour when applied
to a model with higher V production by CC-SN (lower panel of Fig. 4.29). However, a
contribution from sub-MCh progenitors with aspherical detonation cannot be left out also
in this case.

However, all these considerations have to be taken with caution: the severe uncer-
tainties on V abundances at low metallicity do not well constrain the V enrichment from
CC-SNe, providing limits on the analysis of SN Ia contribution. Nonetheless, by running
models for two different scenarios at low metallicity, we should be able to provide the
global picture for this element.

Chromium As for vanadium, the initial conditions for the simulated SN Ia have an impor-
tant impact on the nucleosynthesis of chromium (Fig. 4.26). For this reason, we can use
Cr as an indicator of the detonation pattern for sub-MCh progenitors (Leung & Nomoto
2020a) and of the WD central density (and hence WD mass) for near-MCh progenitors
(Leung & Nomoto 2018).

Concerning [Cr/Fe] observations, we adopt abundances inferred from LTE CrI lines
only for moderate to high metallicities, where NLTE effects are found to be less prominent
(∼ 0.1 dex, Prochaska et al. 2000). In fact, LTE calculations have revealed severe problems
in determining the Cr abundance in metal poor stars, due to the very large offset between
values inferred from CrI and CrII (up to 0.5 dex, e.g. Gratton et al. 2003; Lai et al. 2008,
see also Figs. 20 and 21 of Kobayashi et al. 2006). For this reason, for [Fe/H]< −1.5
dex, we consider only CrI NLTE abundances or CrII LTE abundances (whose LTE-NLTE
offset is much lower than for CrI, Bergemann & Cescutti 2010).
Such data selection provides a good agreement with our chemical evolution model at low

metallicity, indicating the reliability of the adopted CC-SN yields for Cr.
Looking at Fig. 4.30, we note that an important fraction (> 0.25) of sub-MCh pro-

genitors with aspherical detonation is not favoured by the observational constraints (red
solid line). At the same time, a little but not negligible fraction of this progenitor class is
likely contributing to the enrichment, since the low [Cr/Fe] yield for sub-MCh, spherical
detonation models by Leung & Nomoto (2020a) (red dash-dotted line). However, we must
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Figure 4.30: Same of Fig. 4.29, but for [Cr/Fe]. CrI LTE data are from Chen et al. (2000) (cyan points).
Mediated CrI+CrII LTE data are from Bensby et al. (2014) (red points). CrII LTE data are from Lai
et al. (2008) (grey points with errorbars) Adibekyan et al. (2012) (blue points). Cr NLTE data are from
Bergemann & Cescutti (2010) (green points with errorbars). Cyan, blue and red errorbars indicate the
typical uncertainties in Chen et al. (2000); Adibekyan et al. (2012) and Bensby et al. (2014) samples.
Dashed yellow line (100sSh) adopt DD S18 yields for sub-MCh progenitors.

say that sub-MCh, spherical detonation models by Shen et al. (2018) (indicated as ‘sSh’ in
Fig. 4.30) produces a good agreement with the observations (remember Fig. 4.26).
Concerning near-MCh progenitors, the data do not favour the scenario in which a consid-
erable fraction of them are high central density/mass WD. Their presence does not allow
to reproduce the observational trend, as we can note from Fig. 4.30 (red dashed line). On
the contrary, the near-MCh benchmark model is in very good agreement with the data: this
yield set results the best from the statistical test for the [Cr/Fe] vs. [Fe/H] diagram. We
have to remember that these considerations about initial conditions for near-MCh WDs are
valid in the case we are adopting Leung & Nomoto (2018) yields. In fact, if we use the
yields of Seitenzahl et al. (2013a), we do not see any particular variation in changing the
WD density.

Manganese We already saw in Fig. 4.27 that we have substantially different [Mn/Fe]
yields for different SN Ia explosion mechanisms. Higher [Mn/Fe] values are obtained
using PTD yields relative to DDT ones, which in turn give much larger Mn production
relative to DD explosions.
For these differences between different classes of models, Mn is considered one of or
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even the most promising element to identify the contributions to chemical enrichment of
different SN Ia progenitor classes (e.g. Cescutti & Kobayashi 2017; Eitner et al. 2020;
de los Reyes et al. 2020). However, the very different [Mn/Fe] values inferred by the
observations over the whole metallicity range limit the conclusions of many of the previous
works (e.g. Seitenzahl et al. 2013b). Up to recent years LTE abundances suggested that the
[Mn/Fe] is highly sub-solar in low metallicity stars (e.g. Bonifacio et al. 2009). However,
in the last years NLTE studies show that Mn lines are severely affected by NLTE effects,
suggesting a [Mn/Fe] much closer to solar at low metallicity (Bergemann & Gehren 2008;
Bergemann et al. 2019; Eitner et al. 2020, but see also Amarsi et al. 2020).

In Fig. 4.31, we consider the effect of combining near-MCh DDT and sub-MCh DD
yields. In the upper panel, we show the results of the two-infall model adopting standard
CC-SN yields from the literature (Kobayashi et al. 2006). In this panel, low metallicity
Mn data obtained in LTE approximation (e.g. Eitner et al. 2020, maroon crosses; Lai et al.
2008, grey crosses) are considered. With these data, [Mn/Fe] exhibits a ∼-0.6 dex plateau
at low metallicity, with a steep rise after [Fe/H]∼-1 dex.
This trend favours the models in which the majority of SN Ia progenitors are near-MCh

WDs. In fact, the best model from the statistical test (green line), as well as the other
models with good data-model agreement (yellow lines), adopt a near-MCh fraction ≥0.75.
This is in agreement with Kobayashi et al. (2020a), who claimed a low-to-negligible con-
tribution by sub-MCh WDs for Mn by using only LTE abundances for Mn analysis.
Finally, we have to say that these results are not particularly affected by the slight un-
derestimation of [Mn/Fe] at low metallicity by the model. In fact, we test whether an
increment of 25% of adopted Mn CC-SN yields (which give a better agreement between
the models and the observed low metallicity plateau) can change our conclusion, finding
no substantial differences.

The situation changes instead in the lower panel of Fig. 4.31, where we consider both
Mn data with NLTE corrections (Battistini & Bensby 2015; Eitner et al. 2020) or LTE data
from MnII lines (Lai et al. 2008). The choice to include MnII measurements in LTE finds
support in the fact that these abundances results very similar to the ones derived in NLTE
(e.g. Eitner et al. 2020).
To reproduce the almost solar trend of NLTE data at low metallicity, in Fig. 4.31 lower
panel Mn yields from CC-SNe are multiplied by a factor of 3: this operation is actually
equivalent to adopt Kobayashi et al. (2006) yields with hypernova fraction ϵHY =0 (in this
work we adopt ϵHY =1, as in Romano et al. 2010 best model), suggested by Eitner et al.
(2020) to reproduce Mn NLTE data. Moreover, we see a difference between the LTE and
NLTE observed trends also at moderate to high metallicity ([Fe/H]≳ −0.5 dex): the steep
rise in [Mn/Fe] up to supersolar metallicities of Fig. 4.31 upper panel is no longer present
in the lower panel, thus claiming caution for that trend.
Coming to the prediction of our models, we see that the behaviour of the observational
data is followed by models with a majority of sub-MCh, DD progenitors (50-75%), in

204



4.3. The effect of Type Ia SN nucleosynthesis in MW chemical evolution

Figure 4.31: Same of Fig. 4.29, but for [Mn/Fe]. Upper panel: results for model with standard CC-SN
yields from Kobayashi et al. (2006). Mn LTE data from Nissen et al. (2000) (cyan points), Adibekyan
et al. (2012) (blue points), Lai et al. (2008) (grey crosses with errorbars) and Eitner et al. (2020) (brown
dots with errorbars). Cyan and blue errorbars indicate the typical uncertainties in Nissen et al. (2000)
and Adibekyan et al. (2012) samples. Lower panel: results for model with manganese CC-SN yields
multiplied by a 3 factor. Mn NLTE data are from Battistini & Bensby (2015) (magenta points) and Eitner
et al. (2020) (green points with errorbars). MnII LTE data from Lai et al. (2008) (grey points with
errorbars). Magenta errorbar indicates the typical uncertainties in Battistini & Bensby (2015) sample.
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agreement with recent results for the MW (Eitner et al. 2020). In fact, the best model re-
sulting from the statistical analysis (green line in Fig. 4.31 lower panel) claims that more
than half of SN Ia come from sub-MCh WD progenitors.
Despite of this, we cannot exclude a larger contribution from SNe exploding via DDT
mechanism for two reasons. First, the spread and the uncertainties10 for NLTE data at
low metallicity (see also Amarsi et al. 2020) does not allow to exclude a larger fraction
of near-MCh SNe Ia, even if Battistini & Bensby (2015) data seem also to point towards
a significant sub-MCh SNe Ia contribution. On the other hand, the adoption of a predom-
inant fraction (75%) of SNe Ia exploding via DDT, but with low WD central density and
mass (i.e., 109 g cm−3, MWD = 1.33 M⊙), still assure good agreement with the data of
Fig. 4.31 lower panel (see yellow solid line).
However, this is not necessarily against the conclusion of predominant sub-MCh contri-
bution to explain Mn evolution (e.g. Eitner et al. 2020). DDT L18 models with low WD
central density correspond to WD with masses < 1.35 M⊙, which can be in a certain sense
still considered as sub-Chandrasekhar masses (Leung & Nomoto 2018). In fact, at masses
∼ 1.30 M⊙ the surface He detonation may trigger a C deflagration via shock compres-
sion of the central region (Leung & Nomoto 2018). Moreover, as explained before, the
abundance pattern of these low density models is much more similar to those of sub-MCh

DD models than of others near-MCh DDT models. The fact that DDT, low density model
by Seitenzahl et al. (2013a) does not show a marked decrease in [Mn/Fe] relative to the
benchmark model may worry about what just said. However, it is worth reminding that
Seitenzahl et al. (2013a) model is not directly comparable with the scenario seen with
Leung & Nomoto (2018) models because of the different WD mass (> 1.35M⊙) and con-
ditions in Seitenzahl et al. (2013a) simulations.

Nickel As happens for Mn, the evolution of [Ni/Fe] vs. [Fe/H] can be also used to identify
the relative contribution of the different SN Ia progenitor classes (e.g. Seitenzahl et al.
2013b; Kirby et al. 2019).
In fact, the lower [Ni/Fe] yields for sub-MCh explosions relative to near-MCh DDT yields
are evident (see Figs. 2.4, 4.28). In turn, these latter are lower than those from pure
deflagration models that are indicative of SNe Iax.

From the observational point of view, Ni abundances at disposal are all inferred assum-
ing LTE approximation. Unfortunately, there is little known on departures from LTE of
Ni in stellar atmospheres. However, significant variations (> 0.1 dex) from LTE are not
expected for Ni lines in the optical range (Scott et al. 2015; Jofré et al. 2015).

10it should be noted however that at variance with other works, Eitner et al. (2020) errobars consider not only the error due to
the uncertainties in stellar parameters. In fact, they sum in quadrature also the statistical error (reflecting the imperfection in the
observational data). Without this latter source of error, the errorbars in Fig. 4.31 would be similar to those of Nissen et al. (2000);
Adibekyan et al. (2012) and Battistini & Bensby (2015).
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Figure 4.32: Same of Fig. 4.29, but for [Ni/Fe]. Ni LTE data are from Chen et al. (2000) (cyan points),
Adibekyan et al. (2012) (blue points) and Bensby et al. (2014) (red points). Cyan, blue and red errorbars
indicate the typical uncertainties in Chen et al. (2000), Adibekyan et al. (2012) and Bensby et al. (2014)
samples.

In Fig. 4.32, we note that models assuming a predominant contribution from bench-
mark near-MCh models (e.g., solid and dashed red lines) are not able to reproduce the
flat [Ni/Fe] trend from the observations. For this reason, it is suggested a large contri-
bution (≳50%) from sub-MCh progenitors. This is actually against the recent results by
Kobayashi et al. (2020a) on MW Ni evolution, suggesting a much lower contribution by
sub-MCh WD progenitors to the SN Ia population. However, the different result can be
explained by the different initial WD chemical composition in the near and sub-MCh mod-
els of Kobayashi et al. (2020a) relative to those of L18; L2011. In this way, the models by
Kobayashi et al. (2020a) produce less Ni (see Figs. 10, 11 and 24 of Kobayashi et al.
2020a) and this explains why sub-MCh SNe Ia are not needed.
Coming back to our models, the contribution to the chemical enrichment from sub-MCh,
DD progenitors can be lower if a large fraction of DDT SNe Ia has lower WD progenitor
density, as demonstrated by the best model for the [Ni/Fe] vs. [Fe/H] diagram (green line
in Fig. 4.32). This is driven by the fact that abundance patterns produced by low density
DDT models are similar to those of DD models, as seen for Mn. Nonetheless, we noted in
the previous paragraph that this does not alter significantly the conclusion of at least a non
marginal role of sub-MCh progenitors in the chemical enrichment of our Galaxy.

11L18; L20 assumed only 22Ne for the Z component of the initial composition, at variance with Kobayashi et al. (2020a) models
that adopted a more realistic chemical mixture. For the rest, L18; L20 and Kobayashi et al. (2020a) models share analogous setups.
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At variance with Cr and Mn, a decreasing Ni/Fe ratio in the yields is seen also for Seiten-
zahl et al. (2013a) DDT models. However, we remind that we cannot use Seitenzahl et al.
(2013a) low density yields as an additional argument for a sub-MCh predominance in the
SN Ia population. In fact, the conditions in the simulated WD are different than in Leung
& Nomoto (2018).

Having performed the analysis on the individual Fe-peak elements, we conclude by
looking at the how the chemical evolution models testing different combinations of SN Ia
yields behave in a more global picture.
In particular, we show in Fig. 4.33 the overall best models from the statistical test de-
scribed in this Subsection in comparison with the abundance data shown in previous Fig-
ures. The predicted solar abundances for these model are shown instead in Tab. 4.11.

As mentioned earlier, we perform the statistical test twice. First, we determine the best
model adopting standard CC-SN yields from the literature (Kobayashi et al. 2006). Then,
we apply the test to models adopting enhanced CC-SN yields for V and Mn, that allow us
to better reproduce the low metallicity trends found for VII LTE and Mn NLTE data. For
the latter element we perform the test with a different sample from that adopted for the
models with standard CC-SNe yields (Battistini & Bensby 2015 instead of Nissen et al.
2000; Adibekyan et al. 2012), since the different abundance behavior between LTE and
NLTE data even at moderate to high metallicities.

We find in the end that the best model adopting standard CC-SN yields assume an
equal distribution of near-MCh and sub-MCh SNe Ia. When we adopt the modified CC-
SN yields for V and Mn, instead, we find a combination with 75% of near-MCh and 25%
of sub-MCh models as our preferred scenario. Both the best models suggest the adoption
of the sub-MCh model with bubble He detonation pattern. In the case of the model with
modified CC-SN yields, however, we have to note that the near-MCh fraction is constituted
by low central density/mass DDT models by Leung & Nomoto (2018). As explained in
this Subsection, these models have very similar yields to sub-MCh DD ones: this happens
in particular for Mn and Ni, which are the most characteristic elements to distinguish
between the near-MCh and the sub-MCh scenarios. For this reason, the low density DDT
model by Leung & Nomoto (2018) can be be also interpreted theoretically in terms of an
"alternative" sub-MCh channel and therefore a very important contribution by the sub-MCh

channel can be seen as very reliable.
The analysis of Fig. 4.33 and Tab. 4.11 gives important insights not only on the side of

SN Ia yields but also on the LTE-NLTE matter. We observe in Fig. 4.33 that the best model
with modified CC-SN yields, which are tuned to reproduce VII and Mn NLTE data at low
metallicity, fits quite well the observed abundance for all the elements considered. This
happens at variance with the best model with standard CC-SN yields, for which a ‘golden
combination’ to reproduce the observations is not really found. This fact is also seen in
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Figure 4.33: [X/Fe] vs. [Fe/H] ratios predicted by the overall best models obtained adopting the statistical
test described in 4.3.4. Light green solid lines indicate the best model for standard Kobayashi et al.
(2006) CC-SN yields, while light green dashed lines stand for the best model obtained with modified CC-
SN yields for V and Mn tuned to reproduce low-metallicity VII and Mn NLTE data. For the observational
data, the colour code is the same as described in Figures 4.29, 4.30, 4.31, 4.32.
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Table 4.11: Observed log(X/H)+12 solar abundances for Fe-peak elements and predicted abundances by
our two-infall best models using combinations of SN Ia yield sets. In the upper Table we show the
observed photospheric solar abundances by Asplund et al. (2009). In the lower Table we show chemical
evolution models abundances taken at t = 9.25 Gyr in order to take the time at which the protosolar
cloud was formed.

Observation Fe/H V/H Cr/H Mn/H Ni/H
Asplund et al. (2009) 7.50±0.04 3.93±0.08 5.64±0.04 5.43±0.04 6.22±0.04

Model ...Fe/H... ...V/H... ...Cr/H... ...Mn/H... ...Ni/H...
50n-50sb 7.48 4.03 5.71 5.24 6.31

75nl-25sb(1) 7.49 3.95 5.61 5.35 6.26
Notes: (1) values for V and Mn are given adopting modified CC-SN yields tuned to reproduce

low-metallicity data (see 4.3.3).

Tab. 4.11, where the best model for modified CC-SN yields shows better agreement with
the observed solar abundances by Asplund et al. (2009).
The obtained results may perhaps indicate that NLTE and singly ionised (XII, with X
being a chemical element) abundances at low metallicity should be definitely preferred for
Fe-peak elements. In turn, this can also provide tighter constraints on V and Mn CC-SN
yields, which behaviour is far to be completely understood (see, e.g. Eitner et al. 2020).

4.3.5 Conclusions

In this Section, we have investigated the effects of a broad compilation of Type Ia SN (SN
Ia) yield sets available in the literature on the MW chemical evolution.
In particular, we test the near-Chandrasekhar (near-MCh) WD, delayed detonation (DDT)
yields from Seitenzahl et al. (2013a) and Leung & Nomoto (2018), the near-MCh, pure
deflagration (PTD) yields from Fink et al. (2014) and Leung & Nomoto (2018) (which
can be representative of SNe Iax) and the sub-Chandrasekhar (sub-MCh), double detona-
tion (DD) yields from Shen et al. (2018) and Leung & Nomoto (2020a). These yields
are also compared with the "standard" yields adopted in chemical evolution, i.e. the W7
and WDD2 models (in the updated Leung & Nomoto 2018 version). Moreover, we have
combined the yields from different progenitor classes (i.e. near-MCh WD with sub-MCh

WD) to asses the dominant SN Ia class in terms of chemical enrichment.
We have assumed a specific delay-time-distribution function (DTD) for SN Ia, i.e., the

single degenerate from Matteucci & Recchi (2001). The results would not have changed
if a double degenerate DTD (e.g. Greggio 2005) or a t−∼1 DTD (e.g. Totani et al. 2008;
Maoz & Graur 2017) would have been adopted, since they predict very similar SN Ia rates.
The different yield sets and the adopted DTD have been applied to detailed MW chemical
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evolution models. In particular, we have run one-infall and two-infall models for MW
chemical evolution, in order to highlight the differences between yields in the first case
and to better reproduce the observations in the second one.

We have mostly concentrated on elements whose production by SNe Ia is important.
In particular, we have looked at vanadium, chromium, manganese, and nickel, where the
differences among the SN Ia yield sets adopted in this work are important.
In order to test the results obtained by means of different sets/combination of yields, we
have adopted recent observational data from the literature, exploiting NLTE corrected
measurements when possible. The best models arising from the comparison between the-
ory and observations are determined also quantitatively by adopting a statistical test.

The main results of this work can be summarised as follows:

• despite of being less physical than more recent multi-dimensional models, W7 and
WDD2 models can still be safely adopted in chemical evolution models if the goal
of the study is the total abundance of iron or the [α/Fe] vs. [Fe/H] diagram. In
fact, Fe yields (and so [α/Fe] ratios) are not particularly different for most of multi
dimensional near-MCh and sub-MCh yields tested in this work.
In addition, we substantially rule out the hypothesis of a larger Mg production by
SN Ia, as suggested by several works to explain the Mg underestimation at high
metallicity by models (e.g. Magrini et al. 2017; Grisoni et al. 2018): all the tested
yields predict negligible production of this element;

• only Mn and Ni show a clear distinct behaviour in the abundance ratio vs. metallicity
diagram for all the three explosion mechanisms investigated in this work. In par-
ticular, pure deflagration (PTD) models produce higher [Mn,Ni/Fe] ratios relative to
delayed detonation (DDT) models, which in turn produce higher ratios than double
detonation (DD) models.
In the case of Cr and V, the main differences can be instead caused by the different
initial conditions of the exploding WD (WD central density for near-MCh models,
He detonation pattern for sub-MCh models) or by the different results obtained by
different SN Ia simulations sharing similar conditions (e.g. Shen et al. 2018; Leung
& Nomoto 2020a);

• by adopting combinations of different SN Ia progenitor classes, we note that the
[Ni/Fe] abundance diagram suggests an important contribution (≳50%) by sub-MCh

SNe Ia to Galactic chemical evolution. A similar suggestion can be found for [Mn/Fe]
if we consider enhanced CC-SN Mn yields, which best fit NLTE measurements at low
metallicity. A minor contribution by double detonating sub-MCh WD to Ni and Mn
can be achieved by adopting DDT yields by Leung & Nomoto (2018) with lower WD
central density. The results in this case are almost indistinguishable from the scenario
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in which we have a large fraction of sub-MCh WD combined with benchmark near-
MCh WD models.
In any case, the results for Mn with enhanced yields are in fair agreement with previ-
ous work by Eitner et al. (2020). On the other hand, Kobayashi et al. (2020a) claimed
a low-to-negligible contribution by sub-MCh WDs for Mn and Ni. Concerning Mn,
we actually found similar results when we adopt standard CC-SN yields, which best
fit low metallicity LTE abundances, as done in their paper. For Ni instead, Kobayashi
et al. (2020a) different result can be explained by the different (and more realistic)
initial WD chemical composition in their SN Ia models, which leave lower [Ni/Fe]
yields;

• concerning V and Cr, the comparison with observations suggests that for these two el-
ements a low but non negligible fraction (∼25%) of SNe Ia may come from sub-MCh

WD with an aspherical He detonation pattern (i.e. bubble detonation in the models
of Leung & Nomoto 2020a). Even if different near-MCh models are able to explain
the behaviour of the two elements separately, the general picture is better explained
by a combination of progenitors including sub-MCh WDs with bubble detonation.
However, we remind that uncertainties in the abundances observed at low metallicity
(for V, Ou et al. 2020) as well as in the SN Ia yields themselves (for Cr, Shen et al.
2018; Leung & Nomoto 2020a) place limits on our analysis of SNe Ia contribution
to these elements;

• we see that overall best models for the four Fe-peak elements analysed obtained
adopting standard CC-SN yields (Kobayashi et al. 2006) is an equal distribution of
near-MCh and sub-MCh SNe Ia. When we adopt modified CC-SN yields for V and
Mn (to fit low metallicity data), instead, we find a combination with 75% of near-
MCh and 25% of sub-MCh models. In this case, however, the near-MCh fraction is
constituted by low central density/mass DDT models, which have similar yields to
sub-MCh DD models. Therefore, we obtain very similar results to the case in which
we have a predominant fraction of sub-MCh DD models combined with near-MCh

benchmark DDT models. Concerning the sub-MCh fraction, both the best models
suggest the adoption of models with bubble He detonation pattern.
It is worth noting that the best model with modified CC-SN yields fits quite well
the observed abundance for all the elements considered at variance with the best
model with standard CC-SN yields. This may indicate that NLTE and XII abun-
dances should be definitely preferred and can provide constraints for V and Mn CC-
SN yields.

In conclusion, in this Section we have provided a view of the influence of different SN
Ia yields on the chemical evolution of the solar neighbourhood.

It would be natural to extend this study to other environments, such as dwarf MW

212



4.3. The effect of Type Ia SN nucleosynthesis in MW chemical evolution

satellites (e.g. Kirby et al. 2019; de los Reyes et al. 2020; Kobayashi et al. 2020a) or
the Galactic bulge. In this way, we can study in more detail the metallicity dependence
of the different SN Ia yields, which in the solar vicinity is limited to a restricted range
(0.1≲Z/Z⊙ ≲2). Moreover, these objects could be very useful to understand if different
environments lead to a different contribution from SN Ia channels or not.
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CHAPTER5
Final remarks

IN THIS THESIS, we have investigated the chemical and dust evolution of the different
galactic environments encountered during the cosmic history, from the high-redshift
Universe to the Milky Way.

To this aim, in the first part of the Thesis we have concentrated on the study of distant
galaxies. In particular, we have focused our attention to high-redshift starburst galaxies
and galaxy clusters. Since one of the main issues in studying these systems is accounting
for interstellar dust, we have implemented in the models detailed dust treatment in order to
unveil the observed properties of these objects. After having considered what happens in
moderate to high-redshift environments, in the second part of the Thesis we have moved
to the study of the local Universe and in particular of the Milky Way Galaxy. In particu-
lar, we have concentrated on the study of the Galactic disc by means of specific chemical
evolution models thought to describe the Milky Way disc, aiming at constraining the star
formation history and the stellar nucleosynthesis features in our Galaxy.

In the following Sections, we summarize the main results and conclusions of this Thesis
and we outline some possible future perspectives.
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5.1 Summary and conclusions

As just mentioned, the main results of this Thesis have been splitted in those concerning
local objects such as the Milky Way and those regarding moderate to high-redshift systems.

Elements and dust through cosmic evolution

In Chapter 3, we have focused on the chemical and dust evolution of high-redshift starburst
galaxies and the dust evolution in galaxy clusters.

To study these objects, dust treatment has been implemented by taking into account dif-
ferent processes that regulate the amount of dust present in the interstellar medium (ISM),
i.e., dust formation by stars, dust accretion in cold and dense media and dust destruction
by SN shocks. Accounting for interstellar dust is especially important in studies of high-
redshift systems and deeply influences our view of the distant universe (e.g. Hauser &
Dwek 2001).

High-redshift starbursts are extreme systems with very high star formation rates and
thus a turbulent, strongly pressurized ISM. These extreme conditions pose questions on
the shape of their initial mass function (IMF), which could deviate from that observed
in our local, relatively quiet environment, as well as on the processes regulating the dust
cycle in the ISM. For these reasons, we have applied the so-called Integrated Galactic IMF
(IGIMF) from Weidner et al. (2011) to chemical evolution models specifically suited to
study starburst galaxies and tested the interplay between the IMF and dust in shaping the
observed gas abundance patterns, as well as global dust quantities, such as the dust mass
(Palla et al. 2020a).
On the other hand, we have a poor knowledge of dust properties within clusters of galaxies,
especially in the diffuse intracluster medium (ICM) component. To overcome this, at least
partly, we have presented a novel method to compute the redshift evolution of dust mass
in galaxy clusters, based on the approach presented by Matteucci & Vettolani (1988) to
calculate the galactic contribution to the metals in the ICM. Following this new method,
we integrate the predictions of chemical and dust evolution models for individual galaxies
over the galaxy cluster luminosity function, assuming suitable cosmological scenarios for
the luminosity function evolution (Gjergo, Palla et al. 2020).

IGIMF and dust in high-redshift starbursts

In Section 3.3 we have studied the effects of the Weidner et al. (2011) IGIMF as well as
dust condensation of gas metals on the chemical evolution of high-redshift starburst galax-
ies.
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In our analysis we have looked at the effects of the IGIMF on the star formation history
and the abundance patterns in these peculiar objects.
In order to test our predictions, we compared the abundance patterns predicted by our
models with the abundances observed in high quality spectra of high-redshift starburst
galaxies, mainly Lyman Break Galaxies and Lyman-α Emitters.
To this aim, our models take into account dust evolution in the ISM. In fact, the effects
of dust depletion can have a strong impact on interstellar abundances and therefore are
fundamental to interpret the observed patterns.

It is worth noting that this is the first time that chemical evolution models including a
detaild treatment of dust are computed assuming also the IGIMF theory.

The main results obtained can be summarised as follows:

• in all our models, the adoption of the IGIMF causes the increase of the rate of star
formation with respect to the "standard" Salpeter (1955) IMF. In particular, the high-
est SFRs are obtained with the lowest values for the slope of the embedded cluster
mass function β, which is a free parameter of the IGIMF. This is a consequence of
the behaviour of the IGIMF: the lower is β, the more top-heavy is the IMF.
On the other hand, we have found a longer duration of the star formation phase for
low β values, due to the later occurrence of galactic winds;

• the different star formation histories obtained with different IMFs affect the evolution
of chemical abundances. For a given galaxy mass, the more top-heavy the IMF, the
faster the growth of the metal content. As for the [α/Fe] vs. [Fe/H] diagram, the lower
the β, the higher the overabundance of α-elements, and the higher the metallicity at
which the [α/Fe] starts to deviate from the initial plateau (i.e., the knee point);

• the chemical abundances measured in high-redshift, strong star forming galaxies of
volatile elements (i.e., those less affected by dust depletion: N, O) are in agreement
with our results in which the IGIMF is adopted. However, the large scatter in the
available data and the large uncertainties in some of the stellar yields (N in particular)
have prevented us from reaching firm conclusions;

• to interpret the observed abundances for refractory elements (C, Mg, Si, Fe), we have
used models which can account for differential dust depletion (i.e., different elements
depleted into dust in different proportions), and we have tested various assumptions
regarding the processes that regulate the evolution of dust grains.
All the models with minimal dust production tend to underestimate the observed
[α/Fe] ratio in the [α/Fe] vs. [Fe/H] diagrams and an extremely top-heavy IGIMF is
in better agreement with the observations. On the other hand, if the effects of dust are
assumed to be important, our analysis suggests a Salpeter or an IGIMF with β ≥ 2,
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i.e. only slightly top-heavier than the Salpeter. In other words, either we need a very
top-heavy IMF or a strong dust depletion to reproduce the data;

• we have predicted the evolution of the dust mass with time for galaxies of different
stellar mass and IMF, showing that the IGIMF is a possible way to solve the "dust
budget crisis" problem, i.e., the lack of dust mass predicted by models in high-redshift
galaxies (e.g. Valiante et al. 2014).

Dust in galaxy clusters

In Section 3.3, we have aimed at computing the total cluster dust mass produced by ellip-
tical, spiral, and irregular galaxies, separating the dust residing within galaxies from the
dust ejected into the ICM.

In order to do this, we have revised the integration method developed by Matteucci
& Vettolani (1988) for metals in galaxy clusters by integrating galaxy-born dust over a
parametrization of the cluster luminosity function (LF).
We have tested the cluster dust evolution both in a "monolithic" (where galaxies evolve
independently of other galaxies and preserve their number density across cosmic epochs)
and in a "hierarchical" scenario of galaxy formation (where the number density of galax-
ies evolves with redshift). Our model predictions have been then compared to the latest
observations of dust in galaxy clusters.

Our main conclusions can be summarised as follows:

• spiral galaxies account for most of the dust contained within clusters in any assumed
galaxy formation scenario. Both scenarios provide a present-day dust-to-gas ratio of
∼ 5× 10−4 in galaxy clusters. In particular, most of the dust resides within galaxies,
with the ICM component accounting for less than one percent of the total dust mass.
In any case, ICM dust estimates are consistent with the dust abundance upper lim-
its measured in the ICM of local (Stickel et al. 2002) and moderate-redshift galaxy
clusters (Gutiérrez & López-Corredoira 2017). This suggests that galaxy-born dust
is likely the main source of the ICM dust;

• without any need for model parameter calibration, we have been able to produce dust
abundances in agreement with observational data. In addition to ICM dust measur-
ments, our integration method is able to reproduce total (ISM+ICM) dust masses and
their redshift evolution, as observed by Planck Collaboration (XLIII) et al. (2016).
We also have found a marginal improvement of the dust mass redshift dependence
by letting our model evolve according to a hierarchical scenario;

• galaxies close to the break of the LF dominate the cluster dust mass. A similar re-
sult was found in Gibson & Matteucci (1997) for the gas-phase metals in the ICM.
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However, at variance with gas phase metals where early-type galaxies (elliptical/S0)
dominate the chemical enrichment, here spiral galaxies govern the dust mass budget.
This holds also under the not realistic assumption (see 2.3.1) of strong dust produc-
tion by Type Ia SNe in elliptical galaxies;

• by varying our model parameters over a reasonable range chosen from literature,
we have found that dust masses change by up to a factor of ∼ 6 (up to 3 most of
the times). All these variations do not affect deeply our conclusions, confirming the
robustness of the adopted method.

The local Universe: Milky Way chemical evolution

In the second part of the Thesis (Chapter 4) we have studied the Milky Way (MW) Galaxy,
whose investigation is now living a golden era. In particular, we have looked at the evo-
lution of the Galactic discs, devoting our attention to the study of radial gradients and
abundance patterns throughout the disc and then to a deeper understanding of the effects
of Type Ia SN nucleosynthesis in the model results of the solar vicinity.

On the one hand, the understanding of the star formation history of the MW thick and
thin discs is still object of intense debate. Indeed, theoretical models have suggested very
different scenarios for the evolution of the MW disc, proposing either a delayed gas accre-
tion episode for the thin disc, two separate and coeval evolutionary sequences for thick and
thin discs or stellar migration to explain the observed abundance patterns. In this Thesis,
we have tested a scenario based on the two-infall paradigm (e.g. Chiappini et al. 1997),
discussing the formation of radial gradients and the so-called [α/Fe] dichotomy/bimodal-
ity in the MW disc (Palla et al. 2020b).
On the other side, the modelling of chemical abundance evolution is strictly connected to
the stellar yields computed from stellar and SN models and uncertainties on these yields
have important effects on the final results. This holds especially for those elements whose
origin is not yet fully understood. Therefore, we have decided to probe Type Ia SNe nu-
cleosynthesis in the light of the new Type Ia SN yield outcomes in the last decade (e.g.
Seitenzahl et al. 2013a; Leung & Nomoto 2018, 2020a). In particular, we have tested dif-
ferent Type Ia SN progenitors in chemical evolution models for the solar vicinity in order
to obtain a more thorough understanding of the "Type Ia SN zoo" (Palla 2021).

Constraints on the Milky Way disc formation

The first results obtained for the MW galaxy (Section 4.2) concern the investigation of the
Galactic thick and thin discs by adopting the two-infall model paradigm, i.e., assuming
that the thick and thin discs form by means of two infall episodes separated by a period in
which star formation decreases.
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We have run several models by varying several physical parameters and explored their
effects on the present-day gradients along the disc, [α/Fe] vs. [Fe/H] relations, metallicity
distribution functions and stellar ages at different Galactocentric distances.
We have compared the model results with abundance gradients from HII regions, young
planetary nebulae, Cepheids and young-intermediate age open clusters. Abundance ra-
tios and metallicity distribution functions from APOGEE survey and stellar ages from an
APOKASC stellar sample have also been considered.

Moreover, we have computed the evolution of a dwarf galaxy resembling the progen-
itor of the Gaia-Enceladus-Sausage stars (Belokurov et al. 2018; Helmi et al. 2018) and
adopted the predicted abundance pattern as the chemical composition of the infalling gas
either for the thick or thin disc.

Our main conclusions can be summarized as follows:

• within our model framework, it is not possible to reproduce the observed abundance
gradients along the thin disc only assuming an inside-out formation: besides the
inside-out mechanism, we need to assume either radial gas flows and/or efficiency of
star formation varying with the Galactocentric distance, in agreement with Grisoni
et al. (2018). In particular, our best model assumes constant, moderate radial gas
flows and variable star formation efficiency, that also allow us to well match the
observed SFR and gas density gradient;

• starting from the above best model, we have allowed the maximum timescale for the
infall onto the disc tmax to vary as well as the profiles for the thick disc surface mass
density Σthick, since the "classical" two-infall model prescriptions (e.g. Romano et al.
2010) do not produce very good agreement with the recently observed [α/Fe] vs.
[Fe/H] abundance patterns throughout the MW disc. Better agreement is reached if
tmax = 3.25 Gyr and the thick disc has a small scale length (Rd ∼ 2 kpc) exponential
profile, in agreement with previous suggestions (e.g. Spitoni et al. 2019; Ciucă et al.
2021);

• even better agreement with data is reached if the infall onto the inner thin disc is
enriched at the level of [Fe/H]=-0.5 dex. This can be the effect of mixing between
the gas leftover from the formation of the thick disc, Galactic halo, or Galactic bar
and the more abundant primordial extragalactic infalling gas;

• the models assuming gas infall for the thin disc enriched as the abundance pattern
derived for Gaia-Enceladus-Sausage progenitor (see also Vincenzo et al. 2019) fail
in reproducing the abundance relations for the inner Galactic regions. On the other
hand, enriched infall during the thick disc formation does not alter significantly the
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chemical evolution, opening the possibility that the gas lost by Enceladus or a part of
it could have concurred to the formation of the thick disc.

Type Ia SNe in Galactic chemical evolution

Finally, in Section 4.3 we have investigated the effects of a large compilation of Type Ia
SN yields available in the literature on the MW chemical evolution.
We have concentrated on elements whose production by Type Ia SNe is important. Be-
sides iron, we have looked at vanadium, chromium, manganese, and nickel, where the
differences among the Type Ia SN yield sets adopted in this work are large.

We have tested yields for the near-Chandrasekhar (near-MCh) WD, delayed detona-
tion (DDT, from Seitenzahl et al. 2013a and Leung & Nomoto 2018), for the near-MCh,
pure deflagration (PTD, which can be representative of peculiar Type Ia SNe, from Fink
et al. 2014 and Leung & Nomoto 2018) and yields for the sub-Chandrasekhar (sub-MCh),
double detonation (DD, from Shen et al. 2018 and Leung & Nomoto 2020a) channels.
These yields have been also compared with the "standard" Type Ia SN yields adopted in
the literature, i.e. the W7 and WDD2 models.

Moreover, we have combined the yields from different progenitor classes (i.e. near-
MCh WD with sub-MCh WD) in order to asses the dominant Type Ia SN class in terms of
chemical enrichment. To this aim, we also compared the model results with recent obser-
vations.

The main results of this work can be summarised in this way:

• despite of being less physical than more recent models, W7 and WDD2 models can
still be safely adopted in chemical evolution models if the goal of the study is the total
abundance of iron or the [α/Fe] vs. [Fe/H] relation. In other words, Fe production in
recent yields is similar to previous studies.

• only Mn and Ni show a clear distinct behaviour in the abundance ratio vs. metallicity
diagram for the three different explosion mechanisms investigated in this work. In
particular, PTD models produce higher [Mn,Ni/Fe] ratios relative to DDT models,
which in turn produce higher ratios than DD models.
In the case of Cr and V, the main differences can be instead caused by the different
initial conditions of the exploding WD or by the different results obtained by different
Type Ia SN simulations sharing similar conditions (e.g. Shen et al. 2018; Leung &
Nomoto 2020a);

• the [Ni/Fe] abundance diagram suggests an important contribution (≳50%) by sub-
MCh Type Ia SNe to Galactic chemical evolution (even if Type Ia SN models with
more realistic initial composition indicate a lower contribution, see Kobayashi et al.
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2020a). A similar suggestion can be found for [Mn/Fe] if we consider enhanced
CC-SN Mn yields relative to the literature ones, which best fit non LTE (NLTE)
abundances at low metallicity.
Concerning V and Cr, the comparison with observations suggests that for these two
elements a low but non negligible fraction (∼25%) of Type Ia SNe may come from
sub-MCh WD with peculiar initial detonation pattern (see Leung & Nomoto 2020a);

• depending on the assumed CC-SN yields for Fe-peak elements (either from Kobayashi
et al. 2006 or with "ad hoc" prescriptions to fit low-metallicity data), the overall best
models for the studied Fe-peak elements (V, Cr, Mn, and Ni) need to assume different
fractions of near-MCh and sub-MCh Type Ia SNe.
The analysis of the best models also suggests that NLTE and singly ionised abun-
dances should be preferred when dealing with the elements studied in Section 4.3.
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5.2 Future prospects

Despite of the results obtained in this Thesis, much work is still necessary to better under-
stand the evolution of dust and chemical elements in galaxies.

In the following, we list future perspectives that are intimately linked to the results of
this Thesis work.

• The dust evolution models developed in this Thesis rely on literature prescriptions to
describe the processes affecting the so-called "dust cycle". However, these prescrip-
tions are not definitive.
In the last years, a great number of works related to the description of the different
dust processes have appeared. For what concerns the stellar dust yields, Marassi et al.
(2019) and Ventura et al. (2020, 2021) published new sets of dust masses produced by
massive stars and AGB stars, respectively. New prescriptions for ISM dust processes
have been also recently presented. As for example, Jones et al. (in prep, see De Vis
et al. 2021) obtained new analytical formulae for dust accretion in molecular clouds
and the cold neutral medium, whereas Priestley et al. (2022) recently presented new
prescriptions for the dust destruction timescale. In addition, chemical evolution mod-
els with dust are starting to include other dust processes, such as dust fragmentation
(e.g. De Vis et al. 2021) in order to differentiate between small and large grains.
Therefore, it would be natural to probe all these new prescriptions in consistent chem-
ical and dust evolution models, both for local and high-redshift environments.

• Concerning the IGIMF topic, it is worth noting that some other works support a top-
heavy IMF in high-redshift starbursts. In particular, this has been suggested by few
studies based on the interpretation of the abundances ratios of rare isotopes such as
13C, 17O and 18O (Romano et al. 2017 and references therein; Zhang et al. 2018).
In the future it will be important to take into account the latest IGIMF formulation
(including the dependence on both the SFR and the metallicity) in models to interpret
such measures, and possibly better assess the role of downsizing in the star formation
histories of starbursting systems.

• The new IGIMF formulations can be also tested for the MW in the light of recent
developments.
In fact, the clear appearance of a double sequence in the [α/Fe] vs. [Fe/H] diagram
even in the most central regions of the Galaxy (see Fig. 4.2, Queiroz et al. 2020)
has opened up the possibility of a sort of "continuous" evolution between the MW
bulge and disc regions. This is perhaps supported by the results of several authors,
who have suggested that the presence of a classical bulge in the MW is minimal
(see Wylie et al. 2021). On the other hand, chemical abundance studies of the bulge
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have revealed that a top-heavier IMF than those used for the solar neighbourhood
is needed to reproduce the observed metallicity distribution and abundance patterns
of bulge stars (e.g. Matteucci & Brocato 1990; Ballero et al. 2007; Matteucci et al.
2019).
The study of the IGIMF effects in the MW environment is interesting not only for
the pure chemical evolution, but also in the context of dynamical and feedback pro-
cesses. Therefore, the implementation of the IGIMF on already well-developed hy-
drodynamical simulations of MW-like galaxies is needed, also for better testing the
IGIMF formulation.

• Recently, Bayesian frameworks based on Markov Chain Monte Carlo (MCMC) have
been used to test more quantitatively chemical evolution models of galaxies (e.g.
Côté et al. 2017; Belfiore et al. 2019). In particular, Spitoni et al. (2020, 2021) ap-
plied Bayesian analysis based on MCMC methods to fit two-infall chemical evolution
models to stellar abundance and age data for the Galactic disc.
With the new data progressively coming out thanks to ground-based (e.g. APOGEE;
GALAH) and satellite surveys (Gaia chemical abundances, even if obtained only
with low-intermediate resolution spectroscopy, will be available from DR3) it will be
natural to adopt such an approach for future works.

• MCMC methods can be also very useful for dust evolution modelling.
In fact, Bayesian frameworks have started to be developed for dust evolution models
in the analysis of local dust data in the very last years (De Looze et al. 2020; Galliano
et al. 2021; De Vis et al. 2021). However, different works have adopted very diverse
approaches for likelihood calculations, since the connection between dust data and
model predictions is not trivial as for chemical abundances (see, e.g. De Vis et al.
2021).
This kind of studies will be also encouraged by the new dust survey data (e.g., from
JINGLE, DustPedia) expected in the next few years. Moreover, they will be central
to asses with a high degree of confidence the roles of the different dust processes
in the dust cycle, thus allowing a robust dust implementation in more physical but
computationally expensive simulations.

• Concerning our work on Type Ia SNe, it would be natural to extend such a compar-
ative study on stellar yields to other galactic environments. As for example, dwarf
MW satellites (see, e.g. Kirby et al. 2019; de los Reyes et al. 2020; Kobayashi et al.
2020a) or the Galactic bulge would be ideal candidates to perform studies of this
kind.
As for example, the metallicity dependence of different Type Ia SN yields can be
probed in such different environments: in fact, the metallicity regimes experienced
by these systems are much different than that of the solar vicinity. Moreover, the

224



5.2. Future prospects

study of different objects could be very useful to understand if different environments
lead to a different contribution from Type Ia SN channels or not.

These are just possible examples of immediate future perspectives related to this Thesis
work. However, the panorama is much broader than what written in these few pages.

Next years will bring huge excitement to the astronomical community thanks to the
launch of the James Webb Space Telescope (JWST, Gardner et al. 2006). Among the fields
that will benefit from JWST data, the study of galaxy chemical evolution will become vital
to understand the new data coming from the high-redshift Universe. In fact, the particular
wavelengths caught by JWST detectors, i.e. from the long visible to the mid-infrared
(λs ∼ 0.6 − 28.3 µm), will allow us to look at the most redshifted object and thus to the
formation and evolution of the first primordial galaxies.
On the other side, the wavelengths observed by JWST will be also important on the side
of dust modelling for relatively nearby (z ≲ 0.5) galaxies (e.g. Pappalardo et al. 2021),
and this will allow further improvements in the dust data to be compared to our models.

Concerning the MW, new large spectroscopic surveys are starting to collect data (e.g.
WEAVE, Dalton et al. 2020) or are planned for the next few years (e.g. 4MOST, de Jong
et al. 2019). In addition, Gaia will continue providing the beautiful dynamical data that are
revolutionising our study of the Galaxy for more and more stars. Moreover, the design of
extremely high-resolution instruments on future 30m-class telescopes (R ≳100000, e.g.
HIRES at ELT) will bring further advancement to the field of Galactic archaeology, by
delivering abundance data with unprecedent precision, even for the faintest stellar sources.
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3.4 Adapted from Jeřábková et al. (2018). Schematic showing of the IGIMF
(here gwIMF) formulation. Galaxy field population is represented by red
and orange stars. The newly formed stellar populations are indicated by cir-
cles that represent the embedded star clusters, with colour and dimension
according to the stellar cluster mass. Here, IMF stands for the stellar/canon-
ical IMF within an embedded clusters, while cIMF is the sum of the IMFs
over larger regions within the galaxy. . . . . . . . . . . . . . . . . . . . . 64

3.5 Behaviour of the IGIMF adopted in this paper as a function of stellar mass
and SFR for different values of β, namely the slope of the ECMF. Upper
panel: β = 1; central panel: β = 1.6; lower panel: β = 2. In each panel,
the four solid lines are the IGIMFs computed considering a SFR of 1 M⊙
yr−1,10 M⊙ yr−1, 100 M⊙ yr−1, 1000 M⊙ yr−1. The black dashed lines
indicate the standard Salpeter (1955) IMF. . . . . . . . . . . . . . . . . . . 77

231



List of Figures

3.6 From top-left corner, clockwise: time evolution of the SFR, stellar mass,
CC-SN rate, energetic budget, gas mass and Type Ia SN rate obtained for
the M3E10 model (see Tab. 3.5) with a Salpeter IMF (blue lines) and W11
IGIMF calculated for β = 1 (green lines), β = 1.6 (magenta lines) and β =
2 (red lines). The sharp truncation in the SFR, CC-SN rate and gas mass
are due to the onset of the galactic wind, which devoids the galaxy from
the residual gas. In the energetic budget plot, the solid lines represent the
binding energy and the dashed lines the thermal energy in all the different
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.7 Lines are as in Fig. 3.6, but computed for the M1E11 model of Tab. 3.5. . . 81
3.8 Lines are as in Fig. 3.6, but computed for the M1E12 model of Tab. 3.5. . . 82
3.9 Predicted evolution of the interstellar [O/Fe] vs. [Fe/H] relation. Lines

are computed for: M3E10 models (solid) with Salpeter IMF (blue) and
W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2
(red); M1E11 model with Salpeter IMF (dashed blue); M1E12 model with
Salpeter IMF (dash-dotted blue). . . . . . . . . . . . . . . . . . . . . . . . 84

3.10 Predicted log(N/O) vs. log(O/H)+12 adopting Matteucci (1986) (thick lines)
and Meynet & Maeder (2002) (thin lines) yields for N compared with abun-
dances measured in galaxies of the sample of Tab. 3.4. Left panel: lines
are computed for M3E10 models (solid) with Salpeter IMF (blue) and W11
IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red).
Right panel: lines are computed for M1E11 models (dashed) with a Salpeter
IMF (blue) and W11 IGIMF calculated for β = 1 (green), β = 1.6 (ma-
genta) and β = 2 (red). For both panels: data are from Steidel et al. (2016)
stacked spectum (filled square); Rigby et al. (2011), Bayliss et al. (2014),
Christensen et al. (2012a, 2012b) (filled circles); Pettini et al. (2002) (thin
diamond) and Teplitz et al. (2000) (thick diamond). . . . . . . . . . . . . . 86

3.11 Predicted log(C/O) vs. log(O/H)+12 computed without taking into account
dust depletion and compared with abundances measured in galaxies of the
sample of Table 3.4. Left panel: lines are computed for M3E10 models
(solid) with Salpeter IMF (blue) and W11 IGIMF calculated for β = 1
(green), β = 1.6 (magenta) and β = 2 (red). Right panel: lines are
computed for M1E11 models (dashed) with Salpeter IMF (blue) and W11
IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red).
For both panels: the shaded regions indicates the log(C/O) confidence re-
gion derived from the composite LBG spectrum of Shapley et al. (2003)
and the log(O/H)+12 characterising the sample of LBGs of Pettini et al.
(2001). Other data are from Steidel et al. (2016) stacked spectum (filled
square), Bayliss et al. (2014) and Christensen et al. (2012a, 2012b) (filled
circles). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

232



List of Figures

3.12 Same of Fig. 3.11, but for [Si/Fe] vs. [Fe/H]. Left panel: lines are com-
puted for M3E10 models (solid) with Salpeter IMF (blue) and W11 IGIMF
calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red). Right
panel: lines are computed for M1E11 models (dashed) with Salpeter IMF
(blue), W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and
β = 2 (red); M1E12 model with Salpeter IMF (blue dash-dotted). For both
panels: data are from Pettini et al. (2002) (diamond); Quider et al. (2009)
(cross); Dessauges-Zavadsky et al. (2010) (filled circle). . . . . . . . . . . 88

3.13 Same of Fig. 3.11, but for [O/Fe] vs. [Fe/H]. Left panel: lines are com-
puted for M3E10 models (solid) with Salpeter IMF (blue) and W11 IGIMF
calculated for β = 1 (green), β = 1.6 (magenta) and β = 2 (red). Right
panel: lines are computed for M1E11 models (dashed) with Salpeter IMF
(blue), W11 IGIMF calculated for β = 1 (green), β = 1.6 (magenta) and
β = 2 (red); M1E12 model with Salpeter IMF (blue dash-dotted). For both
panels: data are from Pettini et al. (2002) (diamond); Quider et al. (2009)
(cross); Dessauges-Zavadsky et al. (2010) (filled circle). . . . . . . . . . . 89

3.14 Same of Figure 3.11, but with models considering dust. . . . . . . . . . . . 91

3.15 Same of Figure 3.12, but with models considering dust. . . . . . . . . . . . 92

3.16 Same of Figure 3.13, but with models considering dust. . . . . . . . . . . . 92

3.17 Dust mass as a function of time for our models computed with a Salpeter
IMF (blue lines) and with W11 IGIMF with β = 1 (green lines), β = 1.6
(magenta lines) and β = 2 (red lines). In the left, middle and right panel
we show our results computed for the M3E10 (solid lines), M1E11 (dashed
lines) and M1E12 (dash-dotted lines) models, respectively. . . . . . . . . . 94

3.18 Superposition of X-ray image by XMM-Newton European Photon Imag-
ing Camera (EPIC) and optical image by the Sloan Digital Sky Survey
(SDSS) for the Coma galaxy cluster (Abell 1656). Credits: ESA/XMM-
Newton/SDSS/J. Sanders et al. 2019 . . . . . . . . . . . . . . . . . . . . . 99

3.19Mclust mass fraction evolution within the "hierarchical scenario" adopting
a single LF (upper panel) and a double LF (lower panel). Brown, blue and
green solid lines refer to the evolution for elliptical, spiral and dwarf irregu-
lar fractions adopting present day WINGs cluster parameters (f0,ell = 0.74),
which are highlighted with colored stars. Dashed lines assume f0,ell = 0.82,
as in the Coma cluster, whereas dash-dotted lines f0,ell = 0.43, as in the
Virgo cluster. Shaded regions enclose f0,ell between 0.2 and 0.82, which
are the extreme values considered in this study. . . . . . . . . . . . . . . . 109

233



List of Figures

3.20 Evolution of dust mass components within a WINGs-like average cluster
(M200 ∼ 5×1014 M⊙, fell = 0.74) adopting a single LF (upper panel) and a
double LF (lower panel). The brown, blue, and green lines represent ellipti-
cal, spiral and dwarf irregular galaxies, respectively. The dashed lines iden-
tify the integrated dust component residing within galaxies (ISM), whether
the solid lines identify the ejected components (ICM). Shaded lines are
computed assuming that "monolithic scenario", whether the fully opaque
lines are computed assuming a "hierarchical scenario". Orange cross is the
PlanckXLIII-16 low mass subsample at low redshift. Purple downward ar-
rows are the upper limits found in GLC17 for the redshift bins are centered
around redshift z = 0.173, 0.338, and 0.517. Red bar is the dust estimate
from Stickel et al. (2002) for the Coma cluster. . . . . . . . . . . . . . . . 114

3.21 Evolution of dust mass at low-intermediate redshift in comparison with av-
erage dust mass measured within 15 arcmin of a stacked cluster sample
(PlanckXLIII-16). Black full square, cross and hollow diamond represent
the full sample, the nearby subsample and the distant subsample, respec-
tively. The blue curves identify the "monolithic scenario", whether the red
curves show the "hierarchical scenario" case. The solid curves assume a
single LF, the dashed curve a double LF. The thick curves assume an ellip-
tical fraction of f0,ell = 0.74, as in the WINGs clusters. The fainter curves
assume instead a f0,ell = 0.43. The shaded red and blue bands span an f0,ell
between 0.2 and 0.82. Both theoretical curves and data are normalized to
their respective M200. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.22 Dependence of dust mass components evolution on parameter variations.
ISM dust components are shown in the top three rows, whereas ICM dust
components are shown in the bottom three rows. Columns identify the
variation of a cluster parameter. From left to right, the parameters are: the
final fraction of elliptical galaxies f0,ell, the slope of the LF α, the V-band
magnitude at the break of the LF Mag∗

V , the cluster richness n∗, the mass-
to-light ratio K, and the lower and upper mass integration limits Mmin and
Mmax. For each column, the parameter variation is labelled and identified
with dotted and dash-dotted lines, whereas solid lines represent the calcu-
lations with fiducial values. Line colors and shading are as in Fig. 3.20.
In addition, black lines display the total ISM dust and total ICM dust with
the addition of the irregular ISM. Data points are from Stickel et al. (2002);
PlanckXLIII-16; GLC17 as in Fig. 3.20. . . . . . . . . . . . . . . . . . . 119

4.1 From Chiappini (2001). Schematic view of the main stellar populations of
the Milky Way. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

234



List of Figures

4.2 Adapted from Queiroz et al. (2020). APOGEE DR16 [α/Fe] vs. [Fe/H]
diagrams in bins of Galactocentric cylindrical coordinates (Galactocentric
radius Rgal and height from the Galactic plane Zgal). The right colorbars
indicate the stellar density in the [α/Fe] vs. [Fe/H] plane. . . . . . . . . . . 131

4.3 From Matteucci (2012). SFR vs. evolutionary time of the Galaxy for the
"classical" two-infall model for the solar neighbourhood.The gap in the
SFR at around 1 Gyr and oscillating behavior in the SFR at late times is
due to the assumed threshold density for star formation. . . . . . . . . . . . 135

4.4 From Spitoni et al. (2019). SFR vs. age (i.e. age of the universe - evolu-
tionary time) of the Galaxy for the revised two-infall model for the solar
neighbourhood. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

4.5 From Spitoni et al. (2019). [α/Fe] vs. [Fe/H] for the revised two-infall
model (solid blue) and the "classical" two-infall model (dashed yellow line).
Purple and green filled circles represent the observed high-α and low-α
stars in Silva Aguirre et al. (2018) solar neighbourhood sample. . . . . . . 137

4.6 From Spitoni & Matteucci (2011). Radial abundance gradient for oxygen.
The black line refers to a model adopting only the inside-out law by Chi-
appini et al. 2001, while the other lines indicate models with gas density
threshold for SF of 4 M⊙ pc−2 (blue) and 7 M⊙ pc−2 (red). The filled cir-
cles with error bars are the observed values from HII regions and planetary
Nebulae. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.7 From Anders (2017). Number of MW stars observed as function of survey
spectral resolution (top panel) and of survey depth (bottom panel). The
expected depth are computed for stars with MV = −1 (e.g. giants of K4
spectral type), including the effect of interstellar extinction (arrows). In
addition to APOGEE, in both panels are shown completed, ongoing and
planned surveys. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

4.8 Time evolution of the infall rate (right panel) and the ratio infall rate/gas
density (left panel) as a function of radius for a typical two-infall model.
Values in the two panel are normalized to the maximum. The right hand
colorbar indicates the evolutionary time of the Galaxy. . . . . . . . . . . . 148

235



List of Figures

4.9 Observed and predicted radial abundance gradients for models that adopt
a variable SFE with radius (left panels) and models that adopt only radial
flows (right panels). Abundances considered are oxygen (first row), nitro-
gen (second row), iron (third row) and magnesium (lower row). Data are
from Esteban et al. (2005) (grey squares), Rudolph et al. (2006) (grey dots)
and Balser et al. (2015) (grey diamonds) for HII regions, Luck & Lambert
(2011) (light red dots) and Genovali et al. (2015) (light red squares) for
Cepheids, Magrini et al. (2017) (light red diamonds) for YOC, Costa et al.
(2004) (khaki dots) and Stanghellini & Haywood (2018) (khaki diamonds)
for PNe. Black and dark red points with errorbars are data bins with asso-
ciated rms for nebular and stellar data, respectively. . . . . . . . . . . . . . 152

4.10 Variations in [Fe/H] radial abundance gradients due to different inside-out
law for models that adopt a variable SFE with radius (left panels) and mod-
els that adopt only radial flows (right panels). Shaded regions represent
the spanned range of values for each model adopting Eq. (4.4). Data and
models color legends are the same of Fig. 4.9. . . . . . . . . . . . . . . . . 153

4.11 Observed and predicted radial SFR density gradient relative to the solar
neighbourhood. Lines are computed for the MW B model (solid blue), MW
F (solid magenta), MW D (solid red) and MW E (solid orange). Data with
errorbars are from Rana (1991) (black points) and Stahler & Palla (2005)
(black squares). Black crosses with no error bars follow the analytical form
suggested by Green (2014) for the MW SFR profile. . . . . . . . . . . . . 155

4.12 Observed and predicted radial gas surface density gradient. Lines are com-
puted for the MW B model (solid blue), MW F (solid magenta), MW D
(solid red) and MW E (solid orange). The black dashed line is the av-
erage value between Dame (1993) and Nakanishi & Sofue (2003, 2006)
datasets. The shaded region represents the typical uncertainty at each ra-
dius, for which we adopt either 50% of the average (see Nakanishi & Sofue
2006) or half the difference between the minimum and maximum values in
each radial bin (if larger). . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

4.13 [α/Fe] vs. [Fe/H] abundance ratios of model MW F with "classical" two-
infall prescriptions (tmax = 1 Gyr, Σthick ∝ 1/R). Data are from Hayden
et al. (2015). Left, central and right panels show the models and data in the
ranges 3 < R/kpc <7, 7 < R/kpc < 11 and 11 < R/kpc < 15, respectively.
Left colorbar indicates the normalised counts of data in a certain bin of the
plot (the area of each bin is fixed at the value of 0.056 dex×0.031 dex),
while right colorbar indicates the normalised counts of stars formed in the
model at a certain time t (and hence at certain [Mg/Fe] and [Fe/H]). . . . . 157

236



List of Figures

4.14 [α/Fe] vs. [Fe/H] abundance ratios for variations of tmax and Σthick. Upper
panels show the effects of tmax variations: Model MW F (tmax = 1Gyr,
black dashed line), Model MW F1 (tmax = 3.25Gyr, solid colour coded
as in Figure 4.13) and Model MW F2 (tmax = 4.5Gyr, black dash-dotted).
Lower panels show the effects of Σthick variations: Model MW F1 (Σthick ∝
1/R, black dashed), Model MW F3 (Σthick ∝ e−R/4, black dash-dotted)
and Model MW F4 (Σthick ∝ e−R/2.3, solid colour coded as in Figure 4.13).
Data are from Hayden et al. (2015). Left, central and right panels show the
models and data in the ranges 3 < R/kpc <7, 7 < R/kpc < 11 and 11 <
R/kpc < 15, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.15 Assumed total surface mass density profiles for the thick disc adopted in
this work. Solid lines are computed for Σthick ∝ 1/R (red), Σthick ∝ e−R/4

(blue) and Σthick ∝ e−R/2.3 (green). The black dashed line indicates the
assumed density profile for the thin disc, Σthin ∝ e−R/3.5. . . . . . . . . . . 161

4.16 Effects on the chemical evolution at 4 kpc in the [α/Fe] vs. [Fe/H] abun-
dance ratios in varying the enrichment of the second infall episode. Pan-
els show the models with pre-enrichment (from left to right): primordial
(Model MW F4), [Fe/H]=-1 (Model MW F5), [Fe/H]=-0.5 (Model MW
F6), [Fe/H]=0 (Model MW F7). Data are from Hayden et al. (2015). . . . . 162

4.17 Summary for the resulting best model MW F6. Data are from Hayden
et al. (2015). Left, central and right panels show the models and data in the
ranges 3 < R/Kpc <7, 7 < R/kpc < 11 and 11 < R/Kpc < 15, respectively.
Upper panels: [α/Fe] vs. [Fe/H] abundance ratios. Middle panels: [Fe/H]
MDFs. Lower panels: [Mg/Fe] MDFs. Blue and red dashed lines are the
median [X/Y] ratios for models and data, respectively. . . . . . . . . . . . 164

4.18 Time evolution of [M/H] (left panel) and [α/Fe] (right panel) ratios for the
stellar sample presented by Silva Aguirre et al. (2018), compared with the
predictions of the best model MW F6. Pink points depict the high-α popula-
tion defined as in Silva Aguirre et al. (2018), whereas green points represent
the low-α one. As in Spitoni et al. (2019, 2020), we have not taken into ac-
count YαR stars. The grey symbols in the two panels indicate median age
uncertainties for 3 and 11 Gyr old stars of the sample. The right colorbar
indicates the radius at which each model line is computed. . . . . . . . . . 166

4.19 [α/Fe] vs. [Fe/H] abundance ratios for Enceladus chemical evolution model
(black solid line) compared with data from Helmi et al. (2018) (blue dots). . 168

4.20 Effects on the chemical evolution at 4 kpc in the [α/Fe] vs. [Fe/H] abun-
dance ratios in adopting a second infall enriched by Enceladus gas at 15%
(left side) and a first infall fully enriched by Enceladus gas from t > 0.5
Gyr (right side). All panels refer to MW F4 based models. Data are from
Hayden et al. (2015). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

237



List of Figures

4.21 From Seitenzahl & Townsley (2017). Profiles of WD density and cor-
respondent main nucleosynthetic products for different SN Ia progenitor
models. Lines are shown for a near-MCh WD without expansion, i.e. with-
out initial deflagration (green solid), a near-MCh WD after expansion (blue
dash-dotted) and a sub-MCh WD (orange dashed). . . . . . . . . . . . . . 176

4.22 [α/Fe] vs. [Fe/H] predicted by our one-infall chemical evolution model
adopting standard W7 Iwamoto et al. (1999) SN Ia yields. Data are from
Chen et al. (2000) (cyan points), Cayrel et al. (2004) (maroon points), Lai
et al. (2008) (grey points), Adibekyan et al. (2012) (blue points), Yong et al.
(2013) (orange points) and Bensby et al. (2014) (red points). . . . . . . . . 187

4.23 [Mg/Fe] vs. [Fe/H] ratios predicted by our one-infall chemical evolution
model adopting different SN Ia benchmark yield sets. Results are shown
for W7 L18 (blue solid line), DDT L18 (green dashed), PTD F14 (blue
dash-dotted) and DD L20 (red dashed) yields. . . . . . . . . . . . . . . . . 188

4.24 Same of Fig. 4.23, but for [Si/Fe]. Results are shown for W7 L18 (blue
solid line), DDT S13 (green dash-dotted), DDT L18 (green dashed), PTD
L18 (blue dashed), DD S18 (red solid) and DD L20 (red dashed) yields. . . 191

4.25 Upper panel: same of Fig. 4.23, but for [V/Fe]. Results are shown for
W7 L18 (blue solid line), WDD2 L18 (green solid), DDT S13 (green dash-
dotted), PTD F14 (blue dash-dotted) and DD S18 (red solid) yields. Lower
panel: variations in [V/Fe] vs. [Fe/H] diagram by adopting SN Ia yields
with different initial conditions from benchmark models. Results are shown
for DDT L18 high density model (shaded green thick dashed line), PTD
L18 high density model (shaded blue thick dashed) and DD L20 bubble
detonation model (shaded red thick dashed). Results for the correspondent
benchmark yields are shown with the usual color code. . . . . . . . . . . . 192

4.26 Upper panel: same of Fig. 4.23, but for [Cr/Fe]. Results are shown for W7
L18 (blue solid line), WDD2 L18 (green solid), DDT S13 (green dash-
dotted), PTD L18 (blue dashed), DD S18 (red solid) and DD L20 (red
dashed) yields. Lower panel: variations in [Cr/Fe] vs. [Fe/H] diagram
by adopting SN Ia yields with different initial conditions from the bench-
mark models. Results are shown for DDT L18 low density model (shaded
green thin dashed line), DDT L18 high density model (shaded green thick
dashed) and DD L20 bubble detonation model (shaded red thick dashed).
Results for the correspondent benchmark yields are shown with the usual
color code. DD S18 model (red solid line) is also plotted for comparison
with DD L20 benchmark model. . . . . . . . . . . . . . . . . . . . . . . . 194

238



List of Figures

4.27 Same of Figure 4.23, but for [Mn/Fe]. Results are shown for W7 L18 (blue
solid line), DDT L18 (green dashed), PTD L18 (blue dashed), DD S18 (red
solid) and DD L20 (red dashed) yields. In addition, results are shown for
the DDT L18 low density model yields (shaded green thin dashed line) for
direct comparison with DDT L18 benchmark yields. . . . . . . . . . . . . 195

4.28 Same of Figure 4.23, but for [Ni/Fe]. Results are shown for W7 L18 (blue
solid line), WDD2 L18 (green solid), DDT S13 (green dash-dotted), PTD
F14 (blue dash-dotted) and DD S18 (red solid) yields. In addition, results
are shown for W7 Iwamoto et al. (1999) yields (W7 I99, shaded blue thin
solid line) for direct comparison with the updated Leung & Nomoto (2018)
version. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

4.29 [V/Fe] vs. [Fe/H] ratios predicted by our two-infall chemical evolution
model adopting different combinations of different SN Ia progenitor yield
sets (see Tab. 4.10). Green lines stand for the best models obtained by
the statistical test; yellow lines indicate other models able to explain the
observed data trend; red lines represent models with bad agreement with
the observations. Upper panel: results for model with standard CC-SN
yields from Kobayashi et al. (2006). Lower panel: results for model with
vanadium CC-SN yields multiplied by a 1.75 factor. Both panels show VI
LTE data are Chen et al. (2000) (cyan points) and Adibekyan et al. (2012)
(blue points). Cyan and blue errorbars indicate the typical uncertainties in
Chen et al. (2000) and Adibekyan et al. (2012) samples. Upper panel shows
also VI LTE Ou et al. (2020) sample average value with correspondent rms
(light grey line with shaded area). VII LTE data from Lai et al. (2008) (grey
points) and Ou et al. (2020) sample average value with correspondent rms
(grey line with shaded area) are shown in the lower panel. . . . . . . . . . 201

4.30 Same of Fig. 4.29, but for [Cr/Fe]. CrI LTE data are from Chen et al. (2000)
(cyan points). Mediated CrI+CrII LTE data are from Bensby et al. (2014)
(red points). CrII LTE data are from Lai et al. (2008) (grey points with
errorbars) Adibekyan et al. (2012) (blue points). Cr NLTE data are from
Bergemann & Cescutti (2010) (green points with errorbars). Cyan, blue
and red errorbars indicate the typical uncertainties in Chen et al. (2000);
Adibekyan et al. (2012) and Bensby et al. (2014) samples. Dashed yellow
line (100sSh) adopt DD S18 yields for sub-MCh progenitors. . . . . . . . . 203

239



List of Figures

4.31 Same of Fig. 4.29, but for [Mn/Fe]. Upper panel: results for model with
standard CC-SN yields from Kobayashi et al. (2006). Mn LTE data from
Nissen et al. (2000) (cyan points), Adibekyan et al. (2012) (blue points), Lai
et al. (2008) (grey crosses with errorbars) and Eitner et al. (2020) (brown
dots with errorbars). Cyan and blue errorbars indicate the typical uncer-
tainties in Nissen et al. (2000) and Adibekyan et al. (2012) samples. Lower
panel: results for model with manganese CC-SN yields multiplied by a
3 factor. Mn NLTE data are from Battistini & Bensby (2015) (magenta
points) and Eitner et al. (2020) (green points with errorbars). MnII LTE
data from Lai et al. (2008) (grey points with errorbars). Magenta errorbar
indicates the typical uncertainties in Battistini & Bensby (2015) sample. . . 205

4.32 Same of Fig. 4.29, but for [Ni/Fe]. Ni LTE data are from Chen et al. (2000)
(cyan points), Adibekyan et al. (2012) (blue points) and Bensby et al. (2014)
(red points). Cyan, blue and red errorbars indicate the typical uncertainties
in Chen et al. (2000), Adibekyan et al. (2012) and Bensby et al. (2014)
samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

4.33 [X/Fe] vs. [Fe/H] ratios predicted by the overall best models obtained
adopting the statistical test described in 4.3.4. Light green solid lines in-
dicate the best model for standard Kobayashi et al. (2006) CC-SN yields,
while light green dashed lines stand for the best model obtained with mod-
ified CC-SN yields for V and Mn tuned to reproduce low-metallicity VII
and Mn NLTE data. For the observational data, the colour code is the same
as described in Figures 4.29, 4.30, 4.31, 4.32. . . . . . . . . . . . . . . . . 209

240



List of Tables

3.1 Input parameters for typical reference chemical evolution models adopted
for galaxies of different morphological type. . . . . . . . . . . . . . . . . . 55

3.2 Ranges of input parameters explored for the chemical evolution models for
galaxies of different morphological types. . . . . . . . . . . . . . . . . . . 57

3.3 Main features of the sample of starburst galaxies included in our sample.
Objects in the upper part of the table are lensed galaxies. Objects in the
lower part are stacked (‘composite’) spectra of galaxies. . . . . . . . . . . 68

3.4 Abundance ratios of starburst galaxies included in our sample. Lensed
galaxies and stacked spectra are organised as in Tab. 3.3. In parentheses,
the method for log(O/H)+12 estimation is indicated. . . . . . . . . . . . . 69

3.5 Main parameters assumed for our chemical evolution models for starburst
galaxies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.6 Dust prescriptions tested for our chemical evolution models for starburst
galaxies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.7 List of observational papers for dust in galaxy clusters. Besides the dust-to-
gas ratio (DGR), other columns show the radius (in arcmin or Mpc) within
which the estimate is computed, the redshift spanned by the sample/name
of the individual cluster, the instrument and the wavelengths/bands used to
gather data and the method employed to extrapolate the dust estimate. . . . 103

241



List of Tables

3.8 Fiducial model parameters from the single LF based on the median values
of the full WINGs cluster sample (Moretti et al. 2015; Mamon et al. 2019).
The upper table indicate the lower (MG,min) and upper (MG,max) mass lim-
its for irregular, spiral, and elliptical galaxies (Irr, Spi, Ell). On the bottom
Table, fell is the fraction of galaxies that are early-type, α is the slope of the
single LF, n∗ is the richness and Mag∗ is the V-band magnitude identifying
the break luminosity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.9 Fiducial model parameters from the double LF based on the median values
of the full WINGs cluster sample (Moretti et al. 2015). The subscripts b and
f represent the bright and faint end of the double LF, respectively. . . . . . 108

4.1 Properties of the different Milky Way stellar components. . . . . . . . . . . 128
4.2 Fixed parameters for two-infall chemical evolution models. In the first col-

umn we list the variables that remain constant. In the last column, we show
the adopted parameterization. . . . . . . . . . . . . . . . . . . . . . . . . 146

4.3 Input parameters for the Enceladus chemical evolution model. In the first
column we list the input variables of the model. In the second column, we
show the adopted values. . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.4 Parameters for "classical" two-infall chemical evolution models adopted in
this work. Fixed parameters (tmax, Σthick(R), second infall gas abundances
as in Chiappini et al. 2001; Colavitti et al. 2009; Romano et al. 2010) are
shown in the upper Table. The parameters varied are indicated in the lower
Table. For these latter, in the first column we write the name of the model.
In the second column, we list the star formation efficiency of the thin disc
ν2 at different radii (4-6-8-10-12-14-16-18 kpc) from the Galactic center.
In the last column, we indicate the radial flow speed pattern (where present). 150

4.5 Present-day slopes for elemental abundance gradients from the best models
of Figure 4.9 (MW B, MW F, MW D, MW E) and observed slopes from
HII regions, Cepheids and YOC. In the first column, we write the elements
considered in the analysis. From second to fifth column we list the results
obtained by chemical evolution models. In the last two columns, we indi-
cate the results coming from observations. . . . . . . . . . . . . . . . . . . 154

4.6 Variable parameters for revised two-infall chemical evolution models (tmax,
Σthick(R), second infall gas abundances different from Chiappini et al.
2001; Colavitti et al. 2009; Romano et al. 2010) adopted in this work. In
the first column, we write the name of the model. In the second column,
there is the density profile for the thick disc Σthick(R). In the third column,
we indicate the time of maximum infall on the thin disk tmax. In the fourth
column we show the level of enrichment of the second infall episode. . . . 158

242



List of Tables

4.7 Median abundance ratios obtained from APOGEE data of Hayden et al.
(2015) and the best model MW F6. In the first column, we write the el-
ements and the source considered (model or data). In the second, third
and fourth column we list the obtained median abundance ratios (with ±σ
errors) in the radius ranges 3-7 kpc, 7-11 kpc and 11-15 kpc, respectively. . 165

4.8 SN Ia models. Horizontal lines divide the standard models adopted in
chemical evolution (W7 and WDD2), deflagration-to-detonation transition
models (DDT), pure deflagration models (PTD) and double detonation mod-
els (DD). For each set, the main parameters of the benchmark model are listed. 183

4.9 Observed log(X/H)+12 solar abundances for Fe-peak elements and pre-
dicted abundances by our two-infall model using the different SN Ia yield
sets tested. In the upper Table we show the observed photospheric solar
abundances by Asplund et al. (2009). In the lower Table we show chem-
ical evolution models abundances taken at t = 9.25 Gyr in order to take
the time at which the protosolar cloud was formed. Horizontal lines divide
the standard models adopted in chemical evolution (W7 and WDD2), DDT,
PTD, and DD models. The assumed benchmark models are written in bold. 189

4.10 Combination of near-MCh and sub-MCh SN Ia progenitors tested in this
work. The rightmost column shows the suffix placed to indicate variations
from near-MCh DDT L18 and sub-MCh DD L20 benchmark models. . . . 198

4.11 Observed log(X/H)+12 solar abundances for Fe-peak elements and pre-
dicted abundances by our two-infall best models using combinations of SN
Ia yield sets. In the upper Table we show the observed photospheric solar
abundances by Asplund et al. (2009). In the lower Table we show chemical
evolution models abundances taken at t = 9.25 Gyr in order to take the
time at which the protosolar cloud was formed. . . . . . . . . . . . . . . . 210
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