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The topic of evacuation analysis plays an important role in the maritime field, because of its natural
link to safety and also because of relevant SOLAS requirements. In this context, this paper focuses on
the description, testing and validation of an agent-based mathematical model. As primary goal, the model
has been developed targeting a use in evacuation simulations using immersive virtual reality, also with
the possibility of real-time human participation. At the same time, the model is suitable also for stan-
dard evacuation simulations. The model has been developed starting from existing social force models
and introducing a series of improvements, modifications, new modelling, and adaptations. The model is
described in detail, providing and discussing all adopted parameters. The choice of a game engine as
development environment is also discussed, highlighting benefits and limitations. Results from IMO test
cases, validations using experimental data, and comparisons with FDS+Evac are presented. A more real-
istic test case, relevant to the maritime field, with a two-cabin-deck geometry is also presented, together
with corresponding simulation results. Particular attention is paid to the post-processing and reporting
of the results from Monte Carlo simulations, in order to properly reflect, quantify and emphasize the
underlying aleatory uncertainty.
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1. Introduction

In the operational life of a vessel there might be unfortunate cases of emergencies,
such as flooding and fire, which could require the abandonment of the ship. In the
maritime sector, the assessment of the ship layout from the point of view of evacu-
ation is particularly important in case of vessels carrying a large number of people
on-board. The International Maritime Organization (IMO) already recognized, in the
past, the importance of evacuation analysis, particularly in case of ro-ro passenger
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ships. Following the entering into force of SOLAS amendment in MSC.404(96) [31],
evacuation analysis for the evaluation of escape routes, early in the design process, is
presently mandatory for ro-ro passenger vessels constructed on or after 1 July 1999,
and for other passenger ships constructed on or after 1 January 2020 and carrying
more than 36 passengers (see SOLAS/II-2/D/13 [33]). In parallel, the IMO Mar-
itime Safety Committee also approved the revised guidelines on evacuation analysis
for new and existing passenger ships, which are available as MSC.1/Circ.1533 [32].

According to MSC.1/Circ.1533 [32], two methods can be used for the evacuation
analysis: a “simplified” one and an “advanced” one. The simplified evacuation anal-
ysis is based, fundamentally, on a so-called “macroscopic” type of modelling for
the crowd behaviour, based on the evidence that crowds can be approximately mod-
elled by approaches borrowed from fluid-dynamics (e.g. [28,30,36,37]). Instead, the
advanced evacuation analysis is expected to make use of so-called “agent based”
models (in a “mesoscopic” or “microscopic” framework). Agent-based approaches
model the dynamics of each single pedestrian (an “agent”) and allow the control of
each single agent in terms of properties and behaviour, as required by the IMO guide-
lines. As a result, agent-based approaches allow considering the heterogeneity of the
population and obtaining information concerning the state of each single pedestrian
(an “agent”) at each time instant during the simulation.

Different agent-based evacuation simulation tools have been developed in the past,
with some of them specifically targeting the maritime field. An example list of some
tools for evacuation analysis is reported in Table 1, indicating also those models
that have been originally developed specifically for application in the maritime field.
More extensive lists are given by, e.g., Deere [4] and Montecchiari [47].

Various classifications of evacuation models and corresponding evacuation tools
have been proposed in literature (e.g. [9,71,79]). One major differentiation between
different models can be identified in the space representation. In models such as
cellular automata (e.g. [19,64]) agents can occupy a discrete set of positions, whereas
in models such as the social force (e.g. [23,45]) and velocity based models (e.g. [6,8,

Table 1

Examples of evacuation simulation tools

Name References Space representation

AENEAS/PedGo∗ [46,69] Discrete

EvacSim [51] Hybrid

EVI∗ [17,70] Hybrid

FDS+Evac [25,40] Continuous

VELOS∗ [14,15] Continuous

VISSIM/VISWALK [29,58] Continuous

STEPS [66,72] Discrete

SIMPEV∗ [19,55] Discrete

MaritimeEXODUS∗ [10,12] Discrete
∗ Specifically developed for maritime field.
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60]) the set of agents possible positions is continuous. Models based on continuous
space are computationally more expensive, but are generally more realistic and more
flexible. Table 1 provides information on the space representation for the reported
example tools, and “hybrid” indicates a space representation that combines elements
of continuous and discrete approaches.

While single agent-based tools can significantly differ in their underlying math-
ematical model, they are typically characterised by being stochastic. Therefore, the
simulation output must be analysed in the ensemble domain, and Monte Carlo sim-
ulations are often implemented for this purpose. As a result, it is fundamental that
simulation results are analysed by properly addressing, quantifying and reporting
the aleatory (or irreducible) uncertainty of the model, i.e. that part of uncertainty
which is intrinsic to the modelled phenomenon. In principle, it would be worth tak-
ing into account also epistemic (or reducible) uncertainty (e.g. [7,27]), i.e. that part
of uncertainty, related to the modelling itself, which could potentially be reduced by
increasing the knowledge of the system (e.g. by gathering more data or improving the
model itself), although this is often a conceptually more complex and subtle subject
which goes beyond the scope of this paper. The correct representation of uncertainty
is fundamental especially when simulation outcomes are compared to experimental
data for validation or calibration purposes, and in this case the uncertainties related
to the experimental data should also be quantified and considered in the comparison.

Validation, in particular, is an important and complex step in the development
of a mathematical model for engineering purposes. Results from simulations and
experiments can be compared on a qualitative (see, e.g. [64]) or a quantitative basis.
The IMO test cases in MSC.1/Circ.1533 [32] represent a mostly qualitative type
of validation. Unfortunately, performing human evacuation experiments is difficult,
and assessment of associated aleatory uncertainty is especially difficult. Therefore,
the availability of highly controlled validation data sets in literature is limited (e.g.
[35,44]). For the model presented herein, example quantitative validation based on
real experiments has been reported by Santos et al. [63].

In particular, few validation data sets are specifically related to the maritime field.
A valuable unique contribution in this respect has been produced during the project
SAFEGUARD [62], where full-scale evacuation trials were performed on a ro-ro
passenger ship and on a large cruise vessel. Resulting data have been reported by
Deere et al. [5], Galea et al. [11] and Brown et al. [1].

From an application perspective, models used for advanced evacuation analysis
in the maritime field are typically run in batch mode, without any real-time user
participation, with VELOS [14,15] being a notable exception. Giving, instead, the
possibility for a user to interact with the simulation in real-time, through immersive
virtual reality, can give the opportunity to explore new uses of evacuation simulations
for design, for training of passengers and crew, and also for the development and
calibration of mathematical models. In this latter respect, in fact, results by Moussaïd
et al. [50] and Olivier et al. [53] indicate that virtual reality experiments, which are
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highly controllable, have potential for being used as a complementary information
to real world data.

Considering the importance of evacuation from a safety perspective, the described
potentialities of virtual reality, and the importance of using validated tools, it is there-
fore deemed useful to pursue the development of an evacuation tool which can po-
tentially allow real-time human participation and which is also verified and vali-
dated. This paper, therefore, presents the phase of such an activity that is specifically
aimed at the development, verification and validation of the agent-based mathemati-
cal model governing the evacuation process. A subsequent phase of the research then
aimed at exploiting the tool capabilities regarding virtual reality and real-time human
interaction [47–49].

From the point of view of modelling, Helbing and Molnar [23] introduced the so-
cial force model to describe pedestrian behaviour. The social force model simulates
pedestrian dynamics by treating agents as rigid bodies that are forced by interac-
tion and motive forces. This social force model can reproduce most of the observed
patterns of crowd behaviour, also in panic conditions, as reported by Helbing et al.
[21]. Different modifications of this social force model have been proposed in the
past in order to add the possibility to simulate specific human behaviours, e.g. Xi et
al. [74] model group behaviour and vision field, Johansson et al. [39] model waiting
behaviour, Qu et al. [59] model the behaviour on stairs. A notable modified version
of the original social force model by Helbing and Molnar [23] has been developed
and implemented in the FDS+Evac evacuation simulation tool [40]. The social force
model represents the basis also for the modelling presented in this work.

In the following, firstly, the model is summarised, while details of the implemented
mathematical model are described in the Appendix, providing and discussing all the
adopted parameters. The model is based on the social force approach by Helbing
and Molnar [23] and it represents a modification of the FDS+Evac modelling [40].
The reference starting models have been modified in a series of aspects, to introduce
some improvements, where deemed appropriate, to make the model better suited for
applications targeting real-time human participation and to better adapt the model to
the used development environment. The mathematical model is described in detail
for two main reasons: to allow reproducibility and because, during the present study,
it was observed that modelling details can have an impact on simulations outcomes.
After the description of the mathematical model, the choice of the development en-
vironment, the Unity3D game engine [67], is discussed, highlighting benefits and
limitations. Then, test results are reported together with comparisons with results
obtained by the software FDS+Evac [40] and/or with experimental data [76,78],
for testing and validation purpose. Particular attention is paid to reporting results
by quantifying the associated aleatory uncertainty, providing, therefore, useful addi-
tional information regarding the distributions of the analysed characteristics. A new
test case, targeting specifically the maritime field and derived from the cruise ves-
sel data from the SAFEGUARD project [62], is finally described, and simulation
outcomes are reported and commented. Scope of this proposed test case is to have
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a geometry which is sufficiently representative of a realistic ship geometry, while
still being sufficiently simple for being implemented also in case of early software
development and when testing different tools/mathematical models. All results are
reported in detail, in order to facilitate possible comparisons by other researchers
using different tools. Concluding remarks are finally provided. It is noted that this
work provides information on part of a more extensive development that has been
thoroughly described by Montecchiari [47].

2. Mathematical modelling

The simulation approach presented herein is based on the social force model. In
particular, the social force-based model was implemented starting from Helbing and
Molnar [23] and from the model embedded in FDS+Evac [40]. However, the ref-
erence starting models have been modified in a series of aspects, to introduce some
improvements, where deemed appropriate, to make the model better suited for appli-
cations targeting real-time human participation and to better adapt the model to the
used development environment.

Details regarding the modelling are provided in the Appendix, and this section is
intended to report some essential aspects.

Basically, the reference social force modelling describes the dynamics of each
agent as that of a rigid body with three degrees of freedom, i.e. two planar translations
and one rotation. The dynamics of each agent is governed by rigid body dynamics
laws, i.e.{

mi · ẍi (t) = Fg
i (t)

Iz,i · φ̈i(t) = T
g
i (t)

(1)

where mi (kg) is the mass of the ith agent, xi (t) (m) is its instantaneous two-
dimensional position vector, Fg

i (t) (N) is the global instantaneous force vector acting
on the ith agent, Iz,i (kg · m2) is the agent moment of inertia, φi(t) (rad) is the in-
stantaneous orientation angle, T

g
i (t) (N · m) is the instantaneous torque acting on

the agent and dots indicate differentiation with respect to time. The movement of
each agent in vertical direction, when relevant (e.g. on stairs – see Section A.9), is
governed by geometrical constraints.

Each agent has its own characteristics (see A.2), and the global instantaneous
force Fg

i (t) and torque T
g
i (t) are given by the sum of different contributions. The

various contributions model specific human behaviours or attitudes, namely: mo-
tive force/torque (see Section A.3), agent-agent interaction (see Section A.4), agent-
wall interaction (see Section A.5), counter-flow (see Section A.6), and random
force/torque (see Section A.7). Memory effects can also be introduced through so-
called nervousness effects (see Section A.8). Furthermore, modelling is also needed
to address agent-agent and agent-wall contacts/collisions (see Section A.11)
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The Appendix describes in detail all aspects of the modelling, as well as the modi-
fications introduced in the present model compared to the considered reference mod-
els. The developed modifications are diversified and range from small improvements
and adaptations, or specific choices of parameters, to completely new modelling,
depending on the case.

3. Development environment

While the presented model is suitable for classical batch simulations, the final
target of the associated research, for which this paper represents the model develop-
ment phase, is to explore the possibilities of human participation inside a simulation
through the use of virtual reality (see [47]). As a result, the development environ-
ment was consequently chosen, making reference to the technology already avail-
able for games development. The simulation model was implemented through the
game engine Unity3D [67], since it allows a direct implementation of real-time user
interaction. Moreover, it also comes with tools that can be used effectively in the
development process. The principal benefits from the selected development environ-
ment can be summarised as follows:

• The integration of the rigid-body equations of motions as well as the addressing
of contacts can leverage on the integrated physics engine PhysX [52]. Moreover
the physics engine offers an optimized ray-casting algorithm that has been used
to prevent agents from interacting when separated by walls, decks, landings,
stairs etc.

• The environment allows a direct importing and straightforward rendering of
geometries described by generic 3D meshes.

• Within the development environment, the on-going simulation can be visual-
ized in real-time, with the possibility to visualize and modify the simulation
parameters on the fly.

• There is the possibility of easily implementing an interactive third person view
of the simulation process allowing a real-time view of the on-going simulation.
The view is based on clipping planes which is a feature very useful in case of
ships where, typically, there are multiple decks.

• The deployed application can be run in batch-mode. Batch mode can be much
faster than real-time, with the increase of speed depending on hardware, com-
plexity of geometry and number of agents. This feature is relevant for classic
design purposes, without human participation.

• The chosen environment features many tools to develop interactive virtual real-
ity environments. It offers the possibility to add sound effects and lights to the
scene. Moreover, it offers an implementation of a first person camera view that
can be easily attached to an agent. Using this feature, a real-time human partici-
pation has been implemented [47–49], where users can control the motive force
of an avatar while the other computer-controlled agents interact with the avatar
as they would normally do with a standard agent.
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During the development, some limitations associated with the choice of using a
game engine environment have also been encountered, which can be summarised as
follows:

• The physics engine uses single precision arithmetic to enhance performance.
Due to single precision even deterministic simulations loose determinism when
run on different platforms. Although results are qualitatively the same, cross-
platform determinism is not guaranteed. However, simulation outputs are inher-
ently stochastic (due to the aleatory uncertainty of the problem) and simulation
results must be analysed in the ensemble domain. For this reason, even if two
platforms provide different results for the same simulation input (for a fixed
random seed value associated to the generation of random effects), the outputs
deriving from Monte Carlo simulations and analysed in the ensemble domain
are statistically equivalent.

• The collision model implemented in PhysX is not really suited for treating very
high density situations, where many collisions occur at the same time and agents
are almost constantly in contact with each other. The force-based spring-damper
approach used by Helbing et al. [21] could be more suitable for these situations,
but it requires significantly decreasing the integration time step, becoming prob-
lematic when the target is real-time simulations, as in the present case. Such
situations are also difficult to be reproduced through virtual reality, due to the
lack of perception of contact [57]. However, the contact model in the chosen de-
velopment environment was considered to be appropriate for the purpose of the
study reported herein, which addresses simulated and experimental conditions
characterised by sufficiently calm egress where contacts are occasional and not
continuous. Moreover, such an orderly evacuation condition is also the typical
situation addressed from a design perspective.

The highlighted limitations, although worth to be borne in mind, have however
not prevented an effective and fully functional implementation of the model within
the Unity3D [67] environment.

4. Application

A series of test applications are reported in this section. These applications com-
prise two IMO test cases from MSC.1/Circ.1533 [32] where the developed tool is
compared with results from FDS version 6.3.2 and Evac version 2.5.1 [40]. Sub-
sequently, simulations are compared with experimental data regarding flow-density
relations using a set of experiments provided by Zhang [76] and Zhang et al. [78].
Finally, a two-cabin-deck test case is presented as an extension of IMO Test 10. For
the definition of the geometry of this latter example, reference was made to SAFE-
GUARD Validation Data Set SGVDS2 [1,5,10,62]. Results from the tool developed
according to the presented model are hereinafter indicated as “UNITS”.
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4.1. IMO test cases

MSC.1/Circ.1533 [32] suggests a series of test cases for the verification and vali-
dation of evacuation simulation tools. Herein, two test cases are considered, namely
Test 8 and Test 11, whose outcomes are presented together with comparisons with
results from FDS+Evac [40]. As described more thoroughly in the following sub-
sections, IMO Test 8 addresses a situation of evacuation in the presence of counter-
flow, while IMO Test 11 addresses a condition of evacuation through stairs. Both the
tool developed herein as well as FDS+Evac fulfil the, mostly qualitative, require-
ments from MSC.1/Circ.1533 [32]. It is anticipated that the two test cases are passed
by both tools. However, the comparisons highlight differences between the outcomes
from the two tools, which stress the need for further comparisons possibly based on
more quantitative experimental data. The main parameters used for IMO test case 8
and 11 are reported in Table 2.

4.1.1. IMO test case 8 – counter-flow condition
During the evacuation process there may be situations where agents are directed

towards opposite or different directions. In the maritime field this may happen es-
pecially when the crew need to move towards internal zones of the ship while pas-
sengers need to move towards assembly stations. The flow rate in these counter-flow
conditions is affected by the way people interact to avoid each other while moving
towards the respective target. The IMO test 8 qualitatively addresses a counter-flow
condition in terms of egress time, in order to assess the capability of the software
to consistently model such a situation. The geometry of the test case is reported in
Fig. 1.

Table 2

Main parameters used for IMO test case 8 and IMO test case 11 in MSC.1/Circ.1533 [32]

Agent radii FDS+Evac “Male” class (see Table A.2)

Unimpeded speed vU Distribution U (0.97 m/s, 1.62 m/s)

Ascending stairs speed vUup vU · 0.49

Descending stairs speed vUdown vU · 0.66

Fig. 1. Geometry of IMO test case 8.

8



G. Montecchiari et al. / Ship evacuation simulation using a game engine 137

The test comprises four different conditions. In the first one, 100 agents (group
L) are placed at the back of the left room (room L) with an initial density of 3 p/m2

and they are moving towards the opposite room, while the right room is empty. In
the other conditions the number of people in the right room (group R), which are
directed towards room L, is increased to 10, 50 and, finally, to 100. MSC.1/Circ.1533
[32] requires that the time the last agent in group L enters room R increases with the
number of people starting from room R.

Results from simulations regarding agents initially in room L are shown in Fig. 2.
A total of 250 independent realizations were carried out for each condition. The
graphs show the time histories of 5%, 25%, 50%, 75%, 95% percentiles of the num-
ber of agents coming from room L and not yet in room R, as obtained from ensemble
domain analysis at each time instant. It can be noticed that both models pass the test,
as it is observed that the egress duration increases with the number of counter-flow
agents.

In general, results from UNITS code show a faster exit (here exit is meant as the
arrival in room R from room L) compared to FDS+Evac. Looking at the curves of
instantaneous ensemble percentile levels, it can be noticed that the 95% one is the
farthest from the others, indicating a long tail of the instantaneous distribution for the
number of agents. This means that, in some cases, the exit time can be significantly
larger than the median exit time, and this indicates the importance of reporting, in
a detailed way, the aleatory uncertainty associated with the results of an evacuation
analysis. It can also be noticed that the exit time from FDS+Evac increases much
more significantly that in case of UNITS as the number of agents in counter-flow
increases. From observation of the obtained simulations it could be noticed that this
difference is due to the fact that in UNITS simulations the implemented counter-flow
model tends to lead to the fast formation of two ordered lanes, which prevents the
occurrence of jamming. Instead, the lane formation process in FDS+Evac simula-
tions is slower and less organized, with a consequent increase of exit time. Using the
median results as reference, the ratio between exit times from UNITS simulations
and FDS+Evac simulations reduces as the number of counter-flow agents increases,
giving ratios 0.94, 0.78, 0.68 and 0.62 for 0, 10, 50 and 100 counter-flow agents,
respectively.

In order to analyse the differences in the formation of the lanes between the two
models, the graph clustering method described by Schaeffer [65] has been used,
which has already been used in the past also by Roggen et al. [61] to recognise
group behaviour in crowds. The application of this approach (see [47]) showed that
FDS+Evac simulations are characterised by a more noticeable presence of sepa-
rate groups compared to outcomes from UNITS code, where agents tends to or-
ganise more orderly in lanes. FDS+Evac agents are therefore less organized than
UNITS agents and the flow rate in FDS+Evac is often interrupted. The observed
better organization behaviour arising in UNITS simulations is essentially due to the

9



138 G. Montecchiari et al. / Ship evacuation simulation using a game engine

Fig. 2. IMO test case 8. Number of agents of group L not yet in room R (top: UNITS; bottom: FDS+Evac).
Curves report 5%, 25%, 50% (median – thicker line), 75% and 95% percentiles from ensemble domain
analysis of 250 realizations.

strength of the counter-flow force and to the parameter regulating the preferred di-
rection.

The difference between UNITS and FDS+Evac results highlights the possibility
of marked differences between two simulation models which are both passing the
IMO test case 8, but it is not possible to decide on which model is more realistic in
absence of experimental data. However, it is reasonable to suppose that experimental
data could as well be influenced by variability of organizational skills depending
on the tested population, similarly to what was observed by Chattaraj et al. [2] in
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Fig. 3. Geometry of IMO test case 11.

case of tests related to flow-density relation analysis. The reported observations also
highlight the value of assessing evacuation performance with different simulation
tools.

4.1.2. IMO test case 11 – evacuation through stairs
The presence of stairs is inevitable in the vast majority of passenger ships. More-

over, elevators cannot be used during emergency conditions such as fire or flooding.
During evacuations, congestions tend to be generated in front of stairs, due to the
reduction in clear width and reduced velocity of evacuees on stairs. It is therefore
important that software tools can accurately simulate the behaviour of passengers
in such conditions. IMO test case 11 aims at testing the software’s capability of
correctly simulating congestion conditions at the entrance of stairs. The planar ge-
ometry of IMO test case 11 is shown in Fig. 3. Although the IMO test case 11 does
not specify the characteristics of the stairs, herein a nominal stairway is considered
with length of 10 m and height of 6 m, corresponding to an incline of 31°. In the test
case, 150 agents are initially placed inside the room and are directed towards an exit,
which is assumed to be placed at the end of the stairway. It is expected that conges-
tion appears at the entrance of the corridor and at the beginning of the stairs, while a
steady flow should originate within the corridor. In order to analyse the occurrence
of congestion, time histories of agents’ densities are calculated in areas A, B and C,
indicated in Fig. 3.

Given a closed region � with area A� (m2) the instantaneous density δ�(t) (p/m2)
in the region � is determined as:

δ�(t) = n�(t)

A�

(2)

where n�(t) (p) is the number of agents inside the region � at time t . The density
δ�(t) has been analysed from UNITS and FDS+Evac simulations on the basis of
250 random realizations for each simulation tool, and results are reported in Fig. 4.

Results in Fig. 4 indicate that, after the time necessary for the agents to reach the
base of the stairs, the congestion is located only at the stairway entrance and the
density in the corridor is low. As the simulation proceeds, the congestion spreads
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Fig. 4. IMO test case 11. Time dependence of density for different areas. Reported curves correspond
to 25% (dotted lines), 50% (median – thicker lines) and 75% (dotted lines) percentiles from ensemble
domain analysis of 250 different realizations.

upstream along the corridor reaching region B causing a sharp rise of density (ap-
proximately after t = 30 s). Afterwards, the density remains almost constant, until
it decreases due to the fact that the room is progressively emptied. It can be noticed
that the behaviour simulated by FDS+Evac and by the UNITS code is very similar,
although FDS+Evac densities tend to be smaller. Furthermore, the total egress time
from FDS+Evac is, for this test, shorter than that from the UNITS code.

Further insight into the time-space evolution of the density in the corridor can be
obtained by analysing results from UNITS simulations, as reported in Fig. 5. The
figure shows the average density, over 250 realizations, in rectangular regions placed
at different positions along the corridor. The region of analysis is 1.5 m wide and 2
m long, as those in Fig. 3. The position of the measuring region is indicated by the
coordinate x of its left edge, with x = 0 m corresponding to a region at the start of
the corridor. The analysis is carried out with regions shifted by a spacing �x = 0.1
m, covering the entire corridor.

Results in Fig. 5 clearly show the spreading of the high-density region from the
bottom of the stairs upstream throughout the corridor. The spreading speed, corre-
sponding to the slope of region characterised by the sharp density rise, is approxi-
mately 1.5 m/s. Within the high density region, some oscillations of density in time
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Fig. 5. IMO test case 11: time-space analysis of average density in the corridor (250 realizations). UNITS
results.

and space are present. Subsequent observations of the simulation outcomes have
shown that these oscillations are associated with the occurrence of stop-and-go phe-
nomena, as described by Helbing et al. [22].

4.2. Flow-density relation

Relations between flow and density, or speed and density, play an important role
in the estimation of evacuation performance of a designed ship arrangement. Qual-
itative requirements for the flow-density relations are present in MSC.1/Circ.1533
[32]. This relation was exhaustively discussed by Weidmann [73] who proposed an
analytical relation between density and specific flow, i.e. the so-called “fundamental
diagram”. Subsequent investigations, e.g. Chattaraj et al. [2] and Zhang [76], have
shown that such relations may depend on the specific geometrical details of the con-
sidered layout, or on pedestrian characteristics. In addition, it is worth noting that
the concept of “fundamental diagram” is relevant also to the field of vehicular traf-
fic analysis (e.g. [3,13,54]), where the focus is on speed/flow/density relations for
vehicles rather than pedestrians.

The feature common to all fundamental diagrams is the fact that the specific flow
(the flow normalized by facility width) grows with density until a certain value called
“capacity of facility”, and then it decreases, until it reaches zero (corresponding to
the condition of jamming). This behaviour is mentioned in MSC.1/Circ.1533 [32],
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where, in IMO test case 12, it is qualitatively required that the flow of persons in
an unobstructed corridor is generally smaller at high densities compared with that
obtained in case of low densities.

Due to the discrete Lagrangian nature of the agent-based microscopic model, the
flow associated with a simulation run can be defined in different ways [76]. Consid-
ering the situation of a unidirectional flow in a rectangular corridor, the definition
adopted herein for the instantaneous flow ��(t) (p/s), associated with the rectangu-
lar measurement region � having the same width of the corridor, is described by the
following equation:

��(t) = δ�(t) · v̄� · bCORR (3)

where δ�(t) is the density (p/m2) as defined in (2), v̄�(t) (m/s) is the mean speed
component of agents along the corridor axis within �, and bCORR (m) is the width
of the corridor.

Two cases are considered herein, for which experimental data are available,
namely:

• A corridor [76];
• A T-junction ([76] and see also [78]).

Simulations are compared with available experimental data in the two mentioned
cases in order to assess whether the expected qualitative behaviour for the flow-
density relation is reproduced, and to analyse, for validation purposes, the level of
agreement between simulations and experiments. According to Zhang [76], in both
experimental test cases the population was composed of young adults having free
walking speeds uniformly distributed in the interval 1.55 ± 0.18 m/s. Herein, such
speed has been taken as the unimpeded walking speed of agents. In both cases the
dimensions of agents in the simulations are taken in accordance with Table A.2.

Simulations have been carried out and analysed in accordance with the experi-
ments and corresponding data analysis from Zhang et al. [77,78]. The flow-density
relation was estimated by determining the density and the correspondent flow only
in the portion of the simulations where the flow could be considered sufficiently sta-
tionary, neglecting, therefore, transients. A total of 100 realizations were carried out
for each test case and time windows of stationarity were manually determined for
each test case by analysing the time histories of ensemble mean values of density
and speed.

4.2.1. Flow-density relation in a corridor
The case of evacuation through a corridor is relevant to the case of ship evacuation,

as ship arrangements always feature corridors that may eventually be used during an
evacuation process. Moreover, as one of the main targets of ship evacuation analy-
sis is the detection of congestions (high density situations with low flow rate), the
capability of an evacuation simulator to reproduce such congestions is clearly fun-
damental. Figure 6 shows the geometry of the test case by Zhang [76] characterised
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Fig. 6. Geometry of unidirectional flow experiment by Zhang [76].

Table 3

Parameters of considered corridor experiments, according to Zhang [76]

bR(m) 0.50 0.60 0.70 1.00 1.80 1.80 1.80 1.80

bE(m) 1.80 1.80 1.80 1.80 1.80 1.20 0.95 0.70

n 61 66 111 175 220 170 159 148

Fig. 7. Unidirectional flow test case. Flow-density relation. Left: UNITS results, Right: FDS+Evac results.

by a corridor width of 1.8 m. In order to change the density in the corridor, nine
test conditions were considered by varying the room exit width bR , the corridor exit
width bE and the number n of people, as reported in Table 3.

The flow–density relation as obtained by the UNITS code and by FDS+Evac are
reported in Fig. 7. In order to compare simulations with the experimental results
presented by Zhang [76], data are reported in terms of actual flow (see (3)) instead
of the more commonly used specific flow (i.e. flow normalised by the width of fa-
cility). To avoid an excessive number of curves, the figures report only median val-
ues conditional to the density, as derived from the flow–density data obtained from
simulations. Since experimental data have been reported by Zhang [76] in terms of
scatter plots, herein reference experimental data are reported as areas where scatter
data from Zhang [76] are (approximately) present.

Results in Fig. 7 show that the main patterns of the flow-density relation are re-
produced by the simulations. The maximum flow corresponds to a density of ap-
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proximately 2 p/m2, which is in agreement with test results and with most of the
fundamental diagrams presented by Chattaraj et al. [2]. There is a notable difference
between the simulated flow rate of those situations where the exit has the same width
as the corridor (bE = 1.8 m) and those where the exit is narrower than the corridor
(bE < 1.8 m). These two conditions are also linked with the marked discontinuity,
located approximately at density of 2 p/m2, which can be clearly noticed in both
UNITS and FDS+Evac results. The observed differences can be associated to the
fact that when the exit width is narrower than the corridor width, agents have to or-
ganize to exit from the corridor, and this generates situations with high density but
very low speed in both UNITS and FDS+Evac simulations. Instead, according to
the scatter plots by Zhang [76], the actual behaviour from experiments seems to be
smoother. Moreover, experiments do not reach densities as high as those reached in
the simulations. This might be due to the fact that humans can organize better than
simulated agents when exiting from the bottleneck. It is also reasonable to think that
people try to slow down in advance if they see a clogging ahead, and this behaviour
might prevent the density from rising to high values. Instead, in the social force mod-
els characterised by short-range interaction forces, agents slow down only when they
are very close to other agents, and this results in higher density conditions.

UNITS results in Fig. 7 show also a peculiar behaviour in the region of very high
density, around 5 p/m2. Specifically, for bR = 1.80 m − bE = 0.95 m there is a
marked local peak in the value of flow, and a similar, but smaller peak is visible also
for the case with bR = 1.80 m−bE = 1.20 m. A direct comparison with FDS+Evac
is not possible, because simulations from FDS+Evac do not reach such high densi-
ties. The exact reason for the appearance of this behaviour in UNITS simulations is
not clear at this stage, but it may be the result of specific combinations of parameters
(force modelling, exit width, dimensions of agents, etc.) that favour a faster flow. It
shall also be noted that the available data sample in the region of high densities is
more limited, and this leads to higher sampling uncertainty in the analysis of data.
Overall, this is an observed result that would be worth additional investigation.

The analysis of aleatory uncertainty associated with simulated data offers valuable
additional information also in this situation. Figure 8 presents scatter plots from sim-
ulations using the tool developed herein, together with 5%, 25%, 50%, 75%, 95%
percentiles (conditional to density). The observed spread of data indicates the diffi-
culty in the quantitative determination of a representative flow-density relation with
too few tests. The dispersion of flow data conditional to the density is smaller in low-
density conditions and larger in high-density conditions. An increase of conditional
dispersion of flow given density in high-density conditions can also be noticed in the
experimental scatter plots from Zhang [76]. This behaviour shows that, while for rel-
atively low densities the flow-density relation is well determined by the unimpeded
speed and by the geometry, in high density conditions the capability of organization
of people has an important effect and can lead a high level of uncertainty.
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Fig. 8. Unidirectional flow test case. Scatter plots and 5%, 25%, 50%, 75%, 95%, conditional percentiles
of flow given density for a set of different simulation conditions.

Fig. 9. Geometry of the T-junction test case. Reference areas are highlighted: left region (L), right region
(R), front region (F).

4.2.2. Flow-density relation in a T-junction
T-junctions are a type of element which is typically present in the arrangement of

vessels [32,62], especially in case of large passenger vessels with cabin areas. The
flow-density relation inside a T-junction can be different from the one measured in
a simple corridor, as observed by Zhang [76] and Zhang et al. [78]. Moreover, the
flow-density relation is also different depending on the specific measurement area
in the T-junction. A comparison between data provided by Zhang [76] and Zhang
et al. [78] and simulation results obtained from FDS+Evac and the UNITS code
was therefore performed. Figure 9 shows the geometry of the T-junction used in
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Fig. 10. T-junction test case. Conditional median specific flow for each test condition and for each mea-
surement area (top: front region-F; bottom left: left region-L; bottom right: right region-R), as obtained
from the analysis of UNITS simulations, and comparison with experimental data. Boxes contain the value
of the exit width bR . Total number of realizations in the Monte Carlo simulations: 100.

the experiments by Zhang [76] and Zhang et al. [78]. The properties of the agents
population used for the simulation are the same as the ones specified in Section 4.2.1
herein, for the corridor test case.

In order to allow comparison with experimental data presented by Zhang [76] and
Zhang et al. [78], results are reported in this section in terms of specific flow (flow
normalized by the width of facility). Figure 10 reports UNITS results as conditional
median specific flow for each test condition and for each region highlighted in Fig. 9.
A total of 100 Monte Carlo realizations were carried out, and, in the analysis of
simulations, only data at stationary states were considered. The figure also reports
an indication of the region of graph corresponding to the experimental scatter data
from Zhang [76] and Zhang et al. [78] for all values of bR .

From results in Fig. 10, a series of considerations can be done. For both the left
and right region, simulated cases with bR = 1.50 m and bR = 2.40 m allow reaching
higher densities compared to the other configurations (bR = 0.50 m, 0.60 m, 0.80 m,
1.00 m, 1.20 m). However, the flow-density relation obtained by simulations seems
to be smoother for the right region compared to the left region. In fact, in the left
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region there seems to be a sharp decrease, or a discontinuity, or a gap, in the region
of densities around 1.5 ÷ 2.0 p/m2. Instead, in case of the right region, there seems
to be a smoother transition between the low-density and the high-density conditions.
However, experimental data show a more similar and smooth behaviour for the right
and left regions. In the front region, conditions of very high densities are not reached,
neither in the simulations nor in the experiments. Nevertheless, the specific flow ap-
pear to keep on increasing for a wider range of densities compared to the left and
right regions, both in the experiments and in the simulations. Although simulation
results do not match quantitatively well the experimental data, it looks like the trend
is nevertheless qualitatively captured. Also for the present case of T-junction an anal-
ysis of scatter data was carried out, which, similarly to the case of unidirectional flow
(see Fig. 8), highlighted a larger dispersion in case of high density compared to the
case of low density.

Finally, Fig. 11 compares simulation results from both UNITS code and FDS+
Evac with experimental data by Zhang [76] and Zhang et al. [78], by joining data
from all conditions with different exit widths bR . Outcomes from FDS+Evac and
UNITS show flow rates which are in general higher than those obtained from the
experiments, especially in intermediate-density conditions. However, it is to be noted

Fig. 11. T-junction test case. Comparison between experimental data from (Zhang [76]; Zhang et al. [78])
and simulations for all values of exit width bR . Top: UNITS, bottom: FDS+Evac. Graphs report scatter
data and conditional specific flow percentiles (5%, 25%, 50%, 75% and 95%), together with the region
associated with experimental data. Total number of Monte Carlo realizations in the simulations: 100 for
each value of exit width bR .
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that experimental values reported by Zhang [76] and Zhang et al. [78] show that the
speed of the subjects during the tests was lower than the average unimpeded speed,
even in condition of very low density. This means that there was a tendency from
the subjects, during the tests, to move slower than in unimpeded conditions even
in situations without obstacles. This might be explained by the fact that people in
a T-junction, knowing that they will eventually have to change direction, tend to
slow down with respect to a corridor situation, and this type of behaviour is not
modelled in the two simulation codes which are characterised by relatively short-
range interactions among agents.

A qualitative difference in the specific flow-density diagram between the front
and lateral (right and left) areas can be observed both from FDS+Evac and UNITS
simulations. A qualitatively similar difference is present also in the experimental
data, as visible in Fig. 11 and as remarked also by Zhang [76] and Zhang et al. [78].
In the front area the specific flow-density diagram shows an almost linear behaviour
both in case of FDS+Evac and UNITS, with a limited saturation at higher densities.
Instead, experiments from Zhang [76] and Zhang et al. [78] show, first, an almost
linear increase of specific flow with density (up to about 1 p/m2), and then a reduced
increasing trend with an increase in the data dispersion. This particular characteristic
from experimental data might be due to the fact that, in the real situation, people
tend to change their desired speed when they see many other people coming from the
opposite direction, and this type of behaviour is not modelled in the two simulation
codes which, as said before, are characterised by relatively short-range interactions
among agents.

In the lateral (right and left) areas, the increase of specific flow with the density
tends to saturate early, and simulations overpredict the initial growth of specific flow
for low densities. FDS+Evac and UNITS codes show similar outcomes in the left
region, whereas they differ more markedly in the right region. In the left region,
both UNITS and FDS+Evac show a sharp decrease, almost a jump, of specific-flow
when the density exceeds approximately 1.5–2.5 p/m2, although such jump is more
evident in case of UNITS. In the right region, a jump is visible in FDS+Evac out-
comes above a density of about 1 p/m2. Below this density, experimental data are
overpredicted, while FDS+Evac shows a better matching with experiments at higher
densities. Instead, results from UNITS in the right region do not show such a jump,
and the specific flow, after a first increase, remains almost invariant for densities in
the range 1.0–2.5 p/m2, and then it slowly decreases. In general, UNITS simulations
in the right region tend to overpredict the specific flow in comparison to the exper-
imental data. This discrepancy between simulations from UNITS and experimental
data might be due to the combination of two factors. Firstly, the unimpeded speed
suggested by the experimental measurements could be too high for use in the con-
sidered T-junction condition, and this is indicated, in particular, by the results in the
front region. Secondly, another source of discrepancy could be a too strong right
preference in the counter-flow model.
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4.3. Two-cabin-deck test case

In this section, a test geometry is proposed which is directly relevant to the mar-
itime field. Scope of the proposed geometry is to be complex enough for being repre-
sentative of a realistic case, while still being sufficiently simple to allow comparative
exercises and code testing without too significant efforts in the geometrical mod-
elling of the environment. The arrangement of the proposed geometry is presented
in Fig. 12. The proposed geometry was derived as a direct simplification of the ge-
ometry from the SAFEGUARD Validation Data Set 2 (SGVDS2) [11], which corre-
sponds to the case a cruise vessel. For the development of the simplified geometry
in Fig. 12, the aft portions of decks 5, 6, 7 of the entire SGVDS2 were considered.
Decks 5, 6, 7 from SGVDS2 correspond to decks 1, 2, 3 in Fig. 12. Deck 2 and
deck 3 are cabin decks having the same layout, while an assembly station is assumed
to be placed on deck 1, as a simplification of the corresponding one on deck 5 of
SGVDS2. The connection between the decks is made through a single staircase that

Fig. 12. Arrangement of the two-cabin-deck test case. The variable zd indicates the vertical coordinate of
each deck plane, while hd indicates the height of each deck. Areas used for the analysis of simulations
are indicated as 1A, 2A, 2B, 2C, 3A and 3B.
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Fig. 13. Arrangement of the two-cabin-deck test case. Detailed view close to the staircase.

rises from deck 1 to deck 3, and this staircase corresponds to stairs 8, 10 and 12 from
the SGVDS2 geometry. For the sake of simplification, all cabins in Fig. 12 have the
same dimensions and the exit of each cabin is placed in the middle of the corre-
sponding side. The dimensions of stairs and landings, as well as the heights of the
decks are the same as those reported by Galea et al. [11]. All landings are positioned
at mid-height between the corresponding upper and lower decks. Figure 12 provides
detailed measurements as well as the indication of areas which are used for the anal-
ysis of simulations. An enlarged view of the portions of deck close to the stairs is
shown in Fig. 13.

An evacuation scenario has then been setup. In order to observe clogging phe-
nomena and clearly identify conditions of high density, two agents are placed within
each cabin at the starting of the simulation, for a total of 288 agents. Agents distri-
bution follows the age/gender population groups distribution reported in Table 3.1 in
MSC.1/Circ.1533 [32]. For each ith agent, the unimpeded speed on stairs was de-
fined to be proportional to the unimpeded speed on flat terrain, vu

i . The proportional-

ity is reflected through two coefficients, namely k
S,up
group(i) and k

S,down
group(i), that depend on

the group the ith agent belongs to (see Table 4). The coefficients of proportionality
were set by noting that the bounds of the intervals of unimpeded speed on stairs in
Table 3.5 of MSC.1/Circ.1533 [32] scale with an approximately constant coefficient
with respect the bounds of the intervals of unimpeded speed on flat terrain in Ta-
ble 3.4 of MSC.1/Circ.1533 [32]. Such coefficients of proportionality are reported
in Table 4. Agent dimensions for males and females were distributed according to
Table A.2. For the sake of simplification, the response time was set to zero for all
agents. Therefore, all agents start moving at the same time, corresponding to the be-
ginning of the simulation. The scenario was simulated through a total of 250 Monte
Carlo realizations.
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Table 4

Coefficients k
S,up
group(i)

and k
S,down
group(i)

for the determination of unimpeded speed on stairs. Based on analysis
of data from IMO MSC.1/Circ.1533 [32] (Table 3.1, Table 3.4 and Table 3.5 therein)

Population group – passengers

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

k
S,up
group(i)

[-] 0.51 0.62 0.65 0.65 0.63 0.45 0.49 0.45 0.46 0.45

k
S,down
group(i)

[-] 0.60 0.69 0.80 0.79 0.79 0.68 0.66 0.60 0.60 0.60

Unimpeded speed on stairs for ith agent: v
u,up/down
i

= k
S,up/down
group(i)

· vu
i

.

G1: Females younger than 30 years; G2: Females 30–50 years old; G3: Females older than 50 years;
G4: Females older than 50, mobility impaired (1); G5: Females older than 50, mobility impaired (2); G6:
Males younger than 30 years; G7: Males 30–50 years old; G8: Males older than 50 years; G9: Males
older than 50, mobility impaired (1); G10: Males older than 50, mobility impaired (2).

Fig. 14. Two-cabin-deck test case. Estimated cumulative distribution (CDF), left, and probability density
function (PDF), right, of total assembly duration. Thick lines correspond to estimated values, while thin
lines correspond to limits of 95% confidence intervals for the estimations. The graph of the estimated PDF
reports data also in the form of bars, in order to show the width of the bins used for the estimation of the
PDF.

First, Fig. 14 shows the cumulative distribution and the probability density func-
tion of the total assembly duration, which, in this case, corresponds to the time
elapsed between the beginning of the simulation and the time instant the last agent
arrives at the designated assembly station by exiting from the exit on deck 1.

The total assembly time from the simulations as analysed in Fig. 14 shows a sig-
nificant dispersion when considering, particularly, extreme values. Data are charac-
terised by a median of 357 s, 10% percentile of 340 s, 90% percentile of 377 s,
observed minimum 325 s, observed maximum of 408 s, and most probable value
approximately around 355 s.

Evacuation simulation tools are expected to be used also to detect points of high
congestion in case of ship evacuation. When using advanced evacuation analysis
tools, MSC.1/Circ.1533 [32] defines as congestion regions those regions having den-
sity higher than 4p/m2 for a significant duration. The density from simulations in
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Fig. 15. Two-cabin-deck test case. Density inside each area in front of the stairs. The curves report the
ensemble 5%, 50% and 95% percentiles for each time instant. Total number of Monte Carlo realizations:
250.

areas 1A, 2A, 2B, 2C, 3A and 3B (see Fig. 12) is analysed in Fig. 15, and it can
be noticed that it rarely exceeds 3.5 p/m2. As a result, following the definition from
MSC.1/Circ.1533 [32], in the considered test scenario, there were no congestions in
the considered regions. Nevertheless, situations of high density could be identified
at the entrance of stairs. Such regions of high density are the most likely to become
congestion regions in situations of panic and nervousness.

Looking at results in Fig. 15 it can be noticed that the density increases at the en-
trance of the staircases. The lowest densities are observed for the area 1A, because
agents in that region are exiting from the stairway already organized in ordered lanes
and no clogging occurs. The density in area 1A, after a first raising, then remains, on
average, constant, until the evacuation has completed. On the other hand, all regions
at the entrance of stairs (areas 2A, 3A, 2B, 3B) show an initial strong increase of
density that then decreases as the decks and the staircase progressively get empty.
While for areas 3A and 3B there are no long stationarity time windows, stationarity
time windows can be identified for areas 2A and 2B in correspondence to the highest
density. It is also worth noticing that, for areas 3A and 3B, the rise of density occurs
in two phases. In a first phase the density increases slightly, while in a second phase
the density increases faster towards the maximum value after which it sharply de-
creases. The density in the area 2C is lower than the ones measured in area 2A and
area 2B, particularly in the time window where densities are increasing. This is due
to the fact that area 2C comprises also the region in front of the stairs descending
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Fig. 16. Two-cabin-deck test case. Number of agents in each deck (left) and staircase (right). The figure
reports time histories from each single realization, as well as 5%, 50% and 95% percentiles from ensemble
domain analysis at each time instant.

from deck 3, where the density is low as descending agents are already organized in
ordered lanes. The stationarity time windows with high density in areas 2A and 2B
are longer than those in areas 3A and 3B. This might be due to the situation occurring
at the entrance of the stairs leading from deck 2 to deck 1. In fact, in such region,
agents descending from deck 3 and, arriving on deck 2, compete for the occupancy
of the stairs with agents coming from the cabins on deck 2.

The overall flow of passengers can be better understood by considering the distri-
bution of the number of people inside each deck and staircase, at each time instant,
as reported in Fig. 16. From the results, it can be noticed that, while the flow is sim-
ilar for agents in deck 2 and deck 3, there is a very marked difference between the
staircase between deck 3 and deck 2 and the staircase between deck 2 and deck 1.
The large number of agents inside the staircase between decks 3 and deck 2 is due to
the fact that agents descending from deck 3 compete to access the staircase between
deck 2 and deck 1 with agents coming from cabins in deck 2, as previously high-
lighted. This situation of competition for the use of the facility slows down the flow
of agents inside the staircase between the deck 3 and deck 2 (occasionally blocking
the flow) and causes a situation of high density inside the staircase. This observation
is in agreement with the behaviour of the density as presented in Fig. 15. In general,
this type of information, when reported for real ship arrangements, can be useful
for better understanding the capacity of the facilities and for driving design choices,
such as the selection of stairs width, aimed at optimizing the evacuation performance
of the ship arrangement.

Finally, Fig. 17 summarises the flow of agents in the considered evacuation sce-
nario, by reporting the distribution of number of exited agents at each time instant
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Fig. 17. Two-cabin-deck test case. Analysis of time dependence of number of exited agents. The figure
reports time histories from each single realization, as well as 5%, 50% and 95% percentiles from ensemble
domain analysis at each time instant.

from the ensemble domain analysis. It can be noticed that, despite the previously ob-
served large variability of behaviour in different regions in different decks, the global
exit rate is almost constant for a large portion of the simulation time.

5. Conclusions

This paper has presented the development of an agent-based modelling for evac-
uation simulation that can be used for performing advanced evacuation analyses as
prescribed by the MSC.1/Circ.1533 [32]. As primary goal, the model has been de-
veloped for implementation in a software intended to also allow the possibility of
real-time human participation during the evacuation simulation, in an immersive vir-
tual reality environment. At the same time, the model is suitable also for standard
evacuation simulations.

The mathematical model for the dynamics of agents is based on the social forces
approach introduced by Helbing and Molnar [23]. More specifically, the FDS+Evac
social force model, as described by Korhonen [40], was taken as main starting point.
A series of modifications to the models by Helbing and Molnar [23] and Korhonen
[40] have then been introduced, as improvements, modifications, new modelling, or
adaptations for use in real-time immersive virtual reality simulations. There were
several reasons for modifying the reference models. On the one hand, from a gen-
eral perspective, development was carried out to address some criticalities identified
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when using the original reference models, to try improving the robustness and sim-
ulation performance compared to the original models, and to try to achieve a better
tuning of some modelling parameters. On the other hand, some modifications have
been introduced to make the model better suited for applications targeting real-time
human participation and to better adapt the model to the used development envi-
ronment. The developed model has been described in detail. The described model
has been implemented in a software tool through a game engine, and benefits and
limitations of this choice have been described.

In order to perform a verification and validation process, the developed tool has
been tested considering MSC.1/Circ.1533 [32] and experimental data from Zhang
[76] and Zhang et al. [78]. In this process, comparisons have also been carried out
with outcomes from FDS+Evac. Particular attention was given to the quantification
and reporting of aleatory uncertainty.

With reference to IMO test cases, test 8 (counter-flow) and test 11 (staircase) were
considered. In the IMO test case 8, the new counter-flow model developed herein
showed a tendency to lead to a relatively quick and ordered organization of agents
in lanes. Globally, this led to faster flow rates compared to FDS+Evac. In the IMO
test case 11, the model developed herein led to slightly higher densities compared to
FDS+Evac. An analysis of the time-space dependence of the density within the cor-
ridor was also carried out, showing the details of the propagation of the congestion.

The developed software has been compared, in parallel with FDS+Evac, with ex-
perimental data from Zhang [76] and Zhang et al. [78] regarding the flow-density
relation (fundamental diagram) in a corridor and in a T-junction. Simulations could
reproduce experimental data qualitatively, and, in some conditions, also quantita-
tively. Generally, the level of scattering (statistical dispersion) of experimental data
was well reproduced. In case of the T-junction, outcomes from the simulations gener-
ally showed higher flow rates compared to the experiments. The analysis also showed
the importance of reflecting the underlying aleatory uncertainty when reporting ex-
perimental and simulation results. The interpretation of the obtained results seems
to indicate that the considered social force modelling, although providing reasonable
results, would benefit from improvements in order to better reflect complex organi-
zation capabilities of people in evacuation conditions. In fact, the social force mod-
els used in this study are based on relatively simple short-range interactions among
agents. These models do not reflect the fact that, during an evacuation, human be-
haviour may be affected also by the evacuees level of knowledge of the situation,
concerning the space topology, the density conditions, etc. Evacuees may take into
account both instantaneous conditions, as well as future estimated conditions. Those
estimates may be based not only on a short-range type of assessment. They may also
be performed in a long-range fashion and used to adjust the speed or choose the path
to follow.

Finally, a more realistic test case, more specific to the maritime field, has been pro-
posed. The geometry of the proposed test case was derived as a simplification of the
SAFEGUARD Validation Data Set 2 [11], and it comprises three decks connected by
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staircases, with the two uppermost decks being cabin decks. A simplified evacuation
condition has been simulated with the developed software, considering all cabins
occupied. Detailed results have been reported by also highlighting and quantifying
the underlying aleatory uncertainty. All necessary information has been provided to
allow a reproduction of the proposed two-cabin-deck test case, which could be used
for comparisons among different mathematical models/tools.

Further developments of the tool, concerning the development of the interface for
implementing real-time human participation, as well as testing of actual real-time
human participation, have been provided by Montecchiari [47] and Montecchiari et
al. [48,49]. Experiments with human interaction may open the way to calibration,
and possibly validation, of evacuation models, not only through complex real ex-
periments as presently done, but also through the use of virtual reality. Moreover,
validated software allowing real-time human participation could also be used for
training of the crew and of the passengers in simulated situations of danger. Finally,
interactive simulations can also have applications in ship design by giving the de-
signer the possibility of having a better perception of the evacuation process through
a first person view or through the possibility of virtually, but actively, taking part to
the evacuation.

It is noted that this paper has not addressed, in the mathematical model, the pos-
sible movement of the platform. According to present IMO guidelines, it is not re-
quired to include the effects of ship motions when carrying out the evacuation anal-
ysis. However, ship motions, when present, may influence the evacuation process,
depending on their severity. Extension of the modelling to account for effects of ship
motions has been investigated by Montecchiari [47].
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Appendix. Detailed description of mathematical model

As anticipated in the main text, the simulation approach presented herein is based
on the social force approach, and it has been developed starting from Helbing and
Molnar [23] and the model embedded in FDS+Evac [40], implementing a series of
modifications to such models.

In the developed model, agents move in a 2-dimensional manifold. Agents and ob-
stacle are modelled in 2-dimensions (considering the projection on the XY-plane),
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while the third component is treated separately and derives from geometric con-
straints.

Each agent is thus considered as a rigid body having three degrees of freedom: the
translation along x-axis and y-axis, and the rotation around the vertical axis. The 2-
dimensional movement (translation and rotation) of each agent is described by rigid
body dynamics laws. For translation, the equation of motion is

mi · ẍi (t) = Fg
i (t) (A.1)

where mi (kg) is the mass of the ith agent, xi (t) (m) is its instantaneous position
vector, Fg

i (t) (N) is the global instantaneous force vector acting on the ith agent,
and dots indicate differentiation with respect to time. The rotation around the agent’s
vertical axis is described by the following equation:

Iz,i · φ̈i (t) = T
g
i (t) (A.2)

where Iz,i (kg · m2) is the agent moment of inertia, φi(t) (rad) is the instantaneous
orientation angle, T

g
i (t) (N · m) is the instantaneous torque acting on the agent.

The agent’s translational movements are caused by the global force Fg
i (t), which

is applied at each time step of the simulation and is the sum of different contributions,
modelling specific human behaviours or attitudes. Table A.1 provides a summary of
the different contributions to the global force and torque.

As social forces are all applied to the agents’ centre of mass they do not gener-
ate torque. The change of body orientation is, instead, modelled separately through
social torques. In this way social torques are complementary to social forces in mod-
elling each specific behaviour/condition. A more detailed description of the mod-
elled forces and torques is given in the relevant subsequent sections of this ap-
pendix.

As it can be noted from Table A.1, a random force and a random torque are also
applied during the simulation, and their role is twofold. On the one hand, they mimic
a certain level of inherent natural randomness in the agents’ behaviour. On the other
hand, the addition of a random noise prevents unnatural impasse situations (equilibria
of the dynamical system) from occurring.

Table A.1

List of forces/torques and associated behaviours

Type of action/interaction Symbol Behaviour

Motive force and torque Fmot
i

, T mot
i

Agents are oriented and move towards their target.

Agent-agent interaction Fa
i

, T a
i

Agents avoid collisions with other agents.

Wall-agent interaction Fw
i

, T w
i

Agents avoid collisions with walls.

Counter-flow Fcf
i

, T cf
i

Agents modify direction and orientation if in counter-flow.

Random force and torque Frand
i

, T rand
i

Random fluctuation.
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Detailed description of the modelling is given in the subsequent sections of this
appendix, but the main modifications that have been introduced in the presented
modelling compared to the reference models [23,40] can be summarised as to have
addressed the following aspects:

• Limitation of forces (see Section A.1);
• Motive force (see Section A.3);
• Counter-flow (see Section A.6);
• Model of random forces (see Section A.7);
• Modelling of nervousness effects (see Section A.8);
• Stairs model (see Section A.9);
• Effect of vertical direction in social forces (see Section A.9);
• Interaction with walls and obstacles (see, in particular, Sections A.5 and A.11);
• Route finding (see Section A.10).

The introduced modifications make the present modelling different from what is
presently available in literature, while still remaining in the framework of the social
force modelling.

It is further noted that the motion of the agents is governed by the mentioned
2-dimensional rigid body dynamics laws in open space, with the exception of
contact situations. Usually, social force models use a spring-damper approach to
model contacts [23,40,45]. Instead, in the presented model, contacts are managed
directly by the physics engine embedded in the development environment (see Sec-
tion A.11).

The following subsections provide a detailed description of the simulation model.

A.1. Clamping of global force and torque

In principle, the global force Fg
i acting on the agent is the sum of the different

force contributions mentioned in Table A.1. However, while motive force values are
typically associated with corresponding accelerations (forces per unit mass) close
to real measured acceleration values, the models for the repulsive and counter-flow
forces can lead to very high forces per unit mass. As a result, a direct summing
of the single contributions can lead to unrealistic agents accelerations. This phe-
nomenon was observed also by Lakoba et al. [42]. To address this situation, the raw
global force, in the model presented herein, is subject to a two-step clamping proce-
dure.

The two-step clamping procedure is based on the reported considerations. Since
the sum of the forces Fcf

i , Fa
i and Fw

i can lead to large values of force per unit mass,
this sum is subject to a first clamping stage. Subsequently, this, possibly clamped,
sum of forces is added to the motive force Fmot

i and to the random force Frand
i . The

force obtained by this second summation is subject to a second clamping stage, to
avoid the possibility of too large accelerations. The described two-step clamping can
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formulated as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Fp,∗
i (t) = Fcf

i (t) + Fa
i (t) + Fw

i (t)

Fp
i (t) = min(‖Fp,∗

i (t)‖,mi · bf ) · Fp,∗
i (t)

‖Fp,∗
i (t)‖

Fg,∗
i (t) = Fp

i (t) + Frand
i (t) + Fmot

i (t)

Fg
i (t) = min(‖Fg,∗

i (t)‖,mi · bf ) · Fg,∗
i (t)

‖Fg,∗
i (t)‖

(A.3)

where bf (m/s2) is the limit determining the maximum acceptable acceleration and
mi (kg) is the agent mass. The typical maximum acceleration of a human during
normal movements is indeed limited, and this limitation is reproduced in the model
by the parameter bf , that needs to be calibrated. In this respect, Weidmann [73] re-
ports that acceleration during normal walking does not typically exceed 1.96 (m/s2)
(0.2 g). In the social force model, however, social forces play also the role of brak-
ing forces, as they act to slow down agents when they need to avoid contacts with
obstacles on their trajectory. Those kinds of situation, where a strong brake force is
needed, cannot be considered as normal walking situations. For this reason it was
considered more appropriate to use a value higher than 0.2 g, and the parameter bf

was set to 3 m/s2. This value is also in line with the experimental data presented by
Tirosh and Sparrow [68], where the situation of abrupt gait interruption is analysed.
In addition to its relevance from the point of view of the underlying physics, the in-
troduction of a bound on the force Fg

i has also a positive numerical effect, because
it facilitate keeping accuracy in the integration of the equations of motion in case of
increased time steps. This is extremely useful in case real time updating is required,
and real-time application is one of the final scopes of the presented research activity
(see also [47]).

The social torque is clamped, i.e. limited, in a similar way using a limiting value of
angular acceleration (or torque per unit inertia), bt (rad/s2). Due the lack of data, bt

has been calibrated considering the maximum possible angular acceleration that can
be generated by the motive torque (as reported later in (A.7)), which occurs when
the agent is rotated backwards with respect to its preferred direction. The obtained
value is bt = 62.83 rad/s2.

A.2. Characteristics of the agents

Each agent is associated with a set of characteristic properties which change from
agent to agent. These properties can be grouped into geometrical, mechanical and
behavioural properties.

Geometrical properties concern the way each agent is represented in the simula-
tion. Each agent, corresponding to an evacuee in the simulation, has a defined shape
and occupies a precise area that determines agents’ interactions and collisions with
obstacles and other agents. This shape must resemble the human shape as closely as
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Fig. A.1. Agent geometry.

possible. A straightforward method of modelling the human geometry is by approx-
imating a person’s projected shape to a circle. However, this kind of simplification
does not consider human asymmetry. To cope with this limitation, Helbing and Mol-
nar [23] propose to model the human body with an ellipse. Unfortunately, using
ellipses, which at first seem to be simple shapes, is actually computationally very
onerous. Therefore, Korhonen [40] and Qu et al. [59] proposed to represent each
evacuee with three circles (arms and chest). This kind of geometrical representation
is still capable of considering human asymmetry and is also much less computa-
tionally expensive than the ellipse representation. As a result, this type of 3-circle
representation is the one which has been selected for representing the area occupied
by each agent in the present model.

Following Korhonen [40], each agent is represented by 3-circles having centre
on the same line. The central circle models the chest while the lateral ones model
the arms (Fig. A.1), and the geometry of the agent is globally determined by the
maximum radius rmax, the arm radius ra and the chest radius rc (Fig. A.1). Moreover,
each agent is associated also with a total height h in the vertical direction.

The mass and the moment of inertia are the mechanical properties of each agent,
and, following the idea by Korhonen [40] in the FDS+Evac code implementation,
they are obtained by a scaling based on the agent’s dimensions. In particular the
scaling is carried out using three transformation coefficients for height (kh), mass
(km) and inertia (kI ). The values of these coefficients are set starting from to the
reference case specified in FDS+Evac [40], where an agent of mass m = 80 kg is
assumed to have inertia IZ = 4 kg · m2, rmax = 0.27 m, rc = 0.16 m and h = 1.8 m.
Specifically, the scaling is carried out as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h = kh · rmax

m = km · r2
max

Iz = kI · m · (r2
c + r2

max)

with

kh = ( h
rmax

)ref = 6.67

km = ( m
r2
max

)ref = 1097 kg

m2

kI = (
Iz

m·(r2
c +r2

max)
)ref = 0.508

(A.4)
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Table A.2

Agent’s dimensions

Agent type rmax (m) rc/rmax ra/rmax

Adult U(0.22, 0.29) 0.5882 0.3725

Male U(0.25, 0.29) 0.5926 0.3704

Female U(0.22, 0.26) 0.5833 0.3750

The way each agent interacts with the environment to reach its target is governed
by the agent’s properties and parameters. Most of those parameters are fixed and
equal for all agents. Other parameters, are, instead, specified as random variables
with associated distributions. In this latter category of parameters there are the unim-
peded walking speeds (on flat terrain, while ascending and while descending stairs),
the relaxation coefficient τ (for the motive force model) and the response time. The
values of these parameters, which are typically modified in each random realization
of the simulation, differ from one agent to another in such a way to reproduce the
heterogeneity of the population. All random parameters contribute to the aleatory
uncertainty inherent in the model.

For simulations in the maritime field, IMO MSC.1/Circ.1533 [32] provides in-
formation regarding the distribution of agents among different age/gender cate-
gories, of unimpeded speeds on flat terrain and on stairs, and of response time.
However, no information is provided regarding the other agents’ parameters which
are required in the present model. Therefore, for parameters not addressed by
IMO MSC.1/Circ.1533 [32], reference is made to the distributions specified by
FDS+Evac [40], as reported in Table A.2. In the table the notation U(a, b) indi-
cates a uniform distribution in the interval [a, b], and it can be noted that rc and
ra are deterministically associated with rmax (for which the distribution is explicitly
provided).

A.3. Motive force

The original motive force model by Helbing and Molnar [23] is based on the
combined action of a propulsive force, which aims at reaching the desired speed in
the desired direction, and a viscous friction component, which acts as a damper, as
follows:

Fmot
i = mi

τ
f
i

(
v0
i (t) − vi (t)

)
(A.5)

where v0
i (t) (m/s) is the instantaneous desired speed, vi (t) (m/s) is the instantaneous

speed, mi (kg) is the mass of the agent and τ
f
i (s) is a relaxation coefficient deter-

mining the strength of the force. The instantaneous desired speed is associated with
the routing algorithm, as described later in the relevant section.
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It has been observed, both from literature [42] as well as from the initial simula-
tions carried out with the original implementation of the presented model, that social
repulsive forces may cause excessive acceleration that eventually induce unrealistic
high speeds. In parallel, Tirosh and Sparrow [68] observed that, in human gait, peaks
of breaking (decelerating) forces can be larger than peaks of accelerating forces.
Therefore, starting from these considerations, the original motive force model (A.5)
has been modified by introducing an additional term. The aim of the additional term
is to generate larger friction, compared to the purely linear model (A.5), in case of
large differences between the vectors of instantaneous actual and desired speed of an
agent. The designed behaviour of the new model also handles the case of large in-
stantaneous velocities. Such modification makes the new model for the motive force
nonlinear. From a behavioural point of view, the new model is intended to represent
the idea that agents increase their efforts in trying to recover the desired speed when
they tend to be forced to move at velocities that are too different from the desired one.
Furthermore, the modified model allows qualitatively reflecting the observations by
Tirosh and Sparrow [68]. Compared to the original model (A.5), the new model has
been devised in such a way not to impact on the behaviour of the original motive
force in case of more standard conditions, characterised by acceleration from rest or
low speed, or in case of small deviations from the desired speed.

The modified model takes the following form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if ‖δvi (t)‖ = 0 : Fmot
i (t) = 0

if 0 < ‖δvi (t)‖ � s : Fmot
i (t) = mi

τ
f
i

· ‖δvi (t)‖ · δv̂i (t)

if ‖δvi (t)‖ > s :
Fmot

i (t) = mi

τ
f
i

· (‖δvi (t)‖ + qmot · (‖δvi (t)‖
− kmot · v0

i (t))) · δv̂i (t)

where

δvi (t) = v0
i (t) − vi (t); δv̂i (t) = δvi (t)‖δvi (t)‖ ;

s = kmot · v0
i (t); qmot > 0; kmot > 1

(A.6)

The dimensionless parameter qmot controls the magnitude of the additional motive
force when the modulus of the instantaneous speed difference δvi (t) exceeds the
specified threshold s governed by the dimensionless parameter kmot. Herein, the two
parameters have been tentatively set to kmot = 1.25 and qmot = 3. This means that
the modified model is actually activated when ‖v0

i (t) − vi (t)‖ > 1.25 · v0
i (t).

The parameter τ
f
i is often set to a value of 0.5 s [21,42]. However, a series of sim-

ulation tests carried out on the IMO test case 4 of MSC.1/Circ.1533 [32] showed that
τ

f
i = 0.5 s leads to excessive flow rate compared to the maximum one prescribed

by MSC.1/Circ.1533 [32]. For this reason, the parameter τ
f
i was chosen to be uni-

formly distributed in the interval [0.8, 1.2] s, in accordance to the values proposed
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Fig. A.2. Example representative plot of nonlinear motive force behaviour.

by Korhonen [40]. While this is the reference model for the parameter τ
f
i to be as-

sociated as an agent’s property, the instantaneous value of τ
f
i during a simulation

can be modified, depending on the situation, by the nervousness model, as described
later in Section A.8.

A representative plot of the behaviour of the nonlinear motive force with the con-
sidered model parameters is shown in Fig. A.2.

The motive torque describes the attitude of each agent to rotate towards its desired
direction and it is described using the following model from Korhonen [40]:

T mot
i (t) = Ii

τ t
i

·
(

(φ0
i (t) − φi(t))

π
· ω0 − ωi(t)

)
(A.7)

where φ0
i (t) (rad) is the instantaneous desired orientation angle, φi(t) (rad) is the

instantaneous orientation angle (defined in [−π, π]), ωi(t) (rad/s) is the instanta-
neous angular speed, τ t

i (s) is the relaxation parameter of the motive torque, and ω0

(rad/s) is a scaling parameter. While τ t
i controls directly the viscous dissipation of

the model, the parameter ω0, combined with τ t
i , controls the restoring term of the

motive force. According to the approach used in FDS+Evac [40], the relaxation pa-
rameter τ t

i is herein assumed to scale with τ
f
i so that τ t

i = kτ · τ
f
i where kτ is a

fixed parameter. In line with Korhonen [40], kτ was set to 0.2 s and ω0 was set to
4π rad/s.

Finally, the parameters associated with the motive force and motive torque models
are summarized in Table A.3.
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Table A.3

Parameters of motive force and motive torque models, and corresponding values

τ
f
i

qmot kmot τ t
i

kτ ω0

U(0.8s, 1.20s) 3 1.25 kτ · τf
i

0.2 4π rad/s

Fig. A.3. Agent-agent interaction.

A.4. Agent-agent interaction

The repulsive interaction force between agents models the way people try to avoid
contacts and keep distance. This force was firstly introduced by Helbing and Molnar
[23]. However, herein, the FDS+Evac model by Korhonen [40] is implemented, as
this latter is based on the three circle representation of the human body. That model
is also slightly modified here, in order to better address the case of zero agent speed.

With reference to the geometrical scheme reported in Fig. A.3, the force exerted
on agent i by agent j is described as follows:

Fa
ij (t) = Aa

i (t) · e
−(

dij −rij
Ba

)

·
(

λa

(
vi(t)

) + (
1 − λa

(
vi(t)

)) ·
(1 + cos(θa

ij )

2

))
· d̂ij (A.8)

where dij − rij is the effective (skin-to-skin) distance between the closest agents’
circles, d̂ij is the versor of the vector dij connecting the centres of closest circles
(oriented from agent j to agent i), θa

ij is the angle between the instantaneous speed
vi (t) of agent i and the vector Dij connecting the two agents’ centres (from agent i

to agent j ).
The coefficient Aa

i (t) (N), is, in general, time dependent, because, according to
the FDS+Evac model [40], it is described as follows:

Aa
i (t) = Aa · max

(
0.5,

vi(t)

v0
i (t)

)
(A.9)
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where Aa (N) is a fixed constant, and vi(t) and v0
i (t) are, respectively, the modulus

of the instantaneous speed and the modulus of the desired speed. The parameter Aa

determines the strength of the force. In order to set the value for this parameter,
reference was made to the value used by Helbing et al. [21], i.e. Aa = 2 · 103 N.
As Lakoba et al. [42] correctly observe, using this value for the Aa parameter might
lead to forces far from being realistic. In the model presented herein, however, this
issue is indirectly addressed by the clamping procedure described in (A.3), as it is
understood that the agent-agent interaction force, when considered in isolation, is to
be intended more as an indication of an intention from the agent rather than, strictly,
as a physical force.

The parameter Ba controls the decay of the force as a function of the relative
agent’s distance, and, according to Helbing et al. [21], it is set to Ba = 0.08 m.
Considering the exponential decay associated to Ba , this clarifies that the agent-
agent interaction is a close-distance type of interaction, and it can be neglected when
agents are sufficiently far from each other. From a computational perspective, this is
an extremely important factor in a model that targets a real-time application, as in
this case. In fact, in principle, given a simulation with N agents where all agents are
visible to each other, a total of N · (N − 1) agent-agent interactions should be com-
puted at each time step. By neglecting agents that are at a sufficiently large distance
from each other compared to the decay scale Ba , the agent-agent interactions can be
computed only for agents in relatively close proximity. This eventually avoids the
∼ N2 scaling of computational time for the agent-agent interaction. Instead, quali-
tatively, the computational time tends to increase in a way that is closer to a linear
dependence on the number simulated agents (∼N ), depending on the average num-
ber of agents that are in close proximity, i.e. depending on the average density for
the specific case under analysis. Higher densities lead to a larger number of agents
in close proximity, and this increases the number of calculated agent-agent interac-
tions, hence the computational time. Conversely, lower densities reduce the average
number of agents in close proximity, hence the computational time associated with
the determination of agent-agent interactions.

The second part of equation (A.8) concerns the anisotropy of agent-agent inter-
action, and it is controlled by the parameter λa . In general, it is assumed that the
agent-agent interaction force is larger if the agent j is placed in front of the instanta-
neous direction of agent i and, conversely, it is smaller when agent j is placed behind
the instantaneous direction of agent i. This corresponds, in general, to an anisotropy
parameter 0 � λa < 1, with the model anisotropy increasing for smaller values of
λa . However, in case vi(t) = 0 (idle agent) the angle θa

ij is not defined. Korhonen
[40] assumed in their model that idle agents have an increased perception of the
other agents around them, and therefore no anisotropy is applied to them (λa = 1).
While this observation can be considered reasonable, this choice makes the inter-
action force discontinuous with respect to the angle θa

ij whenever any anisotropy is
assumed in the presence of an agent speed (λa �= 1). In order to address this minor
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issue, the model presented herein considers a weak dependence of the anisotropy pa-
rameter on the modulus of the instantaneous agent’s speed vi(t). In particular, λa is
taken equal to 1.0 when vi(t) = 0, it is taken equal to the nominal value (discussed
later) when vi(t) � 0.01 m/s, and it is linearly interpolated for intermediate values of
vi(t). Eventually, this modification leads to a force which is defined with continuity
and avoids oscillation near v(t) = 0, and, at the same time, it does not drastically
modify agents’ behaviour in comparison with the original modelling by Korhonen
[40].

Regarding the actual value of the anisotropy parameter λa , different alternatives
have been proposed in literature. Johansson et al. [38] suggested λa ≈ 0.1 follow-
ing a parameter identification technique, using evolutionary optimization, based on
video recorded data. In FDS+Evac [40] a standard value λa = 0.3 is used, with an
indication that this value can be increased to 0.5 in case a faster egress is required.
Liao et al. [43] performed a calibration study regarding the anisotropy parameter λa

in FDS+Evac model, observing that the increase of the parameter λa up to 0.5 allows
obtaining a flow rate which is closer to experimental results. With reference to the
application to the maritime field, which is the target of this study, preliminary sim-
ulations with the presented model indicated that considering λa = 0.5 led to a flow
rate in the IMO test case 4 larger than the imposed IMO limit of 1.33 p/s. Therefore,
eventually, a value λa = 0.3 has been chosen as the default parameter for the model
presented herein, since this value seemed more appropriate for the purpose of study-
ing a situation of ordered evacuation in line with the requirements of IMO. More
experimental results are however needed to properly determine this coefficient and
its possible dependencies on the detailed characteristics of the evacuation condition.

In parallel to the agent-agent interaction force, the agent-agent interaction model
considers also the effect of a torque. In particular, the torque models the way people
rotate their body in order to avoid contacts. The agent-agent interaction torque is
not directly generated by the interaction force, which is, instead, considered to be
applied in the centre of mass of the agent.

The torque exerted by agent j on agent i is expressed as follows:

Ta
ij (t) = max

h∈{1,2,3}
(
R2

i × F2h
ij

) + max
h∈{1,2,3}

(
R3

i × F3h
ij

)
(A.10)

Where, with reference to Fig. A.3, Rk
i is the vector connecting the agent centre

C1
i to the arm centre Ck

i . Fkh
ij is the virtual force calculated from equation (A.8)

by considering, however, the circle centres Ck
i and Ch

j , instead of the closest circle

centres. The force Fkh
ij is, thus, directed as the vector dkh

ij connecting the two centres.
Finally, the resulting agent-agent interaction force and torque exerted on agent i

are given by the summation of the contribution from all interacting agents j , i.e.{
Fa

i (t) = ∑
j interacting Fa

ij (t)

Ta
i (t) = ∑

j interacting Ta
ij (t)

(A.11)
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Table A.4

Parameters of agent-agent interaction model, and corresponding values

Aa λa Ba

2 · 103 N

⎧⎪⎨⎪⎩
1.0 for vi(t) = 0 m/s

1 − 70 · vi (t) for 0 m/s < vi(t) < 0.01 m/s

0.3 for vi(t) � 0.01 m/s

0.08 m

Agents do not interact when a wall is placed between them, i.e. when they are not
visible each other. To this end, a corresponding visibility check between agents i and
j is carried out during the simulation: if the segment connecting the centres of agents
intersects the mesh representing the environment, the two agents are considered not
to be visible to each other. Moreover, considering the exponential spatial decay in the
interaction effects (see (A.8)), agents are considered to be non-interacting when their
skin-to-skin distance exceeds 10 · Ba . This last check allows a significantly reduced
computational time in case of simulations with a large number of agents, by reducing
the number of agents to be taken into account in the calculation of the agent-agent
interaction force at each time step.

A summary of parameters associated with the agent-agent interaction model is
reported in Table A.4.

A.5. Agent-wall interaction

The repulsive interaction force between agents and walls (obstacles in general)
models the way people try to avoid contacts with, and keep distance from, obstacles
and walls. In the present model walls and obstacles are considered as three dimen-
sional objects modelled by appropriate triangular meshes. The agent-wall interaction
force is determined on the basis of the distance between the agent and the closest
point on the geometrical mesh. Moreover, the model can deal with generic shapes of
the walls and obstacles, making it very flexible also in case of complex walls/obsta-
cles geometries which, therefore, do not need strong modelling simplifications.

Starting from, and modifying, the background from Helbing and Molnar [23] and
Korhonen [40], the model for the agent-wall interaction force is very similar to the
single agent-agent interaction force model (A.8), and it is described as follows (see
Fig. A.4):

Fw
i = Aw

i (t) · e
−(

di−ri
Bw

)

·
(

λw

(
vi(t)

) + (
1 − λw

(
vi(t)

)) ·
(

1 + cos(θw
i )

2

))
· d̂i (A.12)

where d̂i is the versor corresponding to the distance vector di connecting the centre
of the closest circle to the wall closest point, di − ri is the corresponding skin-to-
wall distance, and θw

i is the angle between the instantaneous agent speed vi (t) and
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Fig. A.4. Agent-wall interaction.

the vector d1
i connecting the agent’s centre to the closest reference point on the wall.

Also in this case, similarly to the case of agent-agent interaction, the magnitude of
the force is controlled by a, possibly time dependent, parameter Aw

i (t) (N), which
is assumed to have the same speed dependence as in (A.9), using a reference value
Aw = Aa = 2 · 103 N. The anisotropy is controlled by the weakly speed dependent
dimensionless parameter λw(vi(t)), where the speed dependence is modelled exactly
as in case of the agent-agent interaction. However, taking into account Korhonen et
al. [41], a reference value λw = 0.2 for non-(almost)idle agents, is assumed. The
decay of the force as the net distance from the wall increases is controlled by the
spatial scale parameter Bw (m) which is taken as Bw = 0.04 m.

The agent-wall interaction torque is modelled as the sum of two contributions,
which can be considered as the torques associated with each agent arm, as follows:

Tw
i = (

R2
i × F2

i

) + (
R3

i × F3
i

)
(A.13)

where, with reference to Fig. A.4 and for h ∈ {2, 3} (left and right arm, respectively),
Rh

i is the vector connecting the agent centre to the centre Ch
i and Fh

i is a force cal-
culated according to (A.12), but using different variables which are associated with
the considered agent arm. The direction of the force Fh

i is the direction of vector dh
i

connecting the point Ph
i (the wall closest point from the centre Ch

i ) to the centre Ch
i

(note the opposite defined orientation between d1
i and d2

i , d3
i ). The considered effec-

tive distance is the one between the wall and the circle centred Ch
i . The anisotropic

component is calculated using an angle θh
i between the instantaneous agent and ve-

locity vi (t) and the vector −dh
i .

A summary of parameters associated with the agent-wall interaction model is re-
ported in Table A.5.
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Table A.5

Parameters of agent-wall interaction model, and corresponding values

Aw λw Bw

2 · 103 N

⎧⎪⎨⎪⎩
1.0 for vi(t) = 0 m/s

1 − 80 · vi (t) for 0 m/s < vi(t) < 0.01 m/s

0.2 for vi(t) � 0.01 m/s

0.04 m

A.6. Counter-flow

Agent-agent repulsive force/torque alone cannot properly model the behaviour of
pedestrians in situations of counter-flow, i.e. in those situations where agents have
opposite (or different) directions. In such cases, a model is required that is specifi-
cally suited to induce the lateral shift which is typically performed by pedestrians in
order to avoid incoming people.

Different studies have been carried out in relation to the counter-flow situation
(e.g. [35,77]), which highlighted recurring patterns in experiments. The most ob-
served pattern is the lane formation: people tend to form separated lanes, and this
configuration tends to maximize the flow rate, as it is reported by Zhang et al. [77].

Two main approaches can be identified from the existing literature on how to in-
tegrate counter-flow models in the social force modelling. One approach is based on
the modelling of the counter-flow as an additional force component, as suggested by
Guo [18] and by Pelechano et al. [56]. Instead, in the alternative approach, the re-
sponse to a counter-flow situation is modelled through a modification of the agent’s
instantaneous desired speed, as described by Heliövaara et al. [26].

Herein, a newly developed model is presented. The model is a short-range one,
describing the pedestrian reaction to a counter-flow situation through an additional
force, i.e. in line with the former of the two approaches described above. Concep-
tually in line with the agent-agent interaction model, for a considered agent, the
interactions with each incoming agent in a counter-flow condition are considered
separately, and the individual contributions are then summed up.

In the presented model, for the considered agent, the classification of whether any
other incoming agent is in counter-flow is based only on instantaneous physically
observable variables, such as the instantaneous speed, the body orientation and the
position of the incoming pedestrian.

First, with reference to Fig. A.5 and Fig. A.6, the following quantities p1p2 and
p3 are defined:

p1 = 〈̂
v0
i , D̂ij

〉 = cos(θij ) (A.14)

p2 = −〈̂
v0
i , n̂j

〉 = − cos(ηij ) = cos(π − ηij ) (A.15)

p3 = f
(
vr0
ij

)
(A.16)
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Fig. A.5. Example of counter-flow situation when considering only conditions (A.19) and (A.20).

Fig. A.6. Examples of counter-flow situation when considering only conditions (A.21) (left) and (A.22)
(right).

where the 〈·, ·〉 operator indicates the dot product, v̂0
i is the versor of agent i desired

speed vector v0
i , D̂ij is the versor of the vector Dij connecting agents centres, n̂j is

the orientation vector of agent j (pointing towards the front direction of the agent).
The function f (vr0

ij ) depends on the component, along the direction v̂0
i , of the relative
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speed of agent j with respect to agent i, as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

vr0
ij = 〈̂v0

i , (vj − vi )〉

f (vr0
ij ) =

⎧⎪⎪⎨⎪⎪⎩
1 for vr0

ij < 0

1 − vr0
ij

V cf
i

for 0 � vr0
ij � V cf

i

0 for vr0
ij > V cf

i

(A.17)

The reference speed V cf
i (m/s) is defined as a function of the unimpeded walking

speed vu
i , which is a specific characteristic of each agent, i.e.

V cf
i = kcf · vu

i (A.18)

An agent j is defined to be in counter-flow with respect to the considered agent i,
when all the following conditions are fulfilled:

p1 � cos(θcf) (A.19)

dij − rij < Dcf (A.20)

p2 > 0 (A.21)

p3 > 0 (A.22)

Conditions (A.19) and (A.20) refer to the relative position of agent j with respect
to agent i, taking into account this latter’s desired velocity. A counter-flow condition
is potentially identified only if agent j is positioned within an angular sector of
amplitude θcf around the direction identified by v̂0

i (see (A.19)), and, in addition
(see (A.20)), agent j is also closer to agent i than a cut-off distance Dcf, considering
the effective skin-to-skin distance dij − rij between the closest circles among agents.
A graphical representation is shown in Fig. A.5.

The condition (A.21) identifies a potential counter-flow situation on the basis of
the angle between the desired speed of agent i and the orientation of agent j , and
this condition prevents from considering, for instance, agents in a queue as being in a
counter-flow situation. Finally, condition (A.22) identifies potential counter-flow sit-
uation using the component of the relative velocity of agent j with respect to agent
i along the direction of the desired speed of agent i. In particular, through (A.17),
agent j is identified as being potentially in counter-flow whenever such component
is strictly negative or, alternatively, positive, but smaller than the threshold V cf

i (see
(A.18)). This latter case allows to properly identify counter-flow situations also in
those conditions, typically corresponding to low speed, when the agents are facing
each other and the agent j is moving backward. Allowing the counter-flow to be trig-
gered also when the relative speed is slightly positive is necessary in order to apply
the counter-flow force with continuity in situations of high crowd density. Indeed, in
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these situations, due to interaction forces, it was observed that agents might some-
times have velocities with opposite direction with respect to their desired ones. In
such conditions, without the introduction of the threshold V cf

i (> 0) in (A.17)/(A.22),
the counter-flow model would randomly be triggered on and off. Conditions (A.21)
and (A.22) are exemplified in Fig. A.6.

When the agent j is identified to be in counter-flow with respect to agent i, the
modulus of its contribution to the counter-flow force on agent i is modelled as fol-
lows:

∥∥Fcf
ij

∥∥ = Acf ·
(

1 − dij − rij

Dcf

)
·
((

p1 − cos(θcf)

1 − cos(θcf)

)
· p2

)αcf

· p3 (A.23)

Whenever a counter-flow condition is identified, the model for ‖Fcf
ij‖ is continu-

ous with respect to all the dependent variables, and ‖Fcf
ij‖ decreases to 0 as any of

the counter-flow conditions (A.19)- (A.22) is not satisfied. The numerical values se-
lected for the various parameters for the determination of ‖Fcf

ij‖ are described in the
following.

The threshold speed Vcf in (A.17) has tentatively been fixed to 10% of unimpeded
agent speed vU

i , i.e. kcf = 0.10 in (A.18), because, from preliminary simulations,
this value allowed to provide realistic outcomes in case of counter-flow situations
characterised by high density.

The numerical specification of θcf and Dcf corresponds, basically, to the specifi-
cation of the region of positioning of agent j with respect to agent i within which
the counter-flow model can be triggered (shortly, the “counter-flow region”), and this
is fundamental to identify a potential counter-flow condition. The counter-flow re-
gion defined by Heliövaara et al. [26] is roughly elliptical, extending 3 m ahead of
agent i and up to 1.5 m on its sides. The same maximum extents have been used by
Pelechano et al. [56], but with a counter-flow region having a rectangular shape. The
implicit counter-flow region considered for the model presented herein is defined
considering the skin-to-skin distance dij − rij , and takes into account, therefore, the
actual agents’ dimensions. The threshold distance Dcf at which the model is triggered
has been tentatively fixed to 2 m. This value appeared reasonable for the short-range
nature of the model and in line with the indications available in literature. Regarding
the parameter θcf, which, in the present model, characterises the half width of the
angular sector within which agent j needs to be in order for being considered in a
potential counter-flow condition, its value was tentatively set to 45◦. This value was
set by means of preliminary calculations and also taking into account that, in the
model by Heliövaara et al. [26], an agent tends to proceed undisturbed when there
are no agents in counter-flow in a frontal sector with a width of around ±40◦÷±45◦.

The strength of the counter-flow force depends on the parameter Acf (N) which
requires a calibration. A first calibration of this parameter has been made using IMO
test case 8 reported in MSC.1/Circ.1533 [32] and experimental data provided by
Isobe et al. [35]. The calibration also addressed the exponent αcf which is another
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characteristic parameter of the proposed model. The parameter αcf controls the level
of interaction with lateral agents and with agents not fully oriented towards v̂0

i . Re-
ducing the value of αcf increases the force originated by interaction with agents
placed laterally or agents not in front of the desired direction of agent i. A good
agreement with experimental data by Isobe et al. [35] was obtained with Acf = 225
N and αcf = 1/3.

Equation (A.23) provides the modulus of the counter-flow force exerted by agent
j on agent i. Regarding its direction, the force is, as a basis, perpendicular to the di-
rection of the desired speed v̂0

i , since it is intended to model a lateral shift. However,
its orientation (right or left with respect to v̂0

i ), depends on the relative position of
agent j in counter-flow with respect to agent i. In general, agents tend to move in the
direction opposite to that where the counter-flow agent is coming from. It has been
observed that, in most cultures, there exists a preferred direction for pedestrian traffic
which, usually, improves the organization of opposite flows in counter-flow condi-
tions (e.g. [26,75]). In order to reproduce this behaviour, in the presented model this
preference is expressed by the introduction of an offset angle parameter ηcf. In par-
ticular, the versor of the counter-flow force is defined as follows:

F̂cf
ij = −1 · sign

(〈
ŵ0

i , D̂ij

〉 − sin(ηcf)
) · ŵ0

i (A.24)

where ŵ0
i is the unit vector oriented from the centre to the right arm of agent i. In

case ηcf = 0 there is no preferred direction and the model is symmetrical. Accord-
ing to (A.24), and with reference to Fig. A.5, the counter-flow force will have the
same direction as ŵ0

i if ϑij � ηcf and will have opposite direction otherwise. It is
also worth underlining that the preferred direction is on the right with respect to the
desired speed of agent i if ηcf is positive, whereas it is on the left if ηcf is speci-
fied as negative. Herein, the preferred direction parameter has been tentatively set
to ηcf = 12◦, and this value was set in order to obtain a reasonable reproduction
of experimental data from Isobe et al. [35] without introducing a too strong right
preference.

Eventually, the contribution to the counter-flow force vector due to agent j is
determined by combining (A.23) and (A.24):

Fcf
ij = ∥∥Fcf

ij

∥∥ · F̂cf
ij (A.25)

In addition to a translational shifting, which is induced by the counter-flow force,
also a counter-flow-induced rotation needs to be modelled. In fact, Heliövaara et al.
[26] observed that in counter-flow conditions people change their body orientation
in order to better fit in narrow spaces, moving shoulder first. This behaviour is fun-
damental for models, as the present one, representing the human body with its asym-
metry, particularly in high-density counter-flow conditions. In the model presented
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herein, the described behaviour is modelled with a counter-flow torque contribution
induced by agent j on agent i, having modulus as follows:

∥∥Tcf
ij

∥∥ = Acft ·
(

1 − dij − rij

Dcft

)
·
((

p1 − cos(θcf)

1 − cos(θcf)

)
· p2

)αcf

· p3 (A.26)

The previous expression differs from that used for the modulus of the counter-flow
force (A.23) only in the characteristic parameters Acft (N · m) and Dcft (m).

The counter-flow torque model needs to be activated at a closer distance compared
to the counter-flow force model, as the change of orientation of pedestrians typically
happens only if people are very close each other. As a result, the spatial scale pa-
rameters Dcft was tentatively set to 1 m, i.e. half of Dcf. Moreover, from preliminary
calibration simulations a value Acft = 30 N · m was set, since it was observed that
higher values of Acft caused unnaturally fast rotations.

The direction of the torque, which eventually governs the direction of agent i

rotational acceleration, is determined by the direction of the force as follows:

T̂cf
ij = sign

(〈
ŵ0

i , F̂cf
ij

〉) · ẑ (A.27)

where ẑ is the versor of the vertical axis. Eventually, the torque contribution due to
agent j is determined by combining (A.26) and (A.27):

Tcf
ij = ∥∥Tcf

ij

∥∥ · T̂cf
ij (A.28)

The total counter-flow force and torque vectors are determined by summing up the
contributions from all agents identified to be in counter-flow:{

Fcf
i (t) = ∑

j in counter-flow Fcf
ij (t)

Tcf
i (t) = ∑

j in counter-flow Tcf
ij (t)

(A.29)

From a series of preliminary calibrations, it was observed that this model may
generate impasse situations, particularly in the case of bottlenecks. In order to avoid
such situations, a random variation of direction of the force Fcf

i (t) is implemented,
in such a way that the force does not remain exactly parallel to ŵ0

i . Therefore, to this
end, the force Fcf

i (t), while keeping the same modulus as in (A.29), is oriented by
an angle δψ(t) with respect to the nominal direction obtained by (A.29). The time
history of angle δψ(t) is generated according to the same procedure described here-
inafter for the random forces, within a range [−δψcf, δψcf]. Following preliminary
calibrations a value δψcf = 15◦ was tentatively set.

It is also noted that, similarly to the case of agent-agent interaction, the possible
counter-flow interaction is considered only if agent j is visible to agent i, and the
same visibility check used for agent-agent interaction forces is also applied in the
case of counter-flow interaction.
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Table A.6

Parameters of counter-flow model, and corresponding values

Dcf Dcft Acf Acft θcf ηcf V cf
i

kcf αcf δψcf

2 m 1 m 225 N 30 N · m 45◦ 12◦ kcf · vu
i

0.1 1
3 15◦

Finally, a summary of the parameters associated with the counter-flow model is
reported in Table A.6.

A.7. Random fluctuations

As anticipated in the description of the various force contributions, some random
fluctuation is added to several terms. In particular, random forces and random torque
are directly applied to each agent. Moreover, random fluctuations are also applied
to the angle of the counter-flow force. The role of the random noise is twofold. On
the one hand it mimics a certain level of inherent natural randomness in the agents’
behaviour. On the other hand, the addition of a random noise also prevents the occur-
rence of unnatural impasse situations (equilibria of the dynamical system), which, in
real cases, are typically resolved by interactions between pedestrians. However, large
magnitudes of random forces can have the opposite effect, by creating impasse situ-
ations through so-called “freezing by heating effect” [24].

In the developed tool, random fluctuations are all generated using the same type
of algorithm. The idea underlying the algorithm is based on the FDS+Evac code
implementation [40], since this very well fits the idea of using the tool also in real-
time without predetermined duration of the simulation.

The time history of a generic stochastic process X(t), for which a distribution
is specified, is generated starting from an initial randomly generated value x0 = x

(t = 0 s). Then, given a first time step �t1, the random variable X at t = �t1, i.e. x1,
is kept the same as x0 with probability PS(�t1), or updated with a new independent
value sampled from the same distribution with probability 1 − PS(�t1). The same
is repeated for all the subsequent time steps �ti (i = 2, 3, . . .), independently from
the previous ones, and it allows to generate, in real-time, the discrete time history
xi (i = 0, 1, 2, . . .). It is also noted that the time step can be, in general, a variable
time step. In order to guarantee that, from a statistical perspective, the procedure is
independent from the chosen simulation time step, the probability PS(�t) is taken
as follows:

PS(�t) = e−α·�t (A.30)

where α (s−1) is a specified time constant. By determining the autocorrelation func-
tion of the process, and taking its Fourier transform, it can be proved that the stochas-
tic process X(t) resulting from the described procedure, after removing its mean, has
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a single-side power spectral density as follows:

S(ω) = σ 2

π
· 2 · α

ω2 + α2
(A.31)

where σ 2 is the variance of the process and ω (rad/s) is the circular frequency. The
obtained result is independent on the actual instantaneous distribution of X, and the
power spectral density S(ω) is directly proportional to the variance of the process.
Expression (A.31) allows to select the time constant α having a clear view of its
effect on the energy distribution of the resulting process in the frequency domain.
In addition, the knowledge of the theoretical spectrum (A.31) of the process, allows
to select α in order to reduce aliasing effects which inevitably occur in simulations
with discrete time steps.

Random forces are conventionally generated, for each agent, by separately gen-
erating the force modulus RF and the orientation ϑF of the force in the simulation
reference system. While the distributions for the two variables are different, the up-
date of the variables according to the random procedure specified above is done at
the same time for both variables, i.e. the two variables are either updated or not up-
dated at a generic time instant during the simulation. As a result, the update of the
two variables is based on a common parameter αF . The components of the force are
then determined as:{

F rand
x = cos(θF ) · RF

F rand
y = sin(θF ) · RF

(A.32)

The distribution selected for RF is a truncated Rayleigh, while a uniform distribu-
tion U(0, 2π) is selected for ϑF , and the two variables are statistically independent.
As a result, the components F rand

x and F rand
y are approximately (due to the trunca-

tion of the Rayleigh distribution) Gaussian and independent. The expression for the
distribution of RF is:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

pdf(RF ) = RF

CF ·b2
F

· exp(− R2
F

2·b2
F

)

CF = 1 − exp(−R2
F,max

2·b2
F

)

RF,max = krf · bF

RF ∈ [0, RF,max]

(A.33)

To avoid the possibility of too large random forces due to the tails of the Rayleigh
distribution, the truncation is taken at krf = 4. The parameter bF in (A.33) is in-
directly determined by specifying the desired standard deviation σrf of each force
component in (A.32) and noting that, from (A.32) and the selected distribution for
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ϑF , the random variables F rand
x and F rand

y are both zero mean and independent. Then,
it follows that:

E
{(

F rand
x

)2 + (
F rand

y

)2} = 2 · σ 2
rf = E

{
R2

F

}
⇒ bF = σrf ·

√√√√√ 1 − exp(− k2
rf

2 )

1 − exp(− k2
rf

2 ) · (1 + k2
rf

2 )

(A.34)

The standard deviation σrf is set proportionally to the mass mi of each agent and
it is assumed to scale with the agent unimpeded speed vu

i , as follows:{
σrf,i = mi · σra · vu

i

vn

σra = 0.05 m/s2; vn = 1 m/s
(A.35)

The parameter αF used for the random update of RF and ϑF is selected as be-
ing dependent on the relaxation parameter τ

f
i of the motive force of each agent, as

follows:⎧⎨⎩αF,i = 1
τ

f
i ·kα,rf

kα,rf = 0.2
(A.36)

It is worth noting that the selected value of αF,i keeps the aliasing effect to a
negligible level with typical time steps used in the simulations, which are of the
order of 0.01 s.

The random torque is generated conceptually in the same way as the components
of the random force (A.32), but retaining only one term, as follows:

T rand = cos(θT ) · RT (A.37)

with characteristic parameters that are similar to those described in detail for the
force, as follows:{

σrt,i = Iz,i · σraa; αF,i = 1
τ t
i ·kα,rt

σraa = 0.5 rad/s2; kα,rt = 1
(A.38)

The random effects for the counter-flow model are all embedded in the random
angle δψ(t) used for changing the orientation of the counter-flow force with respect
to its nominal direction, as described before. The angle δψ(t) is directly generated
according to the procedure described in this section, using a uniform distribution
in [−δψcf, δψcf] (see Table A.6). The parameter α (see (A.30)) used for the random
update of δψ(t) is taken the same as that used for the generation of the random forces
(see (A.36)).
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A.8. Nervousness model

A nervousness model has been implemented in the developed tool to model those
situations where people tend to get impatient because they cannot achieve the de-
sired target state. The implementation of a nervousness effect can also typically help
in overcoming local impasse situations, which could otherwise appear in the simula-
tions, and which cannot be resolved by the effect of random forces alone. The idea of
introducing nervousness effects is generally based on the considerations in the work
by Helbing et al. [21]. However, it is underlined that the nervousness model presented
herein is intended to address the situation where people, while getting impatient, still
follow an orderly evacuation process. The model is not intended to be used for rep-
resenting situations characterised by extreme levels of nervousness leading to panic
phenomena, such as those described by Helbing et al. [21].

The general idea to model nervousness is that some parameters of the social forces
are instantaneously modified on the basis of the state of the agent in the past. This
idea reproduces the fact that people’s behaviour is affected not only by instantaneous
factors, but also by the short range memory. In particular, the parameters which are
affected by nervousness are the relaxation coefficient τ

f
i of the motive force (see

(A.5)), the standard deviation σrf,i of the random force (see (A.35)), and the stan-

dard deviation σrt,i of the random torque (see (A.38)). While τ
f
i (t) decreases with

respect to the nominal value τ
f
i in case of a situation characterised by nervousness,

σrf,i(t) and σrt,i (t), instead, increase with respect to the nominal values σrf,i and
σrt,i , respectively. To control such variation of parameters, use is made of an instan-
taneous nervousness parameter ξinst(t), defined as follows:

ξinst
(
vi,//(t), v0

i (t)
)

=

⎧⎪⎨⎪⎩
ξmax for vi,//(t) < 0

1.0 for vi,//(t) � v∗(t)
vi,//(t)

v∗
i (t)

· (1 − ξmax) + ξmax otherwise

(A.39)

where vi,//(t) = 〈vi (t), v̂0
i (t)〉 is the component of the instantaneous speed vi (t)

along the desired speed direction (in this model it is assumed that ‖v0
i ‖ = v0

i �= 0),
and ξmax is the parameter controlling the level of nervousness effects. This parameter
depends on whether the model is eventually used to define τ

f
i (t), σrf,i(t) or σrt,i (t).

From some preliminary calculations in case of IMO test case 4 [32], the value of
ξmax has been tentatively set, for the different cases, as follows:⎧⎪⎨⎪⎩

For τ
f
i (t) : ξmax = 1.25

For σrf,i(t) : ξmax = 8.00

For σrt,i (t) : ξmax = 8.00

(A.40)
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The variable v∗
i (t) is calculated as follows:

v∗
i (t) =

⎧⎨⎩knerv · t

τ
f
i

· v0
i for 0 � t < τ

f
i

knerv · v0
i for t � τ

f
i

(A.41)

with knerv = 0.5. This value of knerv guarantees that an agent moving from rest in a
free field, and having thus speed vi(t) = v0

i · (1 − exp(−t/τ
f
i )), is not affected by

nervousness effects.
In the model presented by Helbing et al. [21], nervousness effects depend only on

the instantaneous state. However, in case of evacuation, usually people get nervous
when they are forced to maintain a speed which is much lower than their desired
one for a relatively long time. This observation indicates that nervousness effects
should be linked with the concept of memory. For this reason, a memory model was
integrated within the nervousness model. In particular, the nervousness parameter at
time t is defined as the average of the instantaneous nervousness parameter ξinst in a
specified past time window, i.e.:⎧⎪⎨⎪⎩

ξnerv(t) = 1.0 for t = 0

ξnerv(t) = 1
t−tmin

∫ t

tmin
ξinst(s) ds for t > 0

tmin = max(0, t − Tmem)

(A.42)

where Tmem is the (maximum) length of the temporal window considered for the
memory of one agent. Herein, Tmem has been tentatively set to 30 s. Eventually,
using ξnerv(t), the instantaneous values τ

f
i (t), σrf,i(t) and σrt,i (t) are determined as

follows:⎧⎪⎨⎪⎩
τ

f
i (t) = τ

f
i /ξ

nerv,τ
f
i

(t)

σrf,i(t) = σrf,i · ξnerv,σrf,i
(t)

σrt,i (t) = σrt,i · ξnerv,σrt,i (t)

(A.43)

where the subscripts added to ξnerv indicate that a different nervousness factor
is in principle determined for each variable, although in the present modelling
ξnerv,σrf,i

(t) = ξnerv,σrt,i (t).

A.9. Behaviour on stairs

Stairs are a fundamental element in ship evacuation, as congestions typically ap-
pear at the entrances of stairways. An extension of the model is thus required in
order to simulate evacuation on stairs. The fundamental characteristic of evacua-
tion on stairs is the reduction of average pedestrian speed, compared to flat terrain,
both in ascending and descending direction. With reference to the maritime field,
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MSC.1/Circ.1533 [32] provides values for the unimpeded speeds to be taken into ac-
count for people ascending and descending stairs when carrying out advanced evac-
uation analysis. An overview of the state of the art regarding modelling of human
behaviour on stairs was reported by Qu et al. [59], who also described a detailed
mathematical model, taking into account also stairs steps, to be used in the social
force framework.

The model used herein for embedding pedestrian behaviours on stairs is more
simplified compared to the one presented by Qu et al. [59], in order to reduce the
computational time (in view of real-time applications) and to reduce the need for a
too detailed geometrical modelling of the stairs. The present model takes into ac-
count the fact that the employed social force modelling is inherently based on a 2-D
dynamical description of the agents’ motion, while the change in vertical coordinate
is taken into account as a purely geometrical constraint. Stairs, in particular, are mod-
elled as inclined planes, i.e. without accounting for the details of steps. Moreover,
the geometrical constraint provides a direct link between the speed parallel to the
stairs plane and the projected speed on the planar 2-D domain.

In order to simulate the projected 2-D dynamics of the ith agent, it is necessary
to know the projected desired speed vector v0

i . However, the information which is
available during the simulation when an agent is on a stair are the modulus v03d

i of
the desired speed, parallel to the stair, and the projected 2-D unit vector v̂0

i of the
desired direction. In order to determine v0

i , given the unit vector n̂ normal to the
stairs plane, the vector v03d

i can be firstly obtained as follows:⎧⎨⎩v̂03d
i = v̂0

i −〈̂n,̂v0
i 〉·̂n

‖̂v0
i −〈̂n,̂v0

i 〉·̂n‖
v03d
i = v̂03d

i · v03d
i

(A.44)

afterwards, the 2-D desired speed vector v0
i can be obtained by projecting v03d

i onto
the xy − plane, i.e.

v0
i = (

v03d
ix , v03d

iy , 0
)

(A.45)

Of course, the modulus of the two vectors are such that ‖v0
i ‖ � ‖v03d

i ‖ and this
model assures that an agent having a 2-D desired speed v0

i reaches a speed v03d
i along

the stairs.
The speed modulus v03d

i is instantaneously determined on the basis of the angle γ

which is formed by the unit vector v̂03d
i with respect to the horizontal plane. Letting

the versor of the vertical axis be ẑ, it is:

sin(γ ) = 〈
v̂03d
i , ẑ

〉
(A.46)

This model allows to define a continuous variation in time of the reference incli-
nation angle γ when the agent moves, possibly in different directions, on the stairs.
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Fig. A.7. Model for the dependence of unimpeded speed v03d
i

on the stairs inclination angle γ .

The function used for representing the dependence v03d
i (γ ) is reported in Fig. A.7,

together with an indication of the parameters characterising it. A positive value of γ

indicates that the agent is moving upwards, conversely, a negative value of γ indi-
cates a movement downwards. The model assumes that an unimpeded agent moves
at a speed vu

i equal to that on flat terrain whenever the inclination is sufficiently
small, in the range γ ∈ [−bs, bs]. Similarly, the unimpeded agent speed is indepen-
dent on the inclination angle, with reduced values v

u,down
i and v

u,up
i with respect to

vu
i , in the descending range γ ∈ [−θs − bs,−θs + bs] and in the ascending range

γ ∈ [θs − bs, θs + bs], respectively. The speed is assumed to drop to zero when the
inclination reaches θs max. Intermediate values are obtained by linear interpolation
based on sin(γ ). The numerical values for the characterising parameters θs , bs and
θs max are reported in Fig. A.7.

The rationale for the choice of the model and of the parameters is as follows. The
desired speed v03d

i is set to the constant value corresponding to the unimpeded speed
on flat terrain in the interval γ ∈ [−10◦, 10◦] as it is reasonable that inclines lower
than 10° do not affect the unimpeded speed. Then, specification regarding the speed
to be achieved in ascending and descending direction is given in MSC.1/Circ.1533
[32]. In accordance to the FSS Code [34], stairways should not have an incline angle
greater than 45° and often the angle ranges from 30° to 45° (see, e.g., the valida-
tion data set from SAFEGUARD project [62]). Therefore, the parameters θs = 40◦
and bs = 10◦ have been chosen considering these observations, leading to ranges
γ ∈ [−50◦,−30◦] (descending) and γ ∈ [30◦, 50◦] (ascending). The unimpeded
speed associated with these ranges of inclination values have then been chosen to
correspond to the specifications from MSC.1/Circ.1533 [32], in order to guarantee

53



182 G. Montecchiari et al. / Ship evacuation simulation using a game engine

consistency of simulations in typical layouts. Finally, the parameter θs max was set to
a maximum possible incline corresponding to 90°, although this was done only for
robustness of the model.

The 3-dimensional extension of the model introduces also the problem of the in-
teraction between agents placed at different vertical coordinates. While all the in-
teraction forces are based on the projected 2-D geometry, the effect of the vertical
distance dvert between agents is introduced through a separate multiplicative fac-
tor cvert(dvert), which corrects agent-agent, counter-flow and wall-agent interaction
forces and torques. The corrective multiplicative factor cvert(dvert) is described as
follows:

cvert(dvert) =

⎧⎪⎨⎪⎩
1 if dvert < dmin

0 if dvert > dmax
dmax−dvert
dmax−dmin

otherwise

(A.47)

where dmin (m) determines the interval [0, dmin] which does not lead to any cor-
rection of the forces/torques, whereas dmax (m) determines the maximum vertical
distance above which it is assumed that there are no longer interactions. The vertical
distance dvert between agents is calculated considering the relative position of agents
feet. The value of the characteristic parameters of the model were tentatively set to
dmin = 0.5 m and dmax = 1.5 m.

A.10. Routing

The whole model presented herein is based on the assumption that, at each time
step, each agent has a preferred direction v̂0

i that ideally directs the agent to its desired
target. The routing problem has herein been addressed by using waypoints and areas,
with a logic which is conceptually similar to the one adopted in PTV Vissim [58].

The simulation space is considered to be divided into different areas. A specific fa-
cility, connecting two areas, is considered a waypoint. Waypoints are used to model
facilities like doors or intersections between corridors, while areas are used to model
rooms and corridors. Therefore, the whole map of possible paths can be considered
as a graph, where waypoints and areas are nodes and they are considered connected
if they are adjacent. A path is therefore described as a list of areas and waypoints.
Although in principle such a path could be dynamically modified during the simula-
tion, in the present implementation the agent’s path is assigned at the beginning of
the evacuation simulation.

However, the representation of waypoints as single target points, is not sufficient
to correctly simulate the flow of people through a facility (for example in a bottleneck
situation). Therefore, waypoints are represented as convex polygonal regions having
some of their sides marked as entrance/exit. An example illustration is depicted in
Fig. A.8, where an agent i is positioned in an area A and directed to a waypoint W .
Since the left side l of the waypoint W is contained in area A, we say that area A is
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Fig. A.8. Example of routing by means of a waypoint.

connected to W through l. When the side of the waypoint is intended to represent the
width of an exit/entrance, its length is set to the effective width, i.e. the clear width
reduced by the need for sufficient clearance during the passage of people. Usually,
people make an estimation of the effective width of a facility when choosing their
direction, taking into account the space occupied by their body. Therefore, an esti-
mation for the clearance can be based on a reasonable global upper bound for the
agents radius Rmax, and the exit/entrance widths are set to the difference between the
width of the facility and 2 · Rmax (Fig. A.8). Moreover, it is reasonable to consider
that agents target a point that is not exactly on the facility, but it is instead placed
inside the region they occupy and in front of the facility. For these reason hexagonal
waypoints regions, as shown in Fig. A.8, have been adopted to represent doors/en-
trance/exits, while more general shapes can be used in more complex situations. In
the typical case of a door, as reported in Fig. A.8, the target point of agent i will
be the closest point on the segment lin. The segment lin is obtained by translating
l, along its perpendicular, by a distance ε towards the inside of W . Conversely, the
segment lout is similarly obtained, but by a translation in the opposite direction, and
it is used as target when an agent is inside the waypoint region W and is exiting from
it.

The model presented so far does not contain an obstacle avoidance algorithm,
since it is assumed that in each situation agents can proceed directly towards the next
waypoint. However, in cases of complex geometries with obstacles, this might not be
the case. To cope with such situations, a shortest path approach is used. To this end,
a triangular mesh of the available area (with holes in correspondence to obstacles)
is necessary in addition to the specification of the agent path. The perception of
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Fig. A.9. Obstacle detection by finite length ray-casting as used for triggering the path-finding algorithm
based on shortest path.

Table A.7

Parameters of routing model, and corresponding values

Rmax L ε

0.3 m 3.0 m 0.1 m

obstacles by the agents is based on three rays, with finite length L (which represent
the assumed exploration region of the agent), that are cast starting from agents’ arms,
at half of the height of the agent, parallel to their desired direction v̂0

i (see Fig. A.9).
Three rays are used in the algorithm in order to balance the computational effort and
the capability of identifying obstacles which are small or which may have complex
shapes. In case any of these rays encounters an obstacle, a shortest path algorithm,
based on an implementation of the A* algorithm [20], is triggered. The approximate
shortest path obtained by connecting the centres of the mesh triangles is subsequently
processed with the funnel algorithm, according to the A* Pathfinding Project [16].
However, in the test cases reported later in the paper, there was no need to trigger
the path finding algorithm, since waypoints where always visible to agents, without
obstacles in between.

Numerical values of the parameters used for the routing model are reported in
Table A.7.

A.11. Contacts and collisions

Helbing and Molnar [23] and Korhonen [40] model agent-agent and agent-wall
collisions through a force-based spring-damper approach. However, this approach
can create numerical integration problems, leading to the need for very small inte-
gration time steps, which is problematic in case the target is a real-time simulation.
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In the presented model, collisions are instead resolved by the physics engine inte-
grated in the chosen development environment. The physics engine addresses col-
lisions by a direct modification of rigid bodies velocities, and the approach is quite
robust also when using relatively large simulation steps. The collision model requires
two parameters: the elastic restitution coefficient, that determines the speed after the
collision from the speed before the collision, and the friction coefficient for the un-
derlying Coulomb friction model. The elastic restitution coefficient κr was tuned
from simulations based on FDS+Evac [40] considering the archetypal situation of
an agent before and after colliding with a wall. A value κr = 0.8 was eventually set
by considering an agent of mass 75 kg, which correspond to the typical human mass
used in ship stability calculations. The friction coefficient was set to 0.2. This value
is used by Löhner [45] where a Coulomb friction model is implemented.
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