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#### Abstract

We study the quantum many-body dynamics and entropy production triggered by an interaction quench of few dipolar bosons in an external harmonic trap. We solve the time-dependent many-body Schrödinger equation by using an in-principle numerically exact many-body method called the multiconfigurational time-dependent Hartree method for bosons (MCTDHB). We study the dynamical measures with high level of accuracy. We monitor the time evolution of the occupation in the natural orbitals and normalized first- and second-order Glauber's correlation functions. In particular, we focus on the relaxation dynamics of the Shannon entropy. Comparison with the corresponding results for contact interactions is presented. We observe significant effects coming from the presence of the non-local part of the dipolar interaction. The relaxation process is very fast for dipolar bosons with a clear signature of a truly saturated maximum entropy state. We also discuss the connection between the entropy production and the occurrence of correlations and loss of coherence in the system. We identify the long-time relaxed state as a many-body state retaining only diagonal correlations in the first-order correlation function and building up anti-bunching effect in the second-order correlation function.


## 1 Introduction

The investigation of nonequilibrium quantum dynamics has been stimulated by the remarkable progress in experimental techniques. Ultracold atomic gases and trapped ions are a test-bed for such studies as they offer a very good isolation from the environment [1-9]. A forefront research in this direction aims at characterizing the dynamical properties of isolated quantum many-body systems [9-14]. In this context, the onset of thermalization in isolated quantum systems caused by the interparticle interaction has received great interest [15-25]. The necessary condition for the thermalization is the statistical relaxation of the isolated system to equilibrium. In some recent studies [26-35] the viability of thermalization has been associated with the onset of quantum chaos. The latter in systems of interacting Fermi or Bose particles implies a pseudorandomness depending mainly on the strength of the interparticle interaction. In the recent study of interacting spin $\frac{1}{2}$ system, the delocalization of
the eigenstates in the energy shell approach was investigated $[12,13]$. The eigenstate thermalization hypothesis (ETH) [36-38] predicts that the expectation value of fewbody observable should correspond to the prediction of microcanonical ensemble [39-42]. The recent works [43,44] make a clear connection between the ETH and information entropy. Although a vast amount of works exist to characterize the delocalized eigenstates and its connection with the statistical relaxation, many open questions which still are studied:
a) How and in which timescale the system relaxes?
b) How the time evolution of the entropy and the onset of statistical relaxation are connected?
c) What is the link between the production of entropy and both the build up of correlations and the loss of coherence?
d) What is the effect of long-range interactions?

The last question (d) is motivated by the fact that many investigations have focused on contact/short-range investigations. In this respect it would be interesting to compare results for long-range interactions with short-range
findings and with recent results for quantum systems with long-range couplings [45-55]. Ultracold atoms with dipole-dipole interactions are a popular setup to investigate the effect of non-local interactions [56]. Dipolar atoms in quasi-one-dimensional traps can be experimentally realized and provide a tool to explore a rich manybody physics $[57,58]$. It is important to point out that one can realize also several coupled one-dimensional systems, with a tunable couplings [59].

In this paper, we focus on the role of dipolar interaction in the relaxation dynamics of interacting bosons in a 1D harmonic oscillator (HO) trap. The comparison between the short-range contact interactions and long-range dipolar ones is also presented. Ultracold dilute Bose gases are very often well described by the contact interaction, defined as

$$
\begin{equation*}
\hat{V}\left(x_{i}-x_{j}\right)=\lambda \delta\left(x_{i}-x_{j}\right) \tag{1}
\end{equation*}
$$

where the dimensionless parameter $\lambda$ is the strength of the 1D contact interaction [60]. For dipolar interaction, in quasi-1D geometries, the effective non-local two-body interaction term $V$ can be obtained by integrating over the transverse directions [61]. Here we consider dipolar interaction of the form

$$
\begin{equation*}
\hat{V}\left(x_{i}-x_{j}\right)=\frac{g_{d}}{\left|x_{i}-x_{j}\right|^{3}+\alpha} \tag{2}
\end{equation*}
$$

where the dimensionless parameter $g_{d}$ is the strength of interaction and $\alpha$ is the short-scale cut-off to regularize the divergence at $x_{i}=x_{j}$. We solve the $N$ body Schrödinger equation with very high level of accuracy using the multiconfigurational time-dependent Hartree method for bosons (MCTDHB) [62-66], with the manybody ansatz being the sum of the different configurations of $N$ particles distributed over $M$ orbitals.

In our present setup, we consider $N$ dipolar bosons in 1D HO trap. We consider few particles, such as $N=4$, even though we checked that the obtained results are consistent with findings for higher number of particles, such $N \sim 6$. Our procedure corresponds to have the noninteracting system at $t<0$ and then at time $t=0$ perform a quantum quench from $g_{d}=0$ to a finite, possibly large, value of $g_{d}$. Quantum quenches of the 1D Bose gas with contact interactions have been deeply investigated in the literature [67-78]. The results obtained with the dipolar interactions are further compared with the quantum quench for the contact interaction. The relaxation is studied by analyzing the time evolution of Shannon information entropy and as well the normalized first- and second-order Glauber's correlation functions. The contrast between contact and dipolar interactions is demonstrated by the timescale of relaxation process. We observe interesting many-body properties in the time evolution of first- and second-order correlation functions in the case of dipolar interactions. We also demonstrate that the observed relaxation is associated with the loss of coherence in the first-order correlation function and the occurrence of an anti-bunching effect in the second-order correlation function. The effect of long-range repulsive tail of the dipolar interaction makes the dynamics very interesting. The corresponding entropy evolution shows sharp linear
increment at very short time and then saturation. The first-order correlation is quickly lost as well as a clear anti-bunching effect is quickly developed for the dipolar interaction.

Since the high resolution image technique allows to probe the spatial correlation functions [79,80], the observations made in the present manuscript could be verified in future experiments.

The paper is organized as follows. In Section 2, we give a brief description of Hamiltonian and the used numerical method. In Section 3, we introduce the key quantities that are subsequently analyzed. In Section 4 we present our results for the post-quench dynamics. Section 5 provides a summary and discussion of our results.

## 2 Methodology

The dynamics of a system of $N$ interacting structureless bosons in a one-dimensional (1D) harmonic well is governed by the time-dependent many-body Schrödinger equation:

$$
\begin{equation*}
i \frac{\partial \Psi}{\partial t}=\hat{H} \Psi \tag{3}
\end{equation*}
$$

The total Hamiltonian we consider is

$$
\begin{equation*}
\hat{H}\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\sum_{j=1}^{N} \hat{h}\left(x_{j}\right)+\Theta(t) \sum_{k>j=1}^{N} \hat{V}\left(x_{j}-x_{k}\right) \tag{4}
\end{equation*}
$$

Here $x_{j}$ is the coordinate of the $j$-th boson, $\hat{h}(x)=$ $\hat{T}(x)+\hat{V}_{T}(x)$ is the one-body Hamiltonian containing kinetic energy $T(x)=-\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}$ and a harmonic well trapping potential $V_{T}(x)=\frac{1}{2} x^{2}$ terms. In this work, we have chosen $\hbar=m=\omega=1$ to calculate all the quantities in dimensionless unit. The pairwise interaction between the $j$-th and $k$-th bosons is given by $\hat{V}\left(x_{j}-x_{k}\right)$. The Heaviside step function $\Theta(t)$ indicates the interaction quench at $t=0$. In this work, we have considered dipolar inetraction $\hat{V}\left(x_{i}-x_{j}\right)=\frac{g_{d}}{\left|x_{i}-x_{j}\right|^{3}+\alpha}$. Also, we considered contact $\delta$-potential for comparison.

The time-dependent many-body Schrödinger equation can not be solved directly except only for a few specific cases, see, e.g., [81]. Thus equation (3) is solved by an inprinciple numerically exact many-body method called the multi-configurational time-dependent Hartree method for bosons (MCTDHB), [62-64] which has been benchmarked with an exactly-solvable model $[82,83]$. This method has already been extensively used in the literature [84-99]. Detailed derivation of the MCTDHB equation of motions can be found in [63]. For completeness, we provide here with a brief description of the method.

In MCTDHB, the ansatz for solving equation (3) is obtained by the superposition of all possible $\binom{N+M-1}{N}$ time-dependent permanents, obtained by distributing $N$ bosons in $M$ time-dependent singleparticle orbitals $\left\{\phi_{k}(\mathrm{x}, t)\right\}$. Therefore

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{\boldsymbol{n}} C_{\boldsymbol{n}}(t)|\boldsymbol{n} ; t\rangle \tag{5}
\end{equation*}
$$

where the summation runs over all the occupations $\boldsymbol{n}=$ $\left(n_{1}, n_{2}, \cdots, n_{M}\right)$ such that these preserve total number of bosons $N$, i.e., $n_{1}+n_{2}+\cdots+n_{M}=N$ and the timedependent permanents are given by

$$
\begin{align*}
|\boldsymbol{n} ; t\rangle= & \frac{1}{\sqrt{n_{1}!n_{2}!\cdots n_{M}!}}  \tag{6}\\
& \times\left(b_{1}^{\dagger}(t)\right)^{n_{1}}\left(b_{2}^{\dagger}(t)\right)^{n_{2}} \cdots\left(b_{M}^{\dagger}(t)\right)^{n_{M}}|v a c\rangle
\end{align*}
$$

where $|v a c\rangle$ is the vacuum. The bosonic annihilation and corresponding creation operators obey the usual commutation relations $b_{k}(t) b_{j}^{\dagger}(t)-b_{j}^{\dagger}(t) b_{k}(t)=\delta_{k j}$ at any point in time. Note that in representation (5) both the expansion coefficients $\left\{C_{\boldsymbol{n}}(t)\right\}$ and orbitals $\left\{\phi_{k}(\mathrm{x}, t)\right\}$ comprising the permanents $|\boldsymbol{n} ; t\rangle$ are independent parameters. We point out that because of the time-dependent permanents, one can use a much shorter expansion in equation (5) compared to the ansatz with fixed time-independent orbitals.

For an exact theory, $M$ should be infinitely large. However, for numerical computations one has to truncate the series at a finite $M$. In actual calculations, we keep on increasing $M$ until we reach the convergence with respect to $M$ and thereby we obtain a numerically-exact result. Here we would like to point out that for $M=1$, the ansatz equation (5) gives back the ansatz for the Gross Pitaevskii theory $[100,101]$. To solve for the time-dependent wavefunction $\Psi(t)$ we employ the usual Lagrangian formulation of the time-dependent variational principle $[102,103]$ subject to the orthonormality between the orbitals. In this framework, substitution of the many-body ansatz equation (5) for $\Psi(t)$ into the functional action of the timedependent Schrödinger equation and the requirement of the stationarity of the functional action with respect to its arguments $\left\{C_{\boldsymbol{n}}(t)\right\}$ and $\left\{\phi_{k}(\mathrm{x}, t)\right\}$ lead to the working equations of the MCTDHB:

$$
\begin{align*}
i\left|\dot{\phi}_{j}\right\rangle & =\hat{\mathbf{P}}\left[\hat{h}\left|\phi_{j}\right\rangle+\sum_{k, s, q, l=1}^{M}\{\rho(\mathbf{t})\}_{j k}^{-1} \rho_{k s q l} \hat{W}_{s l}\left|\phi_{q}\right\rangle\right] \\
\hat{\mathbf{P}} & =1-\sum_{j^{\prime}=1}^{M}\left|\phi_{j^{\prime}}\right\rangle\left\langle\phi_{j^{\prime}}\right| \\
& \mathbf{H}(t) \mathbf{C}(t)=i \frac{\partial \mathbf{C}(t)}{\partial t} . \tag{7}
\end{align*}
$$

Here, $\rho(\mathbf{t})$ is the reduced one-body density matrix (see Eq. (8) below), $\rho_{\mathrm{ksql}}$ are the elements of the two-body reduced density matrix (see Eq. (9) below), and $\mathbf{H}(t)$ is the Hamiltonian matrix with the elements $H_{n_{n^{\prime}}}(t)=$ $\langle\boldsymbol{n} ; t| \hat{H}\left|\boldsymbol{n}^{\prime} ; t\right\rangle$.

It is convenient to define the different quantities of interest in terms of the one-body and the two-body reduced density matrices [104-107] instead of the full many-body wavefunction. Given the normalized many-body wavefunction $\Psi(t)$, the reduced one-body density matrix can be calculated as

$$
\begin{align*}
\rho^{(1)}\left(x_{1} \mid x_{1}^{\prime} ; t\right)= & N \int d x_{2} \ldots d x_{N} \Psi^{*}\left(x_{1}^{\prime}, x_{2}, \ldots, x_{N} ; t\right) \\
& \times \Psi\left(x_{1}, x_{2}, \ldots, x_{N} ; t\right) \\
= & \sum_{j=1}^{M} n_{j}(t) \phi_{j}^{* N O}\left(x_{1}^{\prime}, t\right) \phi_{j}^{N O}\left(x_{1}, t\right) \tag{8}
\end{align*}
$$

Here, $\phi_{j}^{N O}\left(x_{1}, t\right)$ are the time-dependent natural orbitals and $n_{j}(t)$ the time-dependent natural occupation numbers. The natural occupations $n_{j}(t)$ are used to characterize the (time varying) degree of condensation in a system of interacting bosons [108] and satisfy $\sum_{j=1}^{M} n_{j}=N$. If only one macroscopic eigenvalue $n_{1}(t) \approx \mathcal{O}(N)$ exists, the system is condensed [108] whereas if there are more than one macroscopic eigenvalues, the BEC is said to be fragmented [109-112]. The diagonal of the $\rho^{(1)}\left(x_{1} \mid x_{1}^{\prime} ; t\right)$ gives the density of the system $\rho(x ; t) \equiv \rho^{(1)}\left(x \mid x^{\prime}=x ; t\right)$.

Similarly, the two-body density can be calculated as

$$
\begin{align*}
\rho^{(2)}\left(x_{1},\right. & \left.x_{2} \mid x_{1}^{\prime}, x_{2}^{\prime} ; t\right) \\
= & N(N-1) \int d x_{3} \ldots d x_{N} \Psi^{*}\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}, \ldots, x_{N} ; t\right) \\
& \times \Psi\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N} ; t\right) \tag{9}
\end{align*}
$$

Therefore, the matrix elements of the two-body reduced density matrix are given by $\rho_{\mathrm{ksql}}=\langle\Psi| b_{k}^{\dagger} b_{s}^{\dagger} b_{q} b_{l}|\Psi\rangle$ where $b_{k}$ and $b_{k}^{\dagger}$ are the bosonic annihilation and creation operators, respectively.

## 3 Key quantities

### 3.1 Shannon information entropy

Entropy of quantum system is a measure of degree of order in a particular state $[13,38,113-116]$. The Shannon information entropy (SIE) of the one-body density in position space is defined as

$$
S_{x}(t)=-\int d x \rho(x, t) \ln [\rho(x, t)]
$$

and similarly in the momentum space as

$$
S_{k}(t)=-\int d k \rho(k, t) \ln [\rho(k, t)]
$$

where $\rho(x)$ and $\rho(k)$ are the density of the system in coordinate space and in momentum space respectively [117-119]. The two SIEs as defined above are two independent key quantities in the calculation of quantum information in many-body system, as they measure the delocalization of the corresponding distributions. However, since SIE is based on the one-body density, one can not infer the presence of correlation in the many-body state. The concept of many-body information entropy is introduced in the Gaussian orthogonal ensemble (GOE) of random matrices [120]. In general, in the interaction
quench, when different entropy measures take the GOE values - is referred to as statistical relaxation.

In the present calculation, where the many-body ansatz is constructed from the time-dependent coefficients as well as time-dependent orbitals, we provide two alternative definitions of many-body information entropy. Information entropy which is calculated from the time-dependent coefficients is termed as coefficient Shannon information entropy (C-SIE or $S^{\text {info }}(t)$ ) and calculated as

$$
\begin{equation*}
S^{\operatorname{info}}(t)=-\sum_{n}\left|C_{\boldsymbol{n}}(t)\right|^{2} \ln \left|C_{\boldsymbol{n}}(t)\right|^{2}, \tag{10}
\end{equation*}
$$

where

$$
\begin{align*}
\left|C_{\boldsymbol{n}}(t)\right|^{2}= & \frac{1}{\prod_{i=1}^{M} n_{i}!}\langle\Psi|\left[b_{1}(t)\right]^{n_{1}} \ldots\left[b_{M}(t)\right]^{n_{M}}  \tag{11}\\
& \times\left[b_{1}^{\dagger}(t)\right]^{n_{1}} \ldots\left[b_{M}^{\dagger}(t)\right] n_{M}|\Psi\rangle .
\end{align*}
$$

Thus, $S^{\text {info }}(t)$ is the measure of effective number of basis states that contribute to a given many-body state $|\Psi(t)\rangle$ at time $t$. Alternatively, the measure of $S^{\text {info }}(t)$ can be directly linked with the distribution of coefficients in the Hilbert space. In GP mean-field $[100,101]$ and multiorbital mean-field theory [121] as a single contribution is included $S^{\text {info }}(t)=0$ for all time. Thus, $S^{\text {info }}(t)$ can not be produced in mean-field theory.

From the time-dependent orbitals, we define occupation Shannon information entropy (O-SIE or $S^{\text {occu }}(t)$ ) and calculated from

$$
\begin{equation*}
S^{\text {occu }}(t)=-\sum_{j} n_{j} \ln n_{j} . \tag{12}
\end{equation*}
$$

Thus, $S^{\text {occu }}(t)$ is an entropy obtained from the natural occupations i.e., the eigenvalues of the reduced onebody density matrix $\overline{n_{j}}=\frac{n_{j}}{N}$. For time-dependent GP, $S^{\text {occu }}(t)=0$ for all time, as only one natural occupation $\overline{n_{1}}=\frac{n_{1}}{N}$ is included and can not be produced in mean-field theory.

### 3.2 Correlation functions

To complement the results for the entropies $S^{\text {info }}(t)$ and $S^{\text {occu }}(t)$ we calculate the normalized first- and secondorder Glauber's correlation functions at many-body level. The time evolution of the correlation function quantifies the coherence and fringe visibility in interfence experiments. We demonstrate a fundamental relation between the production of many-body information entropy, the build-up of correlation and loss of coherence. We establish that loss of coherence is related with the increase in many-body entropy. As spatial correlation function can be directly measured, the observed findings can be scrutinized in the future experiments. The normalized $p$-th order correlation function is defined as

$$
\begin{gathered}
g^{(p)}\left(x_{1}^{\prime}, \ldots, x_{p}^{\prime}, x_{1}, \ldots, x_{p} ; t\right)= \\
\frac{\rho^{(p)}\left(x_{1}, \ldots, x_{p} \mid x_{1}^{\prime}, \ldots, x_{p}^{\prime} ; t\right)}{\sqrt{\prod_{i=1}^{p} \rho^{(1)}\left(x_{i} \mid x_{i} ; t\right) \rho^{(1)}\left(x_{i}^{\prime} \mid x_{i}^{\prime} ; t\right)}} .
\end{gathered}
$$

It is the key quantity to define the spatial $p$-th order coherence. Here, $\rho^{(p)}\left(x_{1}, \ldots, x_{p} \mid x_{1}^{\prime}, \ldots, x_{p}^{\prime} ; t\right)$ is the $p$-th order reduced density matrix of the state $|\Psi\rangle$ [122]. In the case of $\left|g^{(p)}\left(x_{1} \ldots, x_{p}, x_{1} \ldots, x_{p} ; t\right)\right|>1(<1)$, the detection probabilities of $p$ particles at positions $x_{1}, \ldots, x_{p}$ are referred to as (anti-)correlated. The normalized first-order coherence is directly related to the fringe visibility in interference experiments and it is defined as

$$
\begin{equation*}
g^{(1)}\left(x_{1}^{\prime}, x_{1} ; t\right)=\frac{\rho^{(1)}\left(x_{1}^{\prime} \mid x_{1} ; t\right)}{\sqrt{\rho\left(x_{1}^{\prime} ; t\right) \rho\left(x_{1} ; t\right)}}, \tag{14}
\end{equation*}
$$

$g^{(1)}\left(x_{1}^{\prime}, x_{1} ; t\right)<1$ means the visibility of interference fringes in the experiment is less than $100 \%$, which is referred to as loss of coherence. At variance, $g^{(1)}\left(x_{1}^{\prime}, x_{1} ; t\right)=1$ corresponds to maximal fringe visibility and is referred to as full coherence. The diagonal of the two-body density matrix (Eq. (9)) is given by,

$$
\begin{equation*}
\rho^{(2)}\left(x_{1}, x_{2} ; t\right) \equiv \rho^{(2)}\left(x_{1}^{\prime}=x_{1}, x_{2}^{\prime}=x_{2} \mid x_{1}, x_{2} ; t\right) . \tag{15}
\end{equation*}
$$

The diagonal of the second-order correlation function $g^{(2)}\left(x_{1}^{\prime}=x_{1}, x_{2}^{\prime}=x_{2} \mid x_{1}, x_{2} ; t\right)=g^{(2)}\left(x_{1}, x_{2} ; t\right)$ is calculated from

$$
\begin{equation*}
g^{(2)}\left(x_{1}, x_{2} ; t\right)=\frac{\rho^{(2)}\left(x_{1}, x_{2} ; t\right)}{\rho\left(x_{1} ; t\right) \rho\left(x_{2} ; t\right)}, \tag{16}
\end{equation*}
$$

when $g^{(2)}<1$, we refer to it as the anti-bunching effect, while the case $g^{(2)}>1$ is termed as bunching. $g^{(2)}=1$ signifies that the measures of two particles at positions $x_{1}$ and $x_{2}$ are stochastically independent.

## 4 Results

To compare the results of dipolar interaction with the contact one, we fix the interaction strength $g_{d}$ and $\lambda$ requiring the effective interaction

$$
\begin{equation*}
\int \frac{1}{x^{3}+\alpha} d x=\int \delta(x) d x=1 \tag{17}
\end{equation*}
$$

so that the integral of $\hat{V}$ is the same with $\lambda=g_{d}$ in our units. equation (17) fixes as well the cut-off parameter $\alpha$. Throughout the computation we keep a number $M$ of orbitals which are sufficient to get convergence in the measured quantities (for $N=4, M=12$ orbitals are enough). The convergence is further guaranteed when the occupation in the last orbital is negligible. We prepared the ground state of the non-interacting Hamiltonian using the R-MCTDHB package [ $66,83,123,124]$. The interactions are then abruptly turned on at $t=0$.

In Figure 1, we plot the natural occupations $n_{j}$ as a function of time. The left panel is for contact interaction and right panel is for dipolar interaction. We choose $g_{d}=\lambda=5$. Initially at $t=0$, only the first natural orbital contributes. When the time goes on, the occupation of the higher orbitals start to contribute. However we get a clear difference with time between the contact and the dipolar
interactions. For contact interaction, mostly one natural occupation, $n_{1}$, dominates throughout the time evolution and other occupations remain comparatively small. At variance, for dipolar interaction, again initially at time $t=0$ only $n_{1}$ contributes, but at short time $n_{1}$ sharply decreases and other orbitals start to populate. For the rest of evolution we find that several other orbitals almost equally contribute as $n_{1}$ (we checked that the obtained results do not depend on the chosen value of $M$ ). However, with the considered number of particles our present computation is unable to present the full-blown $N$-fold occupation of natural orbitals which can be achieved when the system is quenched to very large values of $g_{d}$, that correspond to crystal-like states $[125,126]$; required orbitals are too large to achieve the convergence.

Figure 2 reports the dynamics of many-body SIE for dipolar as well as for contact interactions. The statistical relaxation is manifested by the long-time dynamics when $S^{\text {info }}(t)$ saturates to a maximum entropy state. At very short time we observe linear increase in $S^{\text {info }}(t)$ fitted with the analytical formula $S=\Gamma t \ln P$, where $\Gamma$ is determined by the decay probability to stay in the initial ground state and $P$ is the number of many-body states $[127,128]$. However the difference in $S^{\text {info }}(t)$ for contact and dipolar interactions can be identified from the corresponding $\Gamma$ values. For contact interaction the linear increase is determined by $\Gamma_{c}$ which is significantly smaller than the corresponding $\Gamma_{d}$ for dipolar interaction. The very sharp linear increase in the information entropy for dipolar interaction implies the number of principal components participating in the many-body dynamics increases exponentially very fast. At long times, the system relaxes to the maximum entropy state. For contact interaction, $S^{\text {info }}(t)$ also has a tendency to achieve a saturation value or maximum entropy value, however the corresponding $\Gamma$ value $\left(\Gamma_{c}\right)$ is almost 125 times smaller than the $\Gamma_{d}$ value this implies very slow relaxation process. The saturation value or maximum entropy value achieved by the system for contact interaction is also smaller than that for the dipolar interaction.

In Figure 3, we present the time evolution of $S^{\text {occu }}(t)$ for the same interaction quench parameter as reported in Figure 2. At $t=0$, when all bosons are in the lowest orbital $: n_{1}=N=4$ and all other $n_{j}=0$, so $S^{\text {occu }}(t=0)=0$. At later time, the bosons are distributed in several orbitals as the many-body state is fragmented. Unlike $S^{\text {info }}(t)$, we observe significant difference in the dynamical evolution of $S^{\mathrm{occu}}(t)$ for dipolar interaction compared to the contact interaction. The qualitative behaviour of $S^{\text {info }}(t)$ and $S^{\text {occu }}(t)$ for dipolar interaction is same only the maximum value of the entropy differes : $S_{\mathrm{sat}}^{\text {info }}=6.80$ and $S_{\mathrm{sat}}^{\mathrm{occu}}=2.47$. However, $S^{\text {occu }}(t)$ for contact interaction exhibits rigorous fluctuation at short and intermediate time, the fluctuation gradually reduces. At long time (not shown here) it saturates to a maximum value.

The time evolution of information entropy $S^{\text {info }}(t)$ for other interaction quench (small values) is presented in Figure 4. The top panel corresponds to dipolar interaction and bottom panel corresponds to contact interaction $\left(g_{d}=\lambda=0.1,0.2,0.5,1.0\right)$. In all cases the system is initially prepared in the noninteracting limit and then


Fig. 1. Eigenvalues of the reduced density matrix (i.e., the natural occupations) as a function of time for $g_{d}=\lambda=5$. Panel(a): contact interaction. Panel(b): dipolar interaction. The natural occupations $n_{j}$ exhibit depletion for contact interactions (many small $n_{j}$ with $j>1$ emerge) and full-blown $N$-fold fragmentation for dipolar interactions (all $n_{j}$ with $j \leq N$ contribute equally). All quantities shown are dimensionless.
suddenly quenched. For dipolar interaction, the qualitative nature of $S^{\text {info }}(t)$ is similar to Figure 2 - although for very small interaction quench we observe flat increase in $S^{\text {info }}(t)$ as Combine as expected, whereas, for contact interaction we observe very small production of entropy and there is no genuine signature of linear increase in $S^{\text {info }}(t)$ except $\lambda=1.0$. The small interaction quench basically acts as a small external perturbation. We observe the same behaviour in $S^{\text {occu }}(t)$ (not shown here) for small interaction quenches.

Figure 5 presents the time evolution of the first-order correlation function $\left|g^{(1)}\left(x_{1}, x_{1}^{\prime} ; t\right)\right|^{2}$ as a function of its two spatial variables $x_{1}$ and $x_{1}^{\prime}$ for various time $t$ and fixed interaction strength quench. For contact interaction, $\left|g^{(1)}\left(x_{1}, x_{1}^{\prime} ; t\right)\right|^{2}$ remains close to unity for all $\left(x_{1}, x_{1}^{\prime}\right)$ for a comparatively long time. This implies that the system remains coherent. At longer time the off-diagonal correlation is gradually lost and finally at time $t=1.0$ only the diagonal correlation is maintained. The strong interparticle repulsion leads to the loss of coherence which is further maintained at larger timescale when the system reaches to its relaxed state. It is also in good agreement with the relaxation process when $S^{\text {info }}(t)$ saturates to maximum entropy state. In contrast, for dipolar interaction we observe very quick loss of off-diagonal correlation. $\left|g^{(1)}\left(x_{1}, x_{1}^{\prime} ; t\right)\right|^{2}$ is close to unity almost exclusively for $x_{1}=x_{1}^{\prime}$, away from the diagonal $\left(x_{1} \neq x_{1}^{\prime}\right)$ is close to zero. This is the effect of long-range repulsive tail of the dipolar interaction. Thus the relaxed state can be described as a many-body state with many natural orbitals occupied, maximum entropy and persistence of diagonal first-order correlation.

In Figure 6, we plot the corresponding second-order correlation function $g^{(2)}\left(x_{1}, x_{2} ; t\right)$ for the same parameters as reported in Figure 5. At small time, for almost all $\left(x_{1}, x_{2}\right)$ the second-order coherence is maintained for contact interaction, whereas the diagonal coherence starts to deplete for dipolar interaction. For larger times (such $t=1), g^{(2)}\left(x_{1}, x_{2} ; t\right) \approx 1$ at the off-diagonal $\left(x_{1} \neq x_{2}\right)$ for contact interaction, whereas the diagonal is almost vanishing. It means that there is a finite probability of detecting two particles for all $\left(x_{1}, x_{2}\right)$, except for the narrow


Fig. 2. Dynamics of $S^{\text {info }}(t)$ or C-SIE for the same interaction quench as reported in Figure 1. The statistical relaxation is seen by the saturation of $S^{\text {info }}(t)$ to the maximum entropy value. The insets present the sharp linear increase fitted with the analytical formula for small times (see text). Fitting parameters : $\Gamma_{c}=0.34$ for contact interaction and $\Gamma_{d}=43.2$ for dipolar interaction. All quantities shown are dimensionless.


Fig. 3. Dynamics of $S^{\text {occu }}(t)$ or O-SIE for the same interaction quench as reported in Figure 1. The statistical relaxation is seen by the saturation of $S^{\text {occu }}(t)$ to the maximum entropy value for dipolar interaction. For contact interaction the fluctuations present in the occupation entropy reduces slowly with time. At very long time the system will relax. All quantities shown are dimensionless.
band around the diagonal. The vanishing diagonal part of $g^{(2)}\left(x_{1}, x_{2} ; t\right)$ is corresponding to the anti-bunching effect, as the probability of finding a double occupation along the diagonal is almost zero. Complete vanishing of the diagonal coherence is maintained at larger times. For dipolar interaction, the anti-bunching effect appears at very short times such $t \approx 0.01$. With further increase in time, the anti-bunching band spreads. The quick development of the anti-bunching effect for dipolar interaction is also in good agreement with our previous observation [129] when $S^{\text {info }}(t)$ quickly attains the saturation value. We conclude that by observing very quick loss of first-order coherence and the setup of the anti-bunching effect in second-order coherence may be considered as characterizing the manybody state with maximum entropy. Since with further increase in time we do not observe any change in entropy


Fig. 4. Dynamics of $S^{\text {info }}(t)$ for small interaction quenches. Top panel is for dipolar interaction. The qualitative behaviour for all the small interaction quenches are almost same. Bottom panel is for contact interaction. These small quenches act as perturbation. All quantities shown are dimensionless.
production, first- and second-order correlation functions, we may define the state as a relaxed state. As the different orders of coherence can be measured experimentally the above relation between the entropy production and coherence can be directly verified in the experiment to test the process of statistical relaxation. All our results presented here can be measured experimentally using single-shot absorption imaging [130-134]. From experimental absorption images, the one-body and two-body density are available as averages of many single-shot images. In the present work, we have calculated first- and second-order correlation functions using one- and two-body density. Thus a direct verification of our results can be performed easily. Furthermore, references $[97,125]$ suggest that the natural occupations can be inferred from the integrated variance of single-shot images, at least at zero temperature.

Our present calculation is done for a finite system of few particles. The natural question is to verify our present observation for larger bosonic systems. In our previous work [129], we have already reported the quench dynamics with contact interaction for a larger number of bosons,


Fig. 5. Coherence in the quench dynamics measured with first-order correlation function $\left|g^{(1)}\left(x_{1}, x_{1}^{\prime} ; t\right)\right|^{2}$. The left column depicts $\left|g^{(1)}\right|^{2}$ for contact interaction for the times $t=0.01,0.1,1.0$ and 8.0 respectively. The right column shows the same for dipolar interaction for time $t=0.01,0.05,0.1$ and 0.2 respectively. For the dipolar interaction $\left|g^{(1)}\right|^{2}$ becomes close to zero almost everywhere except the diagonal at very short time, in good agreement with the quick and large production of the many-body SIE. All quantities shown are dimensionless.
however only the first-order correlation dynamics and its link with the production of entropy have been discussed. In the context of our present computation we redo the simulation for $N=10$ bosons with contact interaction and observed the similar physics in the second-order correlation dynamics as observed for $N=4$ bosons. However we are unable to extend our simulation for $N=10$ bosons with dipolar interaction due to serious convergence problem. Increasing the particle number increases the size of the Hilbert space rapidly. For example, for $N=4$ bosons distributed over $M=12$ orbitals the size of the Hilbert space is $N_{\text {conf }}=1365$ and the same for $N=10$ bosons is 352716 . However for 10 bosons, with dipolar interaction $M=12$ orbitals may not be sufficient to achieve convergence. So we checked our present observations for $N=6$ bosons distributed in $M=15$ orbitals and the general conclusion drawn for $N=4$ dipolar bosons remain unchanged.

## 5 Conclusion

In this paper, we considered few dipolar bosons in a 1D harmonic trap. We studied the statistical relaxation of dipolar bosons and its comparison with that for contact


Fig. 6. Coherence in the quench dynamics measured with second-order correlation function $g^{(2)}\left(x_{1}, x_{2} ; t\right)$. The left column depicts $g^{(2)}$ for contact interaction for time $t=0.01,0.1,1.0$ and 8.0 respectively. The right column shows the same for dipolar interaction for time $t=0.01,0.05,0.1$ and 0.2 respectively. For dipolar interaction the diagonal part of $g^{(2)}$ is extinguished quickly due to the repulsive long-range tail and the anti-bunching effect develops in correspondence of the behaviour of the SIE. All quantities shown are dimensionless.
interaction. We solved the quantum many-body dynamics by MCTDHB and the relaxation is presented through the time evolution of natural occupation, entropy production, normalized first- and second-order Glauber's correlation functions. In the long time dynamics, the system relaxes to its maximum entropy state. The effect of the long-range repulsive tail of dipolar interaction in the dynamics is clearly visible. The relaxation process for dipolar interaction is quicker than that for contact interaction. We also presented a link between the production of entropy and the first- and second-order coherences. We observed that at the time when the many-body system occupies many natural orbitals, then at the same time the offdiagonal coherence in first-order correlation function is completely lost, and the anti-bunching effect is exhibited in the second-order correlation. Thus in our present work, we redefine the relaxed state as the many-body state with maximum entropy retaining only the diagonal correlation in $g^{(1)}$ and developing the anti-bunching effect in $g^{(2)}$. Two remaining and natural open questions are to study the connection of these results with the behaviour of collective modes and to consider the broader class of long-range interactions with smaller power of interaction, especially when its value is smaller than the dimension of the considered system.
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