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Abstract—The purpose of this paper is to describe a novel
fusion algorithm for multi-modal biometric identification. In
this paper we describe the fusion of fingerprints and voice.
This combination of biometrics is rarely used in verification
systems although this biometric pair is simple to use and not
too invasive. A framework for the combination of several data
fusion algorithms is described. In this paper we use only two
types of data fusion techniques, namely weighted sum and fuzzy
system. Two independent identity decisions can be thus obtained,
and from them two beliefs that the identity is verified can be
derived. The two beliefs are combined using Dempster-Shafer’s
approach to obtain the final decision. The results are reported
by ROC curves.

Index Terms—Biometrics, Multi-Modela Biometrics, Identity
Verification.

I. INTRODUCTION

In this paper we address the problem of identity verifica-
tion using bi-modal biometries namely voice and fingerprint.
Biometrics are information of biological origin that belongs
only to a person and is not shared by others. We could say
that practically almost all the biological characteristics of a
person that can be measured by a currently available technique
characterize only that person. DNA, iris, face, fingerprint,
signature or the voice are some of the possible character-
istics of the identity of each person. When acquired and
compared, they can be used to distinguish people themselves.
This distinction can be used to both identify and verify the
identity of a person. The difference between identification and
verification lies in the fact that in the first case the system
recognizes who that biometrics belongs to (among a set of
known biometries) and in the second the system ascertains or
not if a person is who he/she claims to be. In any case, the
biometric characteristics previously acquired and stored are
compared with that produced in that precise moment.

Multi-modal biometrics integrates several biometric infor-
mation using data fusion techniques. There are two main
reasons for using multi-modal biometrics. The first is that the
uni-modal biometries can be disguised in some way; hence the
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use of multi-modal biometrics should make camouflage more
difficult. The second is that no single biometrics can guarantee
perfect verification of a person’s identity. Using at least two
different biometrics should make it possible to compensate
for the limitations of individual biometries. It is expected that
one good integration of different biometries improves overall
results.

The main objective of an identity verification system is to
control the access to resources that cannot be shared with many
people. For this reason such systems should minimize the rate
of false positive which is the percentage of times the system
accepts impostors. A multi-biometric system has one or more
inputs linked to different biometrics, and a binary answer: to
accept or reject the identity. The different modes (for example
face image, iris image, fingerprint or voice) that represent the
same identity from different perspectives may be integrated at
four different fusion levels, namely at the sensor, at the feature,
at the score and at the decision levels as described in [1], [2],
[3], [4].

Extensively research has been done on face recognition,
which is a very natural biometry for human beings. However,
face images recognition performance can be limited by many
factors, namely lighting conditions, poor image quality, image
size and face angle. In [5] the performance of some face recog-
nition algorithms based on Principal Component Analysis
(PCA) and Linear Discriminant Analysis (LDA) are compared.
In [6] a survey of methods of face recognition is reported.
To overcome the limits of face verification, face biometry is
commonly used together with other biometries. For example
in [7] a bi-modal verification system is described using face
and fingerprint. A comparison of different fusion approaches,
namely sensor, feature, score and decision is carried out
showing that fusion at the score level leads to the best results.
In [8] a verification system based on face and fingerprint is
described. The authors show that verification results using
sum-based fusion are better than face or fingerprint alone.

Another very natural biometry for human beings is voice.
Also speaker verification by voice has been studied exten-
sively. However, also speaker verification can be limited by
many factors. For example it strongly depends on the psyco-
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physical condition of the speaker and on the acoustic noise in
the environment. It can be morover easily subjected to voice
mimicry attacks. Most speaker verification systems are based
on a Universal Background Model (UBM) which is a text-
independent, gender-specific pool of different speakers. Each
speaker is represented by acoustic feature vectors modeled by
Gaussian Mixture Model (leading to the popular GMM-UBM
model) as described in [9] and, more recently, by i-vectors as
reported in [10] or x-vectors as described in [11].

Many multi-modal identity verification systems has been de-
veloped using the speech biometry. For example in [12] three
types of deep neural networks which integrate face and voice
are described. Identity verification experiments conducted by
the authors with the VoxCeleb dataset show that better Equal
Error Rate (EER) results with respect to the state of the art are
obtained. In [13] four fusion strategies are tested with face and
voice. Performance results obtained by the authors using their
own dataset show that better EER values are obtained with
feature level fusion. Moreover, Zhang et al in [14] describe an
application for smartphone unlocking. The fusion is performed
at the score level.

Applications of biometric identity verification are rapidly
evolving, from the development of electronic passports, to the
access of health services, to banking, to electronic voting or
to the control of physical or logical devices to guarantee the
security of access. The devices that are becoming increasingly
important are personal computers and smartphones, which
open to a vast amount of important personal data. For example
Memon describes in [15] a multi-biometric access control
of smartphones using the combination of three biometrics,
namely fingerprints, face and voice. The fusion of the three
biometries is obtained with Support Vector Machine (SVM)
which must be initially trained.

The biometries considered in our paper are voice and
fingerprint which is a bi-modal combination that has not
been studied very thoroughly. One of the few papers dealing
with fingerprint and voiceprint based identity verification is
[16] where the authors describe the combination of the two
biometries by fusing the two biometries at the feature level.
In [16], voice is modeled by means of GMM and fingerprint
are represented with minutiae, which is similar to our case.

One contribution of this paper is that a framework for the
combination of several data fusion algorithms is proposed.
In fact it is not possible to know a-priori what is the best
suited data fusion algorithm, so we transform the output of
data fusion algorithms to belief functions, to obtain several
independent opinions on the identity verification which can be
combined. Another contribution is that we propose a simple
fingerprint matching algorithm based on dynamic program-
ming.

II. ALGORITHM OVERVIEW

The goal of the verification algorithm is to evaluate the
probability related to two events:

H1 which means that the identity is verified
and
H0 which means that the identity is not verified

We describe in the following the proposed framework for
the fusion of decisions resulting from multiple data fusion
algorithms among the biometric scores. The framework is
illustrated in Fig. 1. In the Figure we consider only two types
of biometries and K different types of data fusion algorithms
as an example.
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Fig. 1. Block diagram of the proposed decision fusion framework.

The Dempster-Shafer (DS) theory of evidence [17] repre-
sents uncertainty and lack of knowledge combining different
measures of evidence. The DS approach considers a finite set
of hypotheses, in our case Θ = {H0, H1}. This assumption
leads to the following set of 2|Θ| possibilities: {∅, {H0}, {H1},
{H0, H1}}.

The Basic Belief Assignment (BBA) is a function m(.)
which associates to every subset A of the hypothesis set Θ
a value in the range [0, 1]. m(.) shall satisfy the following
conditions:

∑
A⊆Θm(A) = 1, m(Ø) = 0. The belief

function, bel(.), associated with the Basic Belief Assignment
m(.), assigns a value in [0, 1] to every nonempty subset B of
Θ. It is defined by

bel(B) =
∑
A⊆B

m(A) (1)

The belief function can be viewed as a generalisation of a
probability function.

In our case the first operation to do is the conversion of
the scores resulting from the data fusion systems (i.e. the
Λ1, . . . ,ΛK in the figure) into values, we call p1, . . ., pK ,
which lie between 0 and 1 and are the likelihood that the
identity is verified or not. One simple way to perform this
conversion is to measure the difference between the values
of the Λi from the threshold θ related to each data fusion
algorithm. The computation of the thresholds for the two data
fusion algorithms we used in this paper is reported next. In
summary, each data fusion algorithm becomes an Expert in
DS fusion.
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Under this assumption, the expert j provides the probability
of the subset θi: mj({θi}) = pi.

The probability of the subset θi will be distributed to all the
other subsets of Θ: for all the other subsets C of Θ, mj(C) =
1−pi
2K−1

.

For example, if K=3, each expert shall assign a belief to
the subsets of Θ, 22 = 4 sets. Thus, the j expert assigns
mj({θi}) = pj and mj(C) =

1−pj
3 , C ⊆ Θ, C 6= {θj}.

Two BBAs m1(.) and m2(.) can be combined using the
following formula [17]:

m(C) = m1

⊕
m2 =

∑
j,k,Aj∩Bk=Cm1(Aj)m2(Bk)

1−
∑
j,k,Aj∩Bk=Øm1(Aj)m2(Bk)

(2)
where Aj and Bk are subsets of Θ. More than two BBAs can
be combined in the same way.

The whole algorithm proposed in this paper is represented in
Fig. 2, where two biometries and two data fusion algorithms
are used. The users are divided into two groups, the autho-
rized to access the resource and the non-authorized users, or
impostors. Voice and fingerprints biometrics are acquired by
the same person, and are represented with Gaussian Mixtures
and with a list of minutiae respectively. The two represen-
tations of authorized persons are compared with the voice
and fingerprints relating to the set of impostors in order to
obtain scores, called Λ, with the following property: if the
person is authorized to access the resource, his score will
have a high value, otherwise he/she will have a low value.
The determination of the scores will be described in the next
sections.

In summary, the research performed so far indicate that
generally the fusion at score level is preferable. However
there is no indication on what is the fusion algorithm to
use. Therefore, the two biometries are combined with two
independent data fusion algorithms, namely weighted sum
and fuzzy fusion algorithms, in order to obtain two different
decisions at different likelihood level. A final decision is
performed on the basis of Dempster-Shafer combination rule.

III. VOICE BIOMETRIC

The GMM models of speech, described for example in
[18], is a mixture of Gaussian distribution. A GMM model
is denoted as

λ = {wi, µi,Σi}, i = 1, . . . ,M (3)

where wi are the mixture weights, µi the mean of each
Gaussian and Σi the covariance of each Gaussian. Each
speaker is represented by its own λ. In the following we briefly
highlight the algorithm used in this paper. First, speech is split
in short frames. Each frame is then parameterized in a feature
vector x composed by Mel Frequency Cepstral Coefficients.
The mixed density of the feature vector with a D dimension
is a weighted linear combination of M uni-modal Gaussian

probability densities, pi, each parameterized by a vector of
the means:

p(x|λ) =
M∑
i=1

wipi(x) (4)

where the density is reported in (5)

pi(x) =
1

(2π)D/2Det(
∑
i)

1/2
e

1
2 (x−µi)(Σi)

−1(x−µi) (5)

The weights of the mixtures, wi must satisfy the condition∑M
i=1 wi = 1.
In the training phase, the goal is to estimate the GMM

parameters to create a speaker model, which best approximates
the vector distribution of the training characteristics. The most
popular technique is Maximum Likelihood ML, the purpose
of which is to find the parameters of the model that maximizes
the likelihood of the GMM, given a series of Training vectors
X = {x1, . . . , xT }. The likelihood of the GMM model is
given by (6).

LGMM = log p(x|λ) (6)

This function is not linear of λ and direct maximization is
not possible. However the ML estimation of the parameters
can be obtained iteratively using a special case of the EM
(Expectation - Maximization) algorithm. The basic idea is,
starting with an estimate of λ, to estimate a new model λ that
allows to have p(x|λ) > p(x|λ). The new model becomes the
starting model for the next iteration. The process is repeated
a specified number of times. Two critical factors in training
are the selection of the M order of the mixtures and the a
priori initialization of the model parameters before the EM
algorithm. The first problem can be solved experimentally,
while in the second case it is noted that, from experimental
evidence, elaborate initialization schemes are not necessary
for the training of the speaker models. We choose the K-
means algorithm, which allows clustering from the training
data, minimizing the global mean distortion D = E[d(x, z)].
The idea is to divide the set of training vectors into L groups
Ci, such that the following conditions are satisfied:
• The optimal quantizer is selected using a selection crite-

rion for maximum proximity, formally q(x) = zi ⇐⇒
d(x, zi) ≤ d(x, zj)∀j 6= i : 1 ≤ j ≤

• Each centroid zi is chosen to minimize the average
distortion in the corresponding ci.

The algorithm can be described in the following steps:
1) Initialization: method for constructing an initial set of

centroids. We start with a cokebook that uses the first
2d elements.

2) Classification: each training vector x is classified in a
region Ci, choosing the nearest centriode zi, that is x ∈
Ci ⇐⇒ d(x, zi) ≤ d(z, zj)∀j 6= i

3) Centroid library update: calculated the new centroid for
each region Ci from the training vectors of the region
itself

4) End: if the decrease of the global distortion is below
a certain predetermined threshold or the cycle has been
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Fig. 2. Block diagram of the proposed bi-modal verification algorithm.

iterated for a certain number of times, then the procedure
is concluded, otherwise you go back to step 2.

Using GMM modeling of voiceprints, we compute the
GMM model of the Authorized person λSA, and the average
GMM model of Non-Authorize Persons, λSNA, so we can
compute the score

ΛS =
p(x|λSA)

p(x|λSNA)
(7)

where x is a segment of Speech and the S apex stands clearly
for Speech. Equation (7) in logarithmic terms, becomes:

ΛS = log ΛS = logP (x|λSA)− logP (x|λSNA) (8)

This term is the score used in the data fusion algorithms. This
score will be very high if the x speech segment comes from
the owner of the model λSA, while it will be very low if the x
speech segment is pronounced by an impostor.

IV. FINGERPRINT BIOMETRIC

We used a variant of the verification approach based on
minutiae detection, which is reported for example in [19]. The
algorithm is composed of the following points:

1) Acquisition of fingerprints In the system described in
this paper, the acquisition of the fingerprints are made
with n scan sensor shown in Fig. 3 The use of this sensor
considerably simplifies the matching of the fingerprints
because the physical structure of the sensor constraints
the fingers to scan always at the same orientation.

front rear

Fig. 3. Sweep-type fingerprint scanner Upek TCEEA4.

2) Determination of the direction of the ridges The finger-
print image is divided into blocks of w × w pixels (for
example 16× 16) pixels, so for each block centered in
the point P (i, j), a window of size l × w is defined
(for example 32 times16) . Inside each block, the
gradient dx(i, j), dy(i, j) is calculated for each pixel of
coordinates (i, j), in turn used to calculate an estimate
of the local orientation of each block. Extending the
calculation to the whole image, we obtain a vector field
where each vector is associated with a single block.

3) Determination of the frequency of the ridges.
In a generic subsection of the image, where there are no
singularity points or minutiae, the ridges and valleys that
make up the footprint can be modeled as a sine wave
which propagates in a direction normal to the direction
of the ridge itself. Each image blocks of w × w pixels
is oriented according to the direction of the crest in
the point obtained in the previous step. Ultimately the
function returns a field (map) of frequency values point
by point.

4) Creating the mask This operator constructs an image
of the same size as the original footprint, but made up
of only two values: it colors the areas of the image
considered valid in white and the damaged ones in black.
In the following steps, the operations on the impression
will take into account the mask and will avoid working
on the areas marked in black, thus saving calculation
time and improving the accuracy of the results. To decide
whether a pixel is valid or not, this function is based
on the crest frequency map. The mask thus obtained is
filtered to better define the edges and to fill any small
holes formed by mistake in the critical central parts of
the impression, for example in correspondence with the
minutiae.

5) Ehnancement To better highlight the edges of the crests,
a Gabor filter is applied, whose parameters are set to take
into account the information contained in the two vector
and scalar fields, on the φ direction and on the previously
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obtained crest frequency. After the enhancement it can
be seen that the image is sharper, the contrast increases
and the crests are better defined. However, areas that
are too noisy often become a single dark spot and the
broken ridges are not always recomposed.

6) Binarization This operator very simply transforms the
gray-scale image obtained from enhancement into a
black and white one. Discrimination occurs according
to whether the pixel intensity is above or below a
preset threshold. Normally this threshold is exactly in
the middle of the scale (with gray levels from 0 to 255,
the threshold is 128). The binarization, which in effect
eliminates some information from the image, is however
necessary to simplify the next operation.

7) Thinning The purpose of this operator is to thin all
the crests present in the binarized image until they are
reduced to the thickness of a single pixel. In this way,
while preserving the general structure, a skeleton of the
footprint is obtained which is simplified and more easily
manageable by the algorithm that extracts the minutiae.

8) Minutiae extraction and filtering. This operator cycles
through all the pixels one at a time, excluding the outer
edges, then verifies that the point in question has not
been previously excluded from the mask. If it passes
this check, check that it is also full; if it is, it checks
the eight adjacent pixels and counts how many of them
are full. A typical fingerprint result is reported in Fig.
4 where only bifurcation and termination minutiae are
considered. The two fingerprint images shown in this
figure are related to the same finger and same individual
(em).

a finger sweep another sweep, same 
finger, same identity

red = Termination minutiae 

blue = Bifurcation minutiae

Fig. 4. Typical example of two fingerprints acquired with the sweep-type
sensor and processed by the points described in this section.

A. Fingerprint Matching

The sweep-type fingerprint scanner we used allows us
to simplify the fingerprint matching. Such operator will be
described in this Section. The fingerprint which will be used
for comparison as template is stored and the fingerprint to
be verified is compared with the template. Representing the
fingerprints with their minutiae, the patterns to be compared

are the sequences of minutiae S (from “Stored”) and V (from
“to be Verified”).

S = {MS
1 ,M

S
2 , . . .M

S
NS}

V = {MV
1 ,M

V
2 , . . .M

V
NV }

(9)

The minutiae MS
i and MS

i of the “stored” and “to be
verified” fingerprints are represented by their coordinates:
MS
i = (xSi , y

S
i ), MV

i = (xVi , y
V
i ) where, xi, yi are the

X-Y coordinate of the i-th S and V minutia, respectively.
Likewise NS and NV are the number of the S and V
minutiae respectively. The simplification lies in the fact that
the direction of the minutiae is the same for the S and
V fingerprints and thus they do not need not be estimated.
We compute the distance between S and V fingerprints,
namely the score, using a Dynamic Programming algorithm:
the two sequences of minutiae are represented by sequences of
couples, namely (xS1 , y

S
1 ), (xS2 , y

S
2 ), . . ., (xSNS , y

S
NS ) for the

template S and (xV1 , y
V
1 ), (xV2 , y

V
2 ), . . ., (xVNV , y

V
NV ) for the

new fingerprint V . Comparing three sequences with dynamic
programming means that a warping path between the two
sequences is computed. The warping path is made by K points
where the generic point k is a correspondence between two
generic couples (xVi , y

V
i ) and (xVj , y

V
j ). From the two couples

a distance is defined using the Euclidean distance

d(k) = [(xi(k) − xj(k))
2 + (yi(k) − yj(k))

2]1/2 (10)

Executing the Dynamic Programming recursion the score
between the two fingerprints is computed as:

score(S, V ) = min

∑K
k=1 d(k)w(k)∑K
k=1 w(k)

(11)

where the minimum is evaluated over all the warping paths,
w(k) is a weighting factor and the denominator compensates
for the length of the warping path.

Using the score of authorized (A), and the average score of
non-authorized (NA) we have:

ΛF =
score(S, V )A

score(S, V )NA
(12)

where x is a segment of Speech and the S apex stands clearly
for Speech. Equation (12) in logarithmic terms, becomes:

ΛF = log ΛS = log score(S, V )A−log score(S, V )NA (13)

This term is the score used in the data fusion algorithms. This
score will be very high if the x speech segment comes from
the owner of the model λSA, while it will be very low if x
speech segment is pronounced by an impostor.

V. DATA FUSION ALGORITHMS

A. Weighted-sum Fusion

The normalized quantities ΛF and ΛS can be combined
in many ways. One possibility is to integrate them using a
weighted average, which is shown in equation 14
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Λ1 = αΛF + (1− α)ΛS (14)

According to this equation, an index is obtained as a result
of the combination. This value should be then subjected to
a threshold φ to accept or reject the declared identity. In
other words: If Λ1 ≥ φ, then the identity could be verified.
Otherwise, if Λ1 < φ, the identity could be rejected. In the
following we describe a simple way to calculate α and φ. In
a training phase, we enter a sequence of observations by the
authorized person, OF1 , O

F
2 , . . . , O

F
N , and OS1 , O

S
2 , . . . , O

S
N as

input to the system.
We will therefore have a sequence of ΛF1 ,Λ

F
2 , . . . ,Λ

F
N

values and a sequence of ΛS1 ,Λ
S
2 , . . . ,Λ

S
N values. We then

calculate the mean and variance of these sequences: µ(ΛF ),
µ(ΛS) and σ2(ΛF ), σ2(ΛS) First of all, we establish that a
good value for the threshold is the mean of Λ1:

φ = αµ(ΛF ) + (1− α)µ(ΛS) (15)

Furthermore, if an authorized person provides his / her
fingerprint and vocal observations, the value of Λ1 is high but
exhibit some variability as measured by its variance. However,
it is important to minimize the variance of Λ1 to minimize the
false positives and false negatives in the verification process.

The minimization of σ2(x) is easily obtained as follows:
since

σ2(Λ1) = α2σ2Λ(F )+(1−α)2σ2(ΛS)+2α(1−α)Cov(ΛF ,ΛS)
(16)

and that fingerprints and voice prints are statistically indepen-
dent, we have

σ2(x) = α2σ2Λ(F ) + (1− α)2σ2(ΛS) (17)

The value of α is obtained by setting to zero the derivative
of σ2(x) with respect to α. Therefore:

dσ2(x)

dα
= 2ασ2(ΛF )− 2(1− α)σ2(ΛS) = 0 (18)

Hence:

ασ2(ΛF ) = (1− α)σ2(ΛS) (19)

or:

α =
σ2(ΛS

σ2(ΛF )
(20)

It can easily be shown that σ2(x) actually reaches a mini-
mum for the value of calculated in (20).

Therefore, the algorithm developed for biometry is the
following:

1) Calculation of ΛF and ΛS

2) Calculation of µ(ΛF ), σ2(ΛF ) and µ(ΛS), σ2(ΛS).
3) Calculation of Λ1 = αΛF + (1 − α)ΛS and φ =

αµ(Λ(F ) + (1− α)µ(ΛS)

0 0.25 0.5 0.75 1
0

1

LOW MED HIGH

Fig. 5. Fuzzy sets

R1: IF x1 is High AND x2 is High THEN u is High
R2: IF x1 is Med AND x2 is Med THEN u is Med
R3: IF x1 is Low AND x2 is Low THEN u is Low
R4: IF x1 is High AND x2 is Low THEN u is Med
R5: IF x1 is Low AND 2 is High THEN u is Med
R6: IF x1 is Med AND x2 is High THEN u is Med
R7: IF x1 is Med AND x2 is Low THEN u is Low
R8: IF x1 is High AND x2 is Med THEN u is Med
R9: IF x1 is Low AND x2 is Med THEN u is Low

TABLE I
FUZZY RULES

B. Fuzzy Fusion

Fuzzy fusion starts from the ΛF and ΛS measures described
above.

These two indices are linearly normalized in the interval [0
- 1] by evaluating the minimum and maximum as indicated
below. In case of the biometric system based on the voiceprint,
the result has undergone a normalization on the interval [-
0.8, 1.5], while, in the case of the biometric system based on
fingerprint, normalization has been done on the interval [-2.24,
1.56]. Hence, it is possible to associate both results with the
same fuzzy system. The normalized indices are provided to
the fuzzy system defined in the next few paragraphs. Fig. 5
shows the fuzzy sets we used.

The Center method was used for the defuzzification method.
1) Fuzzy Rules: First, the system inputs are assigned: x1 =

ΛS and x2 = ΛF . These inputs are normalized between 0 and
1 and applied to the set of rules to find the fuzzy sets of the
output variable u = Λ2. The numerical value of the output is
computed by applying the centroid method. The fuzzy rules
are reported in Table I.

The output ranges from 0 and 1 so, in this case, the threshold
can be set simply to 0.5.

2) Non-linear combination function: The fuzzy system
created and described in the previous paragraphs builds one
non-linear function with which the two inputs are integrated:
u = F (x1, x2). The form of this function is shown in the
following figure.

VI. EXPERIMENTAL RESULTS

Since no publicy datasets for voice and fingerprint biometric
pairs is available, we developed our own dataset as described
next in this section. Let us now first describe the speaker
verification operations. Some operations were performed with
the help of the tools provided by the ALIZELIA RAL Speaker
Verification Toolkit [20], [21].
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x2
x1

u

Fig. 6. Obtained non-linear integration function.

For the training and testing phases of the identity verifica-
tion algorithm we have developed a dataset made up of vocal
samples from 50 students, 15 females and 35 males, average
age of 28 years. In particular, the subjects were required to
read a series of 30 words 4 times each word. The acquired
data is used for the first training phase and for the subsequent
testing phase. The audio files were recorded with a slight
background noise in order to evaluate the performance of the
programs in the presence of a system that has noises (the
average signal / noise ratio of the files is 15dB). The group of
people is divided into 20 authorized and 30 unauthorized. For
each of the 20 authorized, a model of each word is constructed
using two repetitions of each word; the other two repetitions
are used to obtain false positives in the test phase. Of the 30
not used, 20 are used to build the unauthorized model and
10 for the false negative test. Ultimately, the dataset we have
created is made up of 6000 files. Of these, 1200 files are used
for training and 1200 for false positive testing. In addition,
2400 files are used to build the unauthorized model and 1200
for the false negative test.

All 6000 files are converted into Cepstral Mel parameters
using the ‘bin/sfbcep’ tool. Voice detection is provided by the
’bin/EnergyDetector’ tool. The normalization of the Cepstral
parameters is realized with the tool ’bin/NormFeat’ while the
model of the unauthorized with the tool ’bin/TrainWorld’.
The ’bin/TrainTarget’ tool is used for creating templates of
authorized users. Finally, the tests are performed with the
’bin/ComputeTest’ tool. The results related to identity veri-
fication through speaker verification are summarized in the
following.
• Correct Positive Verification (CVP): They represent the

cases in which a positive result of the verification is
expected and obtained

• False Negatives (FRR): These represent the cases in
which a positive result is expected and a negative result
is obtained from the verification

• Correct Negative Verification (CVN): These represent the
cases in which a negative verification result is expected
and obtained

• False Positives (FAR): These represent the cases in which
a negative result is expected and a positive feedback is
obtained from the verification

• Accuracy: is the arithmetic mean of the CVP and CVN
values
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Fig. 7. Performance

Each authorized subject were also requested to sweep their
selected finger 10 times. One fingerprint is used as a model
of the the finger and the other 9 are used to test the false
positives. Likewise each non authorized subject were requested
to sweep the selected finger 20 times. Of the acquired fin-
gerprints, 9 are used for measuring the false negatives, and
11 of them are used to form the non authorised subset.
Fingerprint Identity verification has been performed using a
series of tools developed by us in C++. The series of tools
is summarized in Section 4. From speaker and fingerprint
verification modules, the scores ΛF and ΛS are obtained. The
next step is to integrate the scores obtained with voice and
fingerprint the biometric systems The people who were used
to conduct the tests using fingerprints are the same people
used previously. it was therefore possible to carry out the
tests of the overall system simply by associating each result
obtained from the voice system with the corresponding result
provided by the verification based on fingerprints. The data
fusion algorithms, the conversion of Lambda1 and Lambda2

to likelihood and the Dempster-Shafer combination rule of the
two belief functions are developed by us in C++ to obtain the
final result.

The final results are reported in Fig.7, where ROC curves
obtained with some identity verification algorithms are shown.
The x axis represent the False Accept Rate (False Positives)
while the y axis represents the False Reject Rate (False
Negatives). Any point on the black line is an Equal Error
Rate, namely a point where he false positive rate is equal to
the false negative rate. The black curve is obtained with the
algorithm proposed in this paper, which leads to an EER of
about 0.005%. The green curve is obtained with the algorithm
described by Wang et al. [16] where voice and fingerprint
are fused with a User Specific Weighted Sum Rule, where
the weight are selected specifically for each person. Using
our dataset, its EER is about 0.1%. The red and blue curves
are obtained with only fingerprint and only voice respectively.
They lead to EER of about 0.015 and 0.025 respectively.
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VII. FINAL REMARKS AND CONCLUSIONS

In this paper we present a bi-modal identity verification
algorithm, based on voice and fingerprint biometrics. The
voice biometric is processed using the classical GMM-UBM
approach, and the fingerprint biometric is processed using the
classical approach based on minutia extraction and matching.
A matching matching approach based on dynamic program-
ming is presented. The matching operation is simplified due
to the sweep sensor used to acquire the fingerprint. One
contribution of the paper is the Dempster-Shafer combination
rule based fusion algorithm, which allows to combine different
verification decisions coming from several data fusion algo-
rithms. Verification results are performed using presented by
ROC curves. Future works will evaluate the performance with
greater dataset and the performance with other data fusion
algorithms in addition to that used in this paper. Moreover we
will study more thoroughly the conversion of the data fusion
output values to likelihood values. Finally, we will investigate
how our proposed framework can be made compliant with
emerging challenges dictated by the novel big data trend (e.g.,
[22]–[31]).
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