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Abstract

This thesis presents the study of three quantum materials conducted by means of
a novel photon source for Time- and Angle-Resolved Photoelectron Spectroscopy (TR-
ARPES) developed at the T-ReX laboratory at FERMI (Elettra, Trieste). This source
provides pulses at a photon energy of 10.8 eV up to the MHz repetition rate, while o�ering
picosecond time resolution and few tens of meV energy resolution. The results from the
three science cases studied highlight how the unique capabilities of this setup are beneficial
to tackle open scientific questions in di�erent areas of modern condensed matter physics.
The three systems pertain to di�erent material classes, namely a topological insulator, a
kagome metal and a high-temperature superconductor.

The topological insulator Bi2Se3 is studied to address the e�ect of spin-orbit coupling
in shaping the 2D dispersion of the topological surface state. Ab-initio calculations of
the photoemission with variable spin-orbit coupling strength at the surface are compared
with equilibrium and nonequilibrium measurements performed at 10.8 eV. The dispersion
is reproduced by spin orbit coupling strength reduced to 70-85 % of its full atomic value.

The study of the kagome metal CoSn focusses on the dynamics of its two flat bands,
that arise due to the lattice-induced localization of electrons and the resulting enhancement
of the e�ect of correlations. The flat bands are investigated at large momentum values,
where they can be distinguished from each other. The e�ect of photoexcitation is an
ultrafast shift and broadening, both of the order of the meV, suggesting a small electron
delocalization induced by the pump pulse.

The study on the copper-based superconductor Bi2212 comprises the use of three
sources. The results of TR-ARPES performed with the 10.8 eV source show that this
setup allows accessing the antinodal region, located at large k values. However, in the
present configuration the setup is not optimized for providing detailed insight on the
nonequilibrium response of these states. Improving the time resolution of the setup will
allow access also to the antinodal dynamics.

The investigation of the O 2p states, performed by means of an HHG source, shows
that an infrared pump pulse redistributes charges in the valence band involving also the
oxygen states. Time-resolved X-ray photoelectron spectroscopy measurements performed
at a free-electron laser facility clarify that the main response to the charge redistribu-
tion induced by infrared photoexcitation occurs in the copper-oxygen planes, where the
fundamental interactions of cuprates take place.
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Chapter 1

Introduction

The term “quantum materials” designates all those material systems where a ratio-
nalization of the macroscopic physical properties needs to take into explicit account the
intrinsic quantum nature of the underlying microscopic phenomenology [1]. Also for sys-
tems not labelled by this name, the most appropriate microscopic description employs
quantum mechanics. What quantum materials in particular realize is the manifestation
on larger spatial, energy or time scales of the consequences of interactions occurring at a
quantum level. Interactions like the Coulomb repulsion between electrons, the spin-orbit
coupling, or the Cooper pairing in superconductors occur at the eV or sub-eV energy scale,
but are capable of dramatically influence the macroscopic properties of quantum materials
like the electrical conductivity or the specific heat [2]. The class of quantum materials thus
includes, among the others, superconductors [3], unconventional magnets [4], topological
insulators [5] or transition-metal dichalcogenides [6].

As these examples already suggest, the electronic properties of quantum materials are
of great potential for technological applications [7]. On the other side, unconventional
macroscopic properties often emerge from microscopic phenomena that are nontrivial in
their own respect. For this reason, the fundamental research on quantum materials can
find its roots in the quest for more e�cient and versatile capabilities for technological appli-
cations, but stands also on its own as a playground where the most intriguing phenomena
in modern condensed matter physics can be investigated.

The collection of experimental evidences on the physics of quantum materials relies
on spectroscopic techniques that allow direct or indirect access to the energy, spatial or
temporal scales of the order of the phenomena under scrutiny. Therefore, the research
on quantum materials is also fostered by technical advancements that allow experiments
with increasingly high resolution. Moreover, controlling and manipulating the microscopic
degrees of freedom of quantum materials can o�er new pathways to shape their properties
as suited for the applications [8].

The electronic properties of ordered materials are largely encoded in the band struc-
ture, i.e. the dispersion relation of energy versus crystal momentum of the valence band
electrons. Mapping the electronic dispersion of a system o�ers a wealth of information on
the interactions that govern the electronic behavior of the system. Moreover, in complex
systems electrons generally interact with each other, giving rise to changes in the band
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Chapter 1. Introduction

structure due to correlations. Electrons also interact with the collective excitations of the
system [9], or feel the e�ect of spin-orbit coupling [10], to name but a few examples.

The most direct experimental access to the band structure is provided by the Angle-
Resolved Photoelectron Spectroscopy (ARPES). The technique is based on the photoelec-
tric e�ect, for which an electron can be emitted from a material by a photon of su�cient
energy to overcome its work function. The energy and momentum conservation laws for
the photoemission process allow retrieving, from the energy and the emission angle of
the photoelectron, the energy and crystal momentum possessed by the electron inside the
system. The same conservation laws also prescribe a limit in the energy and momentum
ranges that can be probed at a given photon energy. Since it encodes information on the
band structure of the system, the ARPES measurement can also unveil the interactions
felt by the electron before photoemission [11]. The capability of ARPES of providing
valuable insights in the electronic properties of material systems is subject of numerous
reviews [3, 12, 13].

Under equilibrium conditions, however, the di�erent interactions governing the mi-
croscopic behavior of a system occur simultaneously and their observable e�ects may
superimpose, hence making it challenging to tell them apart by inspection of the equilib-
rium band structure alone. An approach to disentangle di�erent coexisting interactions
is to exploit the typically di�erent time scales that characterize them. The principle is
called pump-probe and ranges across various techniques, including optical spectroscopy
[14], STM [15], photoemission [16]. The basic idea is to impart an impulsive excitation
to the system, and to measure it at several time intervals before and after the excitation.
In this way, the complete dynamics of the excitation of the system out of its equilibrium
conditions and recovery towards equilibrium can be tracked.

Accessing the nonequilibrium dynamics of the band structure is possible by imple-
menting the optical pump-probe scheme in the photoemission experiment, hence realizing
the Time- and Angle-resolved Photoelectron Spectroscopy (TR-ARPES) [16]. This im-
plies exciting the system with a first pulse (the pump), and performing the photoemission
measurement with a second pulse (the probe) to track the evolution of the dispersion.
The wealth of information on the physics of quantum materials o�ered by TR-ARPES is
vast. The direct optical transitions triggered by the pump from below to above the Fermi
level allow to probe parts of the unoccupied band structure [17]. More fundamentally,
the e�ect of the pump can be that of inducing a transition to an equilibrium or a purely
non-thermal state, which can be inspected by monitoring the corresponding features in
the band structure (gaps, kinks,. . . ) [18]. Finally, the relaxation time of the excited elec-
tronic population and of the possible pump-induced modifications allows disentangling the
interactions that drive them on the basis of their timescales [19].

The possibility of employing a pump-probe scheme in photoemission critically depends
on the use of pulsed light for the pump and the probe. Basically, a longer duration of the
pulses implies a worse time resolution for the experiment. The pulse duration has thus
to be optimized, but in order to address the band structure features with high resolution,
also the energy and momentum resolution along with the count rate should be preserved.
Moreover, a larger photon energy is in general preferable since it allows accessing larger
portions of the band structure.

The development of TR-ARPES was made possible by the advent of ultrafast lasers.
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At present date, the major limitations to the capabilities of TR-ARPES setups come
from the photon source. Laser-based setups rely on tabletop sources providing short
pulses (10-300 fs) typically in the infrared region, narrow bandwidths (tens of meV) and
repetition rates in excess of the kHz and in some cases of the MHz [20]. The photon
energy is subsequently increased by various techniques of higher harmonic generation.
The main focus of the developments in the TR-ARPES field is nowadays devoted to
finding generation techniques that allow optimizing the trade o� between photon energy,
energy-time resolution, and photoemission count rates. As a result, di�erent generation
schemes o�er operation in complementary intervals of the values of these parameters [21].

Harmonics generation in nonlinear crystals is the simplest and most common among
these schemes, largely due to the fact that the photon energy (<7 eV) allows simple design
of the setups. The low photon energy is also the major limitation of these setups, that on
the other hand o�er excellent time and energy resolutions (down to the Fourier limit) [20].
These limitations have fostered the search for di�erent generation schemes. Harmonics
generation by nonlinear processes, or ionization and recombination in rare gases (HHG)
require superior laser source capabilities and were developed only recently, but allow to
reach photon energies up to 11 eV in the former case, and up to the soft X-rays in the
latter, although applicability to TR-ARPES setups is limited to 70 eV [22]. A particular
case is represented by the use of free-electron laser emission, that additionally allows the
extension to the time domain of typically core-level synchrotron techniques like x-ray
photoelectron spectroscopy and di�raction [23].

This thesis is devoted to the exploration of the advancements in TR-ARPES made
possible by a novel photon source at 10.8 eV probe photon energy obtained by a cas-
cade ninth harmonic generation in nonlinear crystals and in Xe gas. The capabilities of
the setup are first proven with the direct characterization of the source. The setup is
capable of operating at the MHz repetition rate and delivering ≥ 1.3 ps and ≥ 80 meV
time and energy resolutions, with a high number of counts in space-charge free régime,
suitable for reaching good statistics in equilibrium and time-resolved measurements. The
remaining part of the thesis presents three scientific cases that show how the combina-
tion of the source parameters o�ered by the novel 10.8 eV source allows tackling open
scientific questions in quantum materials of present interest. These are the topological
insulator Bi2Se3, where the spin-orbit coupling is the dominant interaction, the kagome
metal CoSn, where the e�ect of correlations is enhanced by electron localization, and the
copper-based high-temperature superconductor Bi2212, where electronic correlations and
charge-transfer interactions play a dominant role. On this last system, we performed fur-
ther complementary measurements with an HHG and an FEL source.

The following chapter introduces the basic concepts of ARPES and TR-ARPES, with
particular care towards the aspects that limit the capabilities of the setups for the time-
resolved technique. In particular, it is the photon energy of the source that defines the
extent of binding energy and parallel momentum that can be probed by photoemission.
Moreover, the bandwidth and time duration directly influence the energy and time reso-
lution of the setup. Finally, the repetition rate and the number of photons per pulse are
what defines the capability of the source to provide good signal-to-noise statistics.

Chapter 3 reviews the generation schemes presently available for TR-ARPES. These
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are divided on the basis of the physical principle they rely on for the generation of pulses
of suitable photon energy (> 5 eV). Frequency doubling and summing in nonlinear crystals
are briefly discussed. Most importantly, this chapter presents the working principles and
the experimental realization of the 10.8 eV setup based on the generation of third harmonic
in Xe gas. A detailed discussion of the most relevant parts of the setup is also provided,
along with the characterization of the energy and time resolution of the setup. The main
limitations of the scheme and possible improvements are also discussed. The chapter also
presents the basics of HHG and FEL-based photoemission, along with a description of the
setups used for the measurements of this thesis.

Chapter 4 discusses the application of the 10.8 eV source for the investigation of the
topological insulator Bi2Se3. Our study focusses on the role of the spin-orbit coupling
in shaping the dispersion of the topological surface state of this system, which deviates
from the expected linear dispersion. Our measurements are used to validate a series of
ab-initio calculations performed varying the SOC strength down to 50 % of its full atomic
value for the first 20 layers of the crystal. The comparison of the calculations with the
measured dispersion below and above the Fermi level indicates that the e�ective strength
of the SOC is reduced at the surface to 70-85 % of its full value.

Chapter 5 presents the results obtained in the investigation of the kagome metal CoSn.
In this case the photoexcitation is used to determine the response of flat bands that orig-
inate from a localization of electrons in real space due to geometrical confinement. The
e�ect of the pump is to delocalize the electrons, an which we monitored by tracking the
time-dependent dispersion of the flat bands. These undergo a shift in energy and a broad-
ening, both of few meV, hence indicating that photoexcitation delocalizes a fraction of
electrons but that the localization mechanism is robust against ultrafast optical excita-
tion.

Chapter 6 comprises time-resolved photoemission measurements performed with three
di�erent photon sources on the cuprate superconductor Bi2212. The 10.8 eV photon en-
ergy was employed to study the dynamics in the valence band at large momentum values
(antinodes). While the equilibrium measurements prove the capability of reaching the
antinode, spurious e�ects hinder a detailed resolution of the dynamics. Charge transfer
interactions, that are believed to be intertwined with lower energy scale phenomena like
superconductivity, were instead studied by addressing the O 2p levelsstates in the valence
band with an HHG source. A depopulation and small broadening were found, in agree-
ment with literature. Finally, the free-electron laser FLASH was employed to add to this
investigation the site sensitivity to distinguish the dynamics of di�erent oxygen atoms in
the unit cell. The largest changes are observed in the oxygen lying in the Cu-O plane,
which is the one involved in the charge-transfer, hence confirming that this interaction
plays a dominant role in shaping the nonequilibrium properties of cuprates.
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Chapter 2

Time- and Angle-Resolved
Photoelectron Spectroscopy

In this chapter the basic concepts of ARPES and TR-ARPES are introduced. The
physical quantities that can be extracted from an angle-resolved photoemission experiment
are discussed, along with the experimental means employed nowadays to perform such
experiments. Particular attention is drawn to those aspects that turn out to be critical in
the extension of the technique to the time domain. The information that can be retrieved
with nonequilibrium photoemission is then discussed, along with the fundamental aspects
that presently limit the application of this technique to relevant scientific cases. A detailed
discussion of the light sources for TR-ARPES is instead subject of the next chapter.

2.1 Basic principles of ARPES
2.1.1 The photoemission process

Photoemission is a photon-in electron-out technique that relies on the photoelectric
e�ect, i.e. the capability of photons of suitable energy to emit an electron from the bound
states of a material into the vacuum [24, 25]. The kinetic energy of the photoemitted
electron depends on the energy of the incident photon, following the relation dictated by
the energy conservation:

Ekin = h‹ ≠ EB ≠ �. (2.1)

Here h‹ is the energy of the incoming photon, EB is the binding energy of the electron
in the initial state, and � the work function of the material, i.e. the di�erence between
the Fermi level EF of the system and the vacuum level. The process is schematized in
Fig. 2.1(a) [26]. Since the kinetic energy is a positive quantity, the photon energy must
thus be su�cient to overcome the binding energy of the electron and the work function
of the material. The possibility to retrieve the binding energy of the electrons inside
the sample by measuring their kinetic energy after photoemission is at the basis of the
photoelectron spectroscopies [26]. The distribution of the number of photoelectrons as a
function of energy hence provides direct information on the density of states (DOS) of
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the material. However, the shape of the count rates vs. kinetic energy in the upper part
of Fig. 2.1(a) is not identical to the DOS profile in the lower part due to the broadening
induced by the experimental resolution.

Figure 2.1: (a) Energy diagram of the photoemission process. The lower part shows the density
of states inside the sample, which is translated by the photoemission process into the
spectrum measured outside the sample. From [27], adapted after [26]. (b) Vectorial
representation of the momentum conservation relations. Adapted from [28].

The conservation of momentum (k) for the photoemission process must be considered
separately for the parallel (kÎ) and perpendicular (kz) components to the sample surface
(Fig. 2.1(b)). This is due to the breaking of translational symmetry induced by the surface
itself, which can be taken into account with a nearly free-electron model in the conservation
relation for the perpendicular momentum as an additional term V0 called inner potential
[29]. For photon energies below ≥100 eV, which is the case of all the momentum-resolved
measurements of this thesis, the momentum transferred from the photon to the electron is
negligible. Being Ë the polar angle between the perpendicular to the sample surface and
the direction of the outgoing electron, as indicated in Fig. 2.1(c), the conservation law for
the two momentum components reads:

I
kÎ = 1

~
Ô

2mEkin · sin(Ë)
kz = 1

~


2m(Ekin · cos2(Ë) + V0).
(2.2)

Since Ekin = h‹ ≠ EB ≠ � (Eq. 2.1) is a positive quantity, these relations also set a
limit for the values of momentum that can be probed at a given photon energy h‹ and
binding energy EB.

The value of V0 is challenging to obtain from calculations, and is most commonly de-
duced from the periodicity of the dispersion along kz with Ekin. It is typically determined
by continuously tuning the photon energy h‹ on a suitably extended range [30]. This issue
is absent for two-dimensional systems, and in general for surface states, since they lack
dispersion along kz.
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2.1. Basic principles of ARPES

Eq. 2.2 reveals that, upon measuring the angle Ë at which the photoelectron with
kinetic energy Ek is emitted, it is possible to deduce the crystal momentum of the electron
itself. The angle-resolved photoelectron spectroscopy (ARPES) measurement hence allows
a mapping of the E vs. k relation inside the crystal, which encodes information on the
band structure of the system. It is understood that ARPES is a meaningful technique only
for samples exhibiting a long-range order, where the periodicity of the potential allows
describing the electrons in the valence band in terms of Bloch states [31].

Figure 2.2: (a) Experimental geometry for an angle-resolved photoemission measurement, indicat-
ing the polar (Ë), azimuth (Ï) and tilt (Â) angles [12]. (b) Universal curve of the
inelastic mean free path as a function of the photoelectron kinetic energy (bottom
axis) and incident photon energy (top axis) assuming �+EB ƒ 4 eV [13]. (c) E�ect of
the real and imaginary parts of the self energy. A larger imaginary part broadens the
dispersion (from upper to lower panel), while a larger real part modifies the dispersion
(from lower to upper panel), causing in this case a kink close to EF . Adapted from
[32].

An ARPES experiment consists in the detection of the number of electrons emitted
in a range of Ekin and Ë values, which can be mapped into binding energy and crystal
momentum using the conservation relations 2.1 and 2.2. To elucidate the relation between
I(k, EB), commonly referred to as photoemission intensity, and the band structure that
is being probed, we must inspect the physical and experimental e�ects that contribute to
determine the photoemission intensity under the given conditions of sample band structure
and incident light. The most common framework in which the photoemission process
is interpreted is the semiclassical three step model [3]. Dividing the process into three
independent steps is purely phenomenological, although it has proven often successful
in reproducing the photoemission data [26]. A more rigorous treatment of the problem
requires modeling the process as a single coherent transition [33], as for example done
for the calculations reported in Ch. 4. The three-step model is however of simpler use to
qualitatively describe the photoemission of an electron from a solid sample.

In the first step, the incoming photon drives a direct transition of an electron inside the
sample. It is in this step that the information about the band structure and the excitation
probabilities is encoded. The electron traverses the sample thickness up to the surface
(second step). In the third step, the photoelectron traverses the surface and is emitted
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into the vacuum: it is in this step that the translational symmetry breaking disrupts the
conservation of the perpendicular momentum component.

It is worth emphasizing that the energy and momentum conservation relations of Eq.
2.1 and 2.2 are valid only if the photoelectron does not undergo any scattering event while
traversing the sample thickness in the second step of the photoemission process. Such
electrons are called primary electrons, in contrast to the secondary electrons that undergo
scattering and contribute to the background of the measurement [34]. The average distance
that an electron can traverse in a solid without undergoing scattering events is called mean
free path and its dependence on the photoelectron kinetic energy typically follows the so
called universal curve (Fig. 2.3(b)). The curve has a minimum at kinetic energies of few
tens of eV that amounts to less than 10 Å. Since typical lattice parameters vary from few Å
(≥3.6 Å for Cu) to several tens (≥31 Å for Bi2212), this means that the largest contribution
to the photoemission intensity comes from electrons photoemitted from the first layers
close to the surface. This renders ARPES a surface-sensitive technique. However at
photoelectron kinetic energies of less than 10 eV the surface sensitivity is gradually lost
in favor of a more pronounced bulk contribution to the primary electrons, which can be
recovered on the higher side of photon energies only approaching the soft- or hard-X rays.

The photoemission intensity coming from the primary electrons comprises three terms
[35]:

I(k, EB) = I0(k, EB, h‹, )A(k, EB)f(EB, T ). (2.3)

This expression does not account for the contribution of secondary electrons to the
detected photoemission intensity. The secondary electrons contribute by adding a back-
ground to the raw data that is subtracted in the post processing or ARPES data. The
next paragraphs discuss the relevance of the three terms of Eq. 2.4 to the aim of the
interpretation of the ARPES measurement.

Matrix element e�ects: I0(k, EB, h‹, ) The term accounts for the probability of the
transition from the initial Bloch state

--Ïi
k

,
to the final free-electron state

---Ïf
k

f
due to the

interaction with the photon. Within a semiclassical picture, where the electric field of the
incident radiation is treated as a classical field with vector potential A, the interaction
hamiltonian between the field and the electron of momentum p is treated as a perturbation
of the form Hint Ã p · A. The Fermi golden rule [3] prescribes the probability of this
transition to be proportional to the matrix element

|M i,f
k | =

e
Ïf

k

--- p · A
--- Ïi

k
f

. (2.4)

The matrix element thus modulates the photoemission intensity depending on the rela-
tive orientation between the polarization of the incident light and the electron momentum.
Therefore, suitable combinations of photon energy and polarization can selectively enhance
or suppress photoemission from specific electronic states, and can be used to reconstruct
the orbital character of the bands or to enhance specific features in the band structure
[32, 36].
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2.1. Basic principles of ARPES

This also tells that a photoemission measurements is not an absolute measurement
of the system band structure, but that strong variations can appear upon varying the
photon-energy. Matrix-element e�ects (as well as kz dispersion) have to be taken into
account when comparing photoemission measurements performed at di�erent photon en-
ergies. The comparison with structure calculations is a�ected by the same issue, unless
the full photoemission process is taken into account, and hence also the interaction of the
electrons with the incident light (cf. Ch. 4.2).

Band structure: A(EB, k) This term is known as one-electron removal spectral function
and encodes the information on the band structure of the system. It stems from a descrip-
tion of the photoemission process in terms of the Green functions, which is the best suited
formalism as it can account for the electronic correlations [11] and allows extending the
treatment to the time-resolved case [37] (cf. Sec. 2.2). Since the terminology is ubiquitous
in the field of correlated systems and therefore used in this thesis, we will briefly discuss
it here.

For a noninteracting system of scattering-free particles, the spectral function A0 takes
the form of a Dirac-delta function centered at the energy and momentum values dictated
by the dispersion relation E(k) of the band structure:

A0(k, E) Ã ”(E ≠ EB(k)). (2.5)

The interaction among electrons, or with collective excitations of the system, modifies
the dispersion relation in a way described in the Green function formalism by means of
the complex self energy �. We refer to [38, 39] for a detailed description of the concept
and the formalism of self energy. Here we only report the form of the spectral function A
for an interacting system once the self-energy e�ects have been taken into account:

A(k, E) Ã �ÕÕ(k, E)
[E ≠ EB(k) ≠ �Õ(k, E)]2 + [�ÕÕ(k, E)]2 , (2.6)

where �Õ and �ÕÕ indicate the real and imaginary parts of the self energy.
The functional form of A(k, E) is that of a Lorentzian centered at [E(k) ≠ �Õ(k)],

with a broadening given by �ÕÕ(k, E). The role of the real and imaginary parts of the
self energy are exemplified in Fig. 2.3(c) [32]. Going from the upper panel to the lower
one, the imaginary part of the self energy increases. Its e�ect is to broaden the electron
distribution, and it accounts for the finite lifetime of the state. Going from the lower
to the upper panel, instead, the real part increases, and the dispersion changes shape
acquiring a kink close to EF . The role of the real part of the self energy is thus to modify
the bare-electron dispersion E(k) by an amount �Õ. The renormalization of the electronic
dispersion is the formal equivalent of the concept of quasiparticle, i.e. an electron dressed
by the many-body interactions felt in the system, which thus behaves as an electron with
modified (renormalized) dispersion and finite lifetime [40].

Band structure population: f(EB, T ) The Fermi-Dirac distribution accounts for the
capability of equilibrium ARPES of probing only the occupied states. The finite temper-
ature is a physical source of the Fermi edge broadening that adds up to the experimental
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sources of broadening discussed in the following sections. It can be used to estimate the
temperature of the electronic subsystem, provided that background and energy resolution
e�ects are taken into account.

2.1.2 ARPES: experimental perspective

In this section we briefly discuss the key issues in the realization of a photoemission
experiment. A comprehensive overview on the state-of-the-art equilibrium ARPES is
outside the scope of this work, and we refer to the vast review literature on the subject
[3, 12, 13]. Nonetheless, several aspects deserve attention as they define fundamental
properties of the APRES experiment and are of key importance in discussing the extension
of the technique to the time domain.

The photon source Several properties of the ARPES experiment directly depend on
the characteristics of photon sources employed. Three parameters define the properties
of a photon source with respect to the photoemission experiment: the photon energy, the
spectral content and the photon flux.

The conservation relations of Eq. 2.1 and 2.2 indicate a physical limitation to the
extent of binding energy and parallel momentum that can be probed for a given photon
energy. The choice of the photon energy to employ has to deal with this constraint in the
first place. As discussed above, the photon energy also selects the kz at which the band
structure is probed, and together with the polarization it modulates the photoemission
intensity via the matrix elements e�ects. Photon energy tunability is therefore a useful
knob to gain control on both aspects.

The photon source for ARPES must be monochromatic since all the photoelectrons
measured at a given kinetic energy must be traced back to a single value of EB, which is
not possible if photons of di�erent energy are involved. For this reason, the finite spectral
content of the source contributes to the broadening of the measured spectra and thus to
the total energy resolution of the measurement.

Good photon flux is required in the photoemission experiment in order to acquire
significant statistics to enhance the signal-to-noise ratio within reasonable measurement
times. Monochromatizing the radiation typically goes at the expenses of the photon flux
and hence of the acquisition time.

At present date, the photon sources capable of o�ering reasonable compromises be-
tween these parameters are discharge lamps, synchrotron and free-electron lasers (FELs),
and sources based on tabletop lasers. Discharge lamps are a good option for a laboratory-
based setup or in situ characterization of samples, o�ering intrinsic small bandwidth
(<1 meV) but fixed photon energy (tens of eV) and partial polarization control [41].
Synchrotron radiation o�ers key advantages for equilibrium APRES measurements [42].
Photon energies from few eV to several keV can be obtained, hence covering the whole
Brillouin zone of material systems and giving access to the core levels. It also o�ers con-
tinuous tunability of photon energy and polarization, in addition to a large photon flux in
a quasi-continuous wave régime. Photon flux is an important parameter since the narrow
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Figure 2.3: Light sources as a function of the photon energy range they typically cover [12]. The
availability of the sources for time-resolved experiments is defined by the possibility
to operate them in a pulsed mode (labeled here by ultrafast). Continuous wave (CW)
sources as discharge lamps or synchrotron-radiation are used for static ARPES only.

spectral content is obtained by means of monochromators that filter out the radiation and
diminish the photon flux at the sample.

Tunability and high photon energy are also common to FELs, that on the other hand
have a limited repetition rate and a huge number of photons per pulse, which causes space-
charge related issues (Sec. 2.1.2) [43]. FELs are considered for photoemission mainly in
the time-resolved case. Laser-based systems o�er the advantage of being laboratory-based
sources, in contrast with large-scale facilities as synchrotrons and FELs. The majority of
the laser-based setups rely on the generation of higher harmonics in crystals and gases
[20, 44] and operate in the UV-VUV range, although recently soft X-rays can also be
generated in suitable schemes [45]. For equilibrium ARPES, laser-based setups o�er high
flux at very low photon energies, where synchrotrons might have lower photon flux; at
these energies, due to technical reasons related to the photoelectron detection, high energy
and momentum resolutions can be reached. Laser-based photoemission is the most suited
starting point to implement the time resolution thanks to the capability of laser pulses to
reach very short pulse durations [13]. Since they pertain to the field of TR-ARPES, FELs
and pulsed laser sources are discussed in more detail in the next chapter.

To stress the importance of the photon energy in defining the maximum k range
available (Sec. 2.1.1), we show in Fig. 2.4 the momentum range visible at an angle of ±30¶

for two selected values of photon energies. The lowest, 6.2 eV, is common in crystal-based
setups for TR-ARPES (Sec. 3.1), and is compared with the 10.8 eV photon energy of the
source we developed and employ in this work. Panel (a) shows the band structure of the
kagome metal CoSn (Ch.5) along �K measured with 92 eV with a synchrotron source [46].
As visible, the 6.2 eV is capable of accessing only a small portion of the band structure
around �, while the 10.8 eV captures the whole extension of the feature at E≠EF ≥ 0.3 eV.
Even more striking is the case of Bi2212, whose Fermi surface (intensity as a function of
kx and ky close to EF ) is shown in panel (b). At 6.2 eV photon energy the bands can not
be reached, and larger angles must be employed. At 10.8 eV, instead, a large part of the
bands can already be reached, and larger angles can allow access the full Brillouin zone of
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Figure 2.4: (a) Dispersion of CoSn measured with 92 eV photons along �K. Plot of data already
published in [46]. The red line marks the momentum value reached with 10.8 eV photon
energy and Ë = ±30¶, while the yellow one is for 6.2 eV photon energy. (b) Photoemis-
sion intensity as a function of kx and ky of Bi2212 at E ≠ EF = 25 meV. The circles
mark the momentum with the same angle and photon energies as those of panel (a)
[47].

this system.

The spectrometer The photoemission experiment is based on the possibility to de-
termine the kinetic energy and the two angles of emission (Ë, Ï) of the photoelectrons
(Fig. 2.3(a)). The dispersion along at least one momentum direction can be acquired
with modern electron spectrometers thanks to 2D detection schemes. Three kinds of such
spectrometers are currently in use, namely the hemispherical analyzer, the time-of-flight
analyzer and the momentum microscope [12].

A scheme of the hemispherical analyzer, extensively used in this work, is reported in
Fig. 2.5(a) [48, 49]. The collected photoelectrons pass through a system of electrostatic
lenses and are fed into the entrance slit aperture, which selects only a slice of the in-
coming photoelectron cloud. The hemispherical analyzer thus records the photoelectron
distribution with momentum resolution only along the angular direction parallel to the
slit, which we will call kx, and for an extent defined by the length of the slit itself. The
angular acceptance varies typically from 15¶ (low angular dispersion, LAD) to 30¶ (side
angle mode, WAM), and contributes to the maximum momentum range detectable in the
single measurement. Along the direction perpendicular to the slit (ky), the photoelectron
distribution is averaged out. This also means that a larger slit integrates over a larger
ky interval, at the expenses of the energy and momentum resolution of the measurement.
The potential di�erence between the two electrodes of the hemispherical capacitor pre-
serves the angular distribution along the direction of the slit (apart from a mirroring),
and spatially disperses the electron trajectories along the perpendicular direction, to an
extent that depends on their kinetic energy. The electrons impinge on a 2D multi-channel
plate and are subsequently detected with a delay-line detector [50] or a CCD camera.

The result of the measurement is thus a distribution of intensity over the area of the
detector, with one axis representing the angular distribution and the other the electron
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Figure 2.5: (a) Scheme of a hemispherical analyzer, with the colored lines indicating photoelectrons
emitted at di�erent Ë angles [3]. (b) Scheme of a time-of-flight analyzer. Also in this
case the color helps distinguishing electrons emitted at di�erent angles. Adapted from
[12].

kinetic energy. This can be converted into a two-dimensional map of photoemission in-
tensity as a function of the binding energy and one momentum direction, and is a slice of
the whole 3D (EB, kx, ky) phase space available at given photon energy. Larger values of
kx can be probed up to the limit imposed by Eq. 2.1 by rotating the polar angle of the
sample (Ë in Fig. 2.3(a)). The dispersion along the ky must be retrieved rotating either
the tilt angle Â or the azimuthal angle Ï and acquiring a 2D map for each angle. Some
hemispherical analyzers also include the capability of changing the vertical direction of
acceptance through special deflectors in front of the lens system. In this way the disper-
sion along ky can be mapped with the net advantage that the relative orientation between
photon source, sample and analyzer remains fixed.

The time-of-flight detection scheme is schematized in Fig. 2.5(b). The measurement
of the kinetic energy in this case is based on the time elapsed between the photoemission
event and the revelation of the electron on the detector [51] [52]. Due to the speed of event
detection and recording of the system, only pulsed sources of suitably low repetition rate
(.1 MHz) are compatible with this detection system [53]. This scheme allows employing
both the directions of the detector for the mapping of the 2D angular distribution of the
photoelectrons, hence simultaneously acquiring the whole I(EB, kx, ky) distribution.

An important development starting from this scheme is the time-of-flight spectrometer
based momentum microscope developed by Gerd Schönhense [54], which was used for the
measurements shown in Ch. 6 of this thesis. It employs the lens system of a typical spec-
trometer for photoemission electron microscopy (PEEM), where the lens settings can be
changed to project on the detector either the real space distribution of electrons (PEEM)
or the reciprocal space distribution (ARPES). The strong electric field exerted on the
sample by the first elements of the lens column allows collecting the full distribution of
photoelectrons up to Ë = 90¶, with huge advantage both on the momentum range acces-
sible at given photon energy and on the total photoelectron count rate. The combination
with the ToF scheme adds the kinetic energy resolution and allows performing the com-
plete ARPES experiment. The PEEM mode additionally allows estimating the position
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and size of the photon beam on the sample by looking at the real-space distribution of
photoelectrons. However, the momentum microscope features a complex system of lenses
to image the incoming angular distribution onto the detector, and optimal working con-
ditions require fine optimization of a number of parameters. Moreover, the strong electric
fields exerted at the sample surface requires that in the field of view of the microscope
surfaces are extremely flat with little corrugation. On the other hand, the e�ective field of
view can be suitably reduced, by means of filtering apertures in the lens column, to avoid
sample edges and macroscopic surface discontinuities, or to push the technique towards a
micro-APRES régime [55].

Space-charge e�ects Space-charge is a drawback e�ect in photoemission spectroscopy
arising from the Coulomb interaction among photoelectrons [56]. The consequence is a
distortion of the energy-momentum distribution of the photoelectrons. At a first approx-
imation it shifts in energy and broadens the photoelectron spectrum, and is thus detri-
mental for the resolution of the experiment. Small spot sizes and pulsed sources are thus
the conditions where space-charge e�ects are more severe, since the density of electrons
in real space and thus the electron-electron interaction is larger. For moderate regimes of
space-charge, the Coulomb interaction within the electron cloud can be modeled and the
original distribution is retrieved [57]. However, for pulsed sources, decreasing the number
of photons per pulse is the preferred strategy, and the possibility to achieve a good signal-
to-noise ratio in the measurement critically depends on the repetition rate of the source
(cf. corresponding paragraph in Sec.2.1.2).

Energy and momentum resolution The bandwidth of the photon source has typically the
largest contribution in limiting the experimental resolution. This can be as good as 1 meV
for synchrotron and discharge lamp sources, while FELs and pulsed lasers are subject to
further constraints and are extensively discussed in Ch. 3. Since synchrotrons and FELs
commonly rely on monochromators for the photon energy filtering, improving the energy
resolution on the source side means reducing the e�ective flux of photoelectrons, with
consequent scaling of the measurement time for equivalent signal-to-noise ratio. Another
case in which the photon flux must be reduced in favor of the energy resolution is when
the space-charge regime is approached, with the same drawbacks on the count rate.

Hemispherical analyzers, operated at the smallest values of entrance slit aperture,
can achieve an energy resolution of ≥ 1 meV. Since these conditions require very small
entrance slit aperture and hence limited photoelectron flux, hemispherical analyzers are
most often operated with a resolution around 10 meV. The momentum microscope has
proven capable of delivering a similar energy resolution, the main di�culty being the
minimization of space-charge e�ects inside the lens column [53, 58].

The momentum resolution is usually determined by the angular resolution of the ana-
lyzer, that can go below 0.1¶. Large spot sizes can also be a source of k broadening, since
photoelectrons emitted at the same angle but from distant regions over the spot area are
mapped into di�erent real-space positions on the entrance slit. The possibility of reducing
the field of view in momentum microscopes mitigates this e�ect. Moreover, propagating
the uncertainty on the angle in Eq. 2.2, one obtains that
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Ekin�Ë.

The momentum resolution is thus intrinsically worse at higher photon energies, since
a larger k interval corresponds to the same angular interval.

A special case of space-charge induced broadening occurs in the detection schemes of
the momentum microscopes, since at the focal planes inside the lens column (Fig. 2.5(b))
the electrons are constrained in a small volume. For this reason, the limit of photoelectrons
per pulse to avoid space-charge with a momentum microscope is a factor 100 smaller than
for a hemispherical analyzer [58], although suitable schemes have been developed to reduce
this e�ect [59] or to model and correct the deterministic part of the distortion [60].

ARPES analysis techniques Basic analysis of the photoemission data is usually per-
formed integrating the I(k, EB) in suitable ranges of either energy and momentum, and
displaying the result as intensity vs. the other variable. Integrating in momentum yields
the so-called EDCs (energy distribution curves), which are actual spectra extracted at
precise values of k; integration in energy produces the MDC (momentum distribution
cuts).

The simplest model to fit the EDCs is to employ a sum of Lorentzian peaks to describe
the density of states, which are multiplied by a Fermi-Dirac distribution and convoluted
with the Gaussian accounting for the experimental resolution. If the thermal broadening
is in excess of the energy resolution, fitting the Fermi edge is also a method to retrieve
the electronic temperature (cf. corresponding paragraph in Sec. 2.1.1).

The background of secondary electrons can be approximated as linear or polynomial in
small energy regions (few eV), but should be described by a Shirley form or a polynomial
approximation [61]. However, spurious e�ects due to the detector can distort the actual
shape of the background and it is necessary to seek for ad-hoc solutions lacking the physical
meaning of the Shirley background.

MDC cuts can also be modeled by a sum of Lorentzian peaks, broadened by the
experimental resolution, which is typically much smaller than the linewidth of the features.

From the statistical point of view, the photoelectron analyzer records rare events in
multi-dimensional histograms (kinetic energy and one or two momentum directions), and
thus the number of counts N in each bin follows the Poissonian statistics with standard
deviation

Ô
N [13]. This is treated as a statistical uncertainty and propagated in the

fitting procedures to determine the uncertainty on the extracted parameters.
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2.2 Basics and state of the art in TR-ARPES

Time-resolved ARPES (TR-ARPES) is an extension of the equilibrium technique to
the time domain by implementation of the photoemission experiment in a pump-probe
scheme. It is based on pulsed sources to excite the system out of the equilibrium condition,
and measure the band structure in the excited state by photoemission. This section
presents the basic aspects of the technique from an experimental point of view. A detailed
discussion of the photon sources for TR-ARPES is instead subject of Ch. 3.

2.2.1 Operating principles

The basic principle of a TR-ARPES experiment is illustrated in Fig. 2.6. The pump-
probe scheme requires two pulses at variable time delay �t from each other (panel (a)).
The first, known as pump, impinges on the sample and brings it out of the equilibrium
condition (panel (b)). The second pulse, called probe, is used to measure the system by
photoemission in its excited state.

Figure 2.6: Basic principle of the TR-ARPES technique. (a) Pump and probe pulses are directed
onto the sample at a �t time distance. (b) The pump pulse impinges on the sample
before the probe pulse and brings the system out of equilibrium. (c) The probe pulse
photoemits the electrons from the excited sample at a time delay �t after the pump.

Nonequilibrium conditions are by nature not stable, and the system eventually relaxes
back to equilibrium. The process of excitation and relaxation towards equilibrium can be
tracked by varying the time delay between the pump and the probe pulse and acquiring
the band structure measurement for each delay. The condition in which the pump and the
probe pulses impinge together on the sample (�t = 0) is known as temporal overlap, or
more commonly time zero. Negative values of �t mean that the pump pulse arrives after
the probe pulse, and thus the system is measured under unpumped conditions. Since the
system is periodically excited and measured by a couple of pump and probe pulses, the
unpumped condition might di�er from the true equilibrium condition due to the residual
e�ect of a previous excitation, or average heating e�ect of all the preceding pump pulses.

The e�ect of photoexcitation is visually better distinguished in di�erence maps between
the one acquired at a specific delay �t and the one integrated over the negative delays of
the measurement. As an example, Fig. 2.7(a) shows the unpumped dispersion of Bi2Se3
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Figure 2.7: (a) Unpumped band structure of Bi2Se3 measured with 10.8 eV probe photon energy
at 100 K. (b) Pumped band structure at �t = 1 ps . (c) Di�erence between (b) and
(a), plotted in false color to evidence the changes induced by the pump.

obtained with 10.8 eV probe photons at 100 K. The e�ect of the pump at �t = 1 ps is
visible already in the map of panel (b), especially in the population above EF . All the
e�ects can instead be well distinguished in the di�erence map between the two (panel (c)),
where as customary an increase in population is shown in red and a decrease in blue. This
convention of representing the pump-probe data will be used throughout this thesis.

The di�erence map, plotted in the appropriate color scale, highlights the regions where
the number of electrons detected has decreased and the ones in which it has increased. The
population variation, however, can stem from di�erent e�ects, which are briefly discussed
in the next section.

2.2.2 Observables in TR-ARPES
A qualitative view to understand what pump-induced changes to the photoelectron

distribution can be expected in a TR-ARPES experiment is provided by the relation for the
ARPES intensity of Eq. 2.4. Each of the terms expresses a contribution that might undergo
a change due to the presence of the pump. Adding an explicit time dependence to the terms
of Eq. 2.4 means treating the time-dependent phenomena in a quasi-static approximation,
where at each time instant the formalism is the same as in the equilibrium case but with
modified parameters. Although a more correct treatment based on nonequilibrium Green
functions has been recently developed [37, 62, 63], it addresses discrepancies that occur at
very short time delays and that are not subject of discussion in this thesis. We will thus
restrict ourselves to a quasi-static approximation throughout the analysis and discussion
of the results.

Band structure population: f̃(EB, T ) A large part of the TR-ARPES experiments is
performed to study the population dynamics induced by the pump pulse. In addition
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to a sudden temperature increase in the electronic subsystem, that can reach thousands
of K, the pump redistributes the electrons in a nonthermal fashion by triggering optical
transitions from below EF to the unoccupied part of the band structure above EF . For this
reason, at short time delays the distribution of electrons can be highly nonthermal, which
is advantageous to study the unoccupied band structure up to energies hardly attainable at
equilibrium with temperature e�ects alone. At later time delays, however, the distribution
recovers a Fermi-Dirac distribution and allows an estimation of the electronic temperature.

Accessing the dynamics of the excited quasiparticles is also fundamental to elucidate
which mechanism drives the relaxation back to equilibrium, since di�erent interactions that
are intertwined at equilibrium have distinct recovery timescales and can be disentangled
in the nonequilibrium regime.

Band structure modifications: Ã(EB, k) The influence of the pump on the band struc-
ture can be of various origin, including structural deformations [64] and activation of
collective excitations like phonon modes [65]. In correlated systems, photoexcitation can
renormalize the e�ective interactions among the electrons or with collective excitations,
leading to a change in the self energy and thus to a renormalization of the electronic disper-
sion [16]. The pump can also trigger nonequilibrium phase transitions, that are revealed
by monitoring the changes in the band structure. A well-studied example is the closure
or filling of the gap in correlated phases such as superconducting [66] or charge-density
wave systems [67], to name a few. The excitation density required to melt the phase
also carries information on its robustness [68], and thus can contribute in discerning the
driving mechanisms involved. The band structure and population dynamics can then be
monitored as the system relaxes back to equilibrium, and the melted phase sets in again.
In general, nonequilibrium conditions can di�er significantly from any possible equilibrium
counterpart, hence opening the possibility to study new phases of matter under conditions
unattainable at equilibrium, for example changing the temperature of the sample [69].

Matrix element e�ects: Ĩ0(k, EB, h‹, ) The ultrafast change in the matrix element has
been recently pointed out as a source of the change in the photoelectron distribution mea-
sured in photoemission possibly alternative to other explanations such as a change in the
dispersion or a lattice deformation [70]. Its validation requires a system where this e�ect
can be isolated from possible momentum-dependent redistribution of charges that might
mask the matrix element variation, which is typically not the case due to the complex
possible pathways involved in the relaxation. A possible pump-induced variation of the
matrix elements is reported in Sec. 4.3.2.

2.2.3 TR-ARPES: experimental perspective

A detailed treatment of the photon sources is given in the next chapter; here we discuss
some aspects that concern the realization of a TR-ARPES experiment and thus constrain
the design of the dedicated setups.
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Time resolution The possibility of detecting the nonequilibrium dynamics occurring in
a photoexcited system critically depends on the time resolution attainable by the setup.
The time resolution shapes the nonequilibrium signal via a broadening defined by the
cross-correlation (XC) between pump and probe pulses. In the simple but common case
of a Gaussian shape (in the time domain) of the pulses, the cross-correlation is also a
Gaussian whose total FWHM is the square sum of the two:

FWHMXC =
Ò

FWHM2
probe + FWHM2

pump. (2.7)

Both pulses duration hence contribute to the e�ective time resolution of the apparatus.
For VUV pulses, the use of autocorrelators to determine the pulse length can be chal-

lenging if not impossible due to experimental constraints. A simpler method to retrieve
the experimental resolution is to look for nonequilibrium dynamics relaxing on a timescale
shorter than the cross-correlation itself. In this case, if the dynamics are not exceedingly
short and hence overshadowed by the noise, the response of the system follows the pump
and probe cross-correlation, that can be retrieved by gaussian fit of the population dy-
namics (corresponding paragraph in Sec. 2.2.3).

The time resolution is among the crucial parameters of a TR-ARPES experiment, as
it determines the shortest dynamics that can be probed by the setup. Its optimization
depends on the possibility to shorten the pump and the probe pulses, and this sets the
fundamental trade-o� with the other parameters (photon energy, energy resolution, photon
flux) that defines the current challenge in the advancement of the TR-ARPES state-of-
the-art. In particular, a fundamental physical constraint is the Fourier transform limit
[71], that in the case of Gaussian pulses limits the product of their time duration and
energy bandwidth (expressed as FWHM) to 1825 meV·fs.

Space-charge e�ects In the time-resolved experiment, both the pump and the probe
pulses can be source of space-charge e�ects [57, 72]. As mentioned, photoemission with
ultrashort probe pulses is more prone to space-charge with respect to continuous sources,
since photoelectrons are emitted in a small time window and are little separated in the
time of flight towards the analyzer.

Also the interaction with photoelectrons emitted by the pump can induce space-charge
e�ects. Since this thesis deals only with pump photon energy is much smaller than the
work function of the materials, in these cases the photoemission from the pump stems from
multi-photon processes and thus occurs only for particularly large excitations densities,
typically of several mJ/cm2. The interaction between the photoelectron clouds emitted
by the probe and by the pump depends on their distance, and thus on the time delay.
Moreover, since the probability of a multi-photon event scales with a power law on the
order of the process, the largest part of pump-emitted photoelectrons has a very small
kinetic energy. For this reason the probe-induced photoelectron cloud is for the largest
part of the time of flight ahead of the pump-induced one, and the expected energy shift
is towards higher kinetic energies [73].

Analysis of the time-resolved data It is customary to visualize the changes induced
in the photoelectron distribution by integrating the photoemission intensity in suitable
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regions of the E vs. k space and displaying it as a function of time delay. Notable
examples are the exponential and double-exponential decay [74, 75], or more complex
models including decay bottlenecks [76] or cascade e�ects [77]. In all these cases, the
resolution is taken into account as a convolution with the gaussian of the cross-correlation.

As stated above, the dynamics of photoemission intensity can stem for various changes
occurring either in the occupation or in the band structure itself. To determine what
changes origin the observe signal, in the quasi-equilibrium approximation invoked above
it is possible to perform the same EDC or MDC analysis as in the equilibrium case. The
nonequilibrium data are thus fit by the same model as at equilibrium, but with modified
parameters. If the e�ect of the pump is purely thermal, the nonequilibrium occupation
function f̃(EB, T ) is a Fermi-Dirac with elevated temperature. If the occupation cannot
be fit with such model, the nonthermal distribution must be reproduced by suitable step
functions that account for the electrons nonthermally promoted above the Fermi level.

The initial parameters are determined by fitting a suitable average over the unpumped
delays. The fitting procedure is repeated for each of the delays that comprise the mea-
surement, and the parameters of the n-th delay are used to fit the n + 1-th delay. In this
way, it is possible to reconstruct the dynamics of the fitting parameters and attribute a
physical cause to the observed changes in the photoemission signal.

As shown in this chapter, the major limitations to the capabilities of a TR-ARPES
setup, namely the momentum range accessible, the experimental resolution and the count
rate, are largely set by the properties of the probe photon source employed. The next
chapter discusses the relevant aspects of the current state of the art in this direction and
introduces the principles and capabilities of the 10.8 eV setup.

20



Chapter 3

Light sources and experimental
setups

As shown in the previous chapter, TR-ARPES is a powerful technique that can con-
tribute to unveil aspects of the physics of condensed matter systems that would be
unattainable under equilibrium conditions. Nonetheless, the fundamental parameters
defining the performances of a TR-ARPES experiment, namely the photon energy (im-
plying maximum energy and momentum range attainable), the resolution (in the energy,
momentum and time domains) and the count rate, are characterized by a trade-o� due
to both fundamental and technical reasons. Each probe generation scheme constitutes a
particular choice of compromise between these quantities. The main focus of this chapter
is about the description of the principles and the realization schemes involving nonlin-
ear processes in crystals and gases, as they constitute the building blocks of the 10.8 eV
setup. The design and fundamental characterization of this setup are then presented.
Since this thesis also comprises complementary measurements performed with an HHG
and an FEL source, a brief description of these generation techniques and of the specific
setups employed for these experiments is given.

3.1 Nonlinear optical processes in solids and gases

3.1.1 Harmonic generation by nonlinear processes in crystals

In this section we only describe those aspects of harmonic generation in crystals that
are relevant to the generation of the 10.8 eV probe, referring to the existing literature for
more extensive insight [78, 79].

Higher-order harmonics in the UV range can be generated employing second-order
processes in crystals, in particular sum-frequency generation (SFG) and its degenerate
counterpart, second-harmonic generation (SHG) [78]. By symmetry considerations, the
second-order susceptibility is nonzero only in non-centrosymmetric media, hence including
crystals but not liquids or gases. The parameters influencing the generation e�ciency
can be recognized by inspecting the relation between the intensity I2Ê of the generated
harmonic at 2Ê and the intensity IÊ of the fundamental:
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I2Ê Ã I2
Ê(‰(2))2L2 sin2(�kL/2)

(�kL/2)2 , (3.1)

where ‰(2) is the second-order susceptibility, L is the length of the crystal and �k the
phase (wavenumber) mismatch between the fundamental and the higher harmonic.

In the case of SHG: �k = 4fi
⁄1

(n2 ≠ n1), where nj is the refractive index of the j-th
harmonic and ⁄1 the fundamental wavelength. Since I2Ê quickly falls o� for �k ”= 0, the
e�ciency of the generation critically depends on the phase matching condition �k = 0,
which requires n1 = n2. This condition can only be achieved in birefringent crystals,
where the refractive index depends on the polarization of the incident light as well as
on the direction of propagation. Phase matching can thus be achieved in a birefringent
crystal for suitable combinations of photon energy, light polarization and incident angle.
In particular, if the incoming beams have the same polarization, the phase matching is
said to be of type I, while if they have di�erent polarizations it is said to be of type II [79].

One of the limiting factors in the generation of harmonics in crystals is the di�erence
in the optical paths of the harmonics due to the di�erent refractive indexes experienced
(temporal walk-o�) [78]. The consequence is a degradation of the overlap between the
two pulses. This fact a�ects both the generation e�ciency and the time duration of the
generated harmonic. This di�erence in the optical path is proportional to L, hence it sets
a trade-o� with the dependence on L2 of the generated harmonic intensity.

Among the possible crystals for harmonic upconversion, Beta Barium Borate (—-BBO)
crystals are the most commonly employed as they are transparent in a wide spectral
region, o�er large second-order susceptibilities and high versatility in the phase matching
optimization in a very wide spectral range. The transparency of BBO crystals extends
up to 6.59 eV [80], but the phase matching condition for SHG can be achieved only up to
5.9 eV [20]. The photon energy limit can be increased by employing a cascade of SHG and
SFG generation in BBO, which however cannot exceed the transparency limit.

BBO-based sources are by far the most common for applications in TR-ARPES. To
date, the best compromises in terms of repetition rate, bandwidth and pulse duration are
achieved in this kind of setups. Due to the large conversion e�ciency provided by BBO
crystals (also in excess of 50% for SHG), laser sources with high repetition rate and low
energy per pulse (down to a few nJ per pulse) can be used [21], as compared to the laser
required for third-order processes or HHG (cf. Sec. 3.2.1). Lasers with Ti:Sapphire as
a gain medium are commonly employed [20], since they can reach pulse durations well
below ≥ 100 fs with average powers in excess of 1 W at hundreds of kHz of repetition
rate, delivering several µJ per pulse. At present date, the generation schemes based on
BBO crystals are the ones more commonly capable of reaching a time-bandwidth product
closest to the Fourier limit [21].

The photon energy in the UV greatly simplifies the design of these setups. Since ≥6 eV
photons are not absorbed by air, no vacuum systems for the transport to the photoemission
chamber are needed, and a viewport with good transmission in the UV (made of UV
Fused Silica or CaF2) can be used to introduce the laser beam. Moreover, standard
optical elements of the type employed for visible radiation can be used to manipulate
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the beam after generation, in particular for the beam delivery, the focussing and the full
polarization control. BBO crystals also have a good damage threshold and, being excited
with moderate energy densities, are very stable on the long term and require minimal
maintenance.

The low photon energy attainable constitutes the most severe limitation of these
schemes, hindering the exploration of large parts of the Brillouin zone of most materi-
als. Potassium-beryllium-fluoraborate crystals (KBBF) allow pushing this limit up to
7 eV. This photon energy is however partially absorbed by air, so the setups acquire the
complication of dealing with low vacuum already at the stage of harmonic generation and
delivery to the experimental chamber. Moreover, large and uniform KBBF crystals are
challenging to fabricate. Since the degree of additional complication is high with respect
to the gain in photon energy (less than 1 eV) and accessible k range (less than 0.05 Å≠1

at Ë = 15¶), the KBBF-based setups are seldom used [20].
Above the 7 eV threshold, it is not possible to find a transparent crystal o�ering suitable

phase-matching conditions, and the generation of a pulsed probe with higher photon energy
must resort to di�erent techniques.

3.1.2 Harmonic generation by nonlinear processes in gases

Gases, being centrosymmteric media, display only odd-order susceptibilities [81] and
are thus suitable candidates for the generation of higher-order harmonics via third-order
processes. In particular, frequency tripling is considered here, as it has direct application
in the generation of 10.8 eV photons.

The possibility of e�ciently generating the third harmonic in gases strongly depends on
the focussing geometry of the fundamental beam. As shown in Fig. 3.1(a), the conversion
e�ciency for third harmonic generation (THG) reaches a plateau value at a fundamental
power of ≥ 1012 W/cm2 [82]. An advantageous way to reach this value is to decrease the
spot dimension by tightly focussing the beam. This approach, as we shall see, has several
advantages for the generation of the harmonics and for the design of the setup.

For a tightly-focussed Gaussian beam, the total phase mismatch �k also includes a
positive contribution, coming from the Gouy phase, acquired upon passing through the
focal point [83]. The condition for phase matching thus relaxes to �k = �kgeom +�kgas =
0, where �kgas = k3≠3k1 is the ohase mismatch due to the gas dispersion only. With these
considerations, the third harmonic intensity I3Ê depends on the fundamental intensity IÊ

and on the medium phase mismatch �kgas via

I3Ê Ã
I

I3
Ê(‰(3))2(�kgas)2e�kgas , �kgas < 0

0, �kgas > 0.
(3.2)

This result is plotted in Fig. 3.1(b) as a function of b�kgas, where b is the beam
confocal parameter [81]. Its maximum occurs for b�kgas = ≠2, where it happens the
exact compensation of the positive Gouy phase.

The presence of the Gouy phase related term is a key advantage for the generation of
harmonics in gases. It allows exploiting the spectral regions where the gas mismatch is
negative, that is a much less stringent condition than �kgas = 0. While in crystals this
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condition can be achieved thanks to the birefringence, in a centrosymmetric medium like
a gas it would be necessary to exploit other methods. The condition n1 = n3 can only
be obtained in an anomalously dispersive region close to a resonance, where the gas has a
peaked absorption, and constrains the fundamental and generated photon energies to the
precise values that satisfy n1 = n3 [84]. As we shall see, with modern laser sources capable
of delivering suitable energy densities, it is challenging to arbitrarily tune the fundamental
photon energy while preserving high repetition rates.

The dispersion of the gaseous medium can be easily adjusted by exploiting the depen-
dence of �kgas on the pressure of the gas, given the relation for the refractive index of the
j-th harmonic:

nj(p) = 1 + dj
p ≠ p0

p0

where dj is a coe�cient that does not depend on the pressure [81]. Optimization of
the gas pressure is also required to compensate for the dependence of the THG e�ciency
on the incoming power density, as reported in [82] (Fig. 3.1(c)).

We note that the medium dispersion can be adjusted up to some extent also by ap-
propriate gas mixtures [85], but the generation e�ciency critically depends on the partial
pressures of the two gases and the optimization is less straightforward. As we will show,
suitable choice of the laser frequency and the gas pressure allows an e�cient driving of
THG in Xe alone.

3.1.3 THG for TR-ARPES: experimental challenges
Among inert gases, Xe is the most suitable candidate for THG as it displays the

smallest ionization energy and therefore a larger polarizability. This leads to a larger
third-order susceptibility and hence a better generation e�ciency [81].

Although the theoretical and experimental study of higher harmonics generation in
gases largely predates the spread of BBO-based schemes, application of such methods to
TR-ARPES dedicated setups requires a source providing high energy per pulse at high
repetition rate (ideally, above 100 kHz). Early examples of THG applied to time-resolved
photoemission employed either sources at much lower repetition rates [86], with a low
number of generated photons per pulse [87], or having duration above 10 ps [88], hence
unsuited for studying ultrafast processes in complex materials.

The combination of high repetition rate and high energy per pulse has become possible
thanks to the advent of laser sources based on Yb-doped fibers or crystals emitting photons
at 1030-1035 nm. The average power that can be delivered by these lasers is of several tens
of W at MHz repetition rate, hence well in excess of 10 µJ per pulse. The time duration,
however, is commonly of ≥ 300 fs, hence longer than the one provided by Ti:Sapphire
lasers. Reducing the time duration should therefore rely on pulse compression, that can
be detrimental for the energy bandwidth and thus for the resolution of the experiment.

The advent of these laser sources is rather recent, and this accounts for the limited
amount of reported TR-ARPES setups based on THG in gases. We will see that the fun-
damental wavelength around 1030 nm allows to generate high harmonics under favorable
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Figure 3.1: (a) Dependence of the conversion e�ciency on the power density of incoming light for
THG in Xe gas. The plateau is reached at around 1012 W/cm2 [82]. (b) Dependence
of the second member of Eq. 3.2, proportional to the third harmonic power, on the
quantity b�kgas, where b is the beam confocal parameter and �kgas the gas-induced
phase mismatch [81]. (c) Optimal Xe pressure as a function of the power density of
the fundamental [82].

phase-matching conditions.
Figure 3.2(a) schematizes three possibilities for THG available with modern stat-of-

art ultrafast laser sources. Panel (b) reports the phase mismatch per atom for THG in
Xe, marking the three possibilities with a dashed line [89]. Shaded areas indicate where
negative mismatch between the fundamental and the third harmonic occurs, and thus the
THG is e�cient.

As an account of the relevance of the Yb-based laser sources for the application of THG,
we report as a first scheme in panel (a) the proposal by Cilento et al. [90] employing
a Ti:sapphire regenerative amplifier (RegA). Upon frequency-doubling the fundamental
(1.55 eV) and tripling the output in Xe, the result is the sixth harmonic of the fundamental
(9.3 eV). However, since the first step already involves a second-order nonlinear process
and the second step a third-order one, Ti:Sapphire lasers are not capable of providing
the necessary energy per pulse to obtain suitable photon flux after generation. More
fundamentally, this scheme is very ine�cient as the photon energies fall in the region of
positive phase mismatch (magenta line in panel (b)). Since in this region third-harmonic
generation by four-wave mixing is not possible, it was shown that the interaction involved
is a six-photon mixing [91] which, being a higher-order process, is inherently less e�cient.
The overall estimated generation e�ciency is in fact of ≥ 10≠9. Performing TR-ARPES
experiments under these conditions is nonetheless possible, although with very limited
statistics [90].
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Figure 3.2: (a) Harmonic generation schemes combining frequency upconversion in BBO crystals
and Xe gas for the three options described in the text. Form top to bottom: sixth har-
monic generation from Ti:Sapphire source, from Yb:KGW source, and ninth harmonic
from Yb-doped fiber laser. (b) Phase mismatch per Xe atom between the fundamental
and the third harmonic, as a function of the generated wavelength. The dark regions
are those of negative dispersion for the gas [89]. Colored lines at the third harmonic
wavelengths discussed in the main text highlights the sign of the gas phase mismatch
obtained in each of the three generation schemes in panel (a).

Among Yb-based sources, one possibility is to use a Yb:KGW (Potassium-Gadolinium-
Tungsten) laser and pump an optical parametric amplifier (OPA), in order to adjust the
initial photon energy and access a region of negative phase mismatch. The presence of
an OPA renders the requirement of high energy per pulse even more stringent than the
previous scheme. With a fundamental of 1.42 eV, after frequency doubling in BBO and
tripling in Xe, 8.55 eV can be reached. For this photon energy, as shown by the light-violet
line in panel (b), the phase mismatch is negative and the generation is inherently e�cient.
Nonetheless, the gain in photon energy with respect to BBO-based setups is not very large,
and the optimal operation of OPAs limits the repetition rate to 50 kHz. At this repetition
rate it is already possible to perform equilibrium and time-resolved measurements, but it
is desirable to reach repetition values in excess of 100 kHz and ideally up to the MHz.

Similar energy per pulse can be obtained with a Yb-doped fiber as a gain medium. The
fundamental photon energy is in this case of 1.2 eV; the second harmonic can be generated
in a BBO crystal and combined with the fundamental to obtain the third harmonic.
Within this scheme there is no need to adjust the photon energy with an OPA, since the
phase mismatch for THG in Xe is negative (violet line in panel (b)) and the generation is
e�cient. The cascade process is also capable of providing a higher photon energy than the
previous schemes, amounting to 10.8 eV. The novel TR-ARPES setup used in this thesis
is an experimental implementation of this scheme for application in TR-ARPES.

3.1.4 The 10.8 eV generation setup
Figure 3.3 shows the scheme of the experimental setup to generate the 10.8 eV probe

for TR-ARPES experiments. The source is the ultrafast Yb-fiber based laser Coherent
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Figure 3.3: Scheme of the experimental setup for TR-ARPES with probe at 10.8 eV and pump
at 1.2 eV. The inset indicates the spatial and angular degrees of freedom of a six-axes
manipulator, along with the relative orientation between the sample and the p and s
polarizations [92].

MONACO 1035. It produces pulses at 1.2 eV with ≥290 fs duration. The combination
of a ⁄/2 waveplate and a polarizing beam splitter allows obtaining the pump and probe
intensity with a user-defined ratio.

The reflected fraction of the beam is focussed into the BBO crystals to generate the
third harmonic of the fundamental. The lower order harmonics are filtered out by reflec-
tion on dichroic mirrors. A ⁄/2 waveplate allows defining the polarization of the third
harmonic, which is focussed in the Xe cell by a lens of +100 mm focal length. After gen-
eration, since the 10.8 eV light is absorbed by air, the beam must be handled in a vacuum
environment (at least as good as 10≠3 mbar). The generation cell is separated from the
refocussing chamber by a MgF2 wedged window which acts as a dispersive prism and
allows separating the third from the ninth harmonic. The separation angle is su�cient
to deflect from the beam path almost all of the third harmonic, which impinges on a
beam dump. The ninth harmonic is collected by a spherical mirror (250 mm curvature
radius), which allows focussing the beam at the sample position. In order to precisely
adjust the pointing of the beam at the sample position, the last plane mirror is motorized
with piezoelectric actuators. Both the spherical and the plane mirrors are suitably coated
for optimized reflection at 10.8 eV. A MgF2 viewport separates the refocussing chamber
from the ultrahigh-vacuum analysis chamber.

The pump beam, after the first beam splitter, is directed to a motorized delay stage
to control the relative delay in the pump-probe experiment and is focussed on the sample
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by a lens of 1 m focal length. The pump power is regulated by a ⁄/2 plate placed before
a polarizing beam splitter, and the output polarization (linear) can be adjusted by means
of a further ⁄/2 plate. The angular separation between the pump and the probe beams
in the refocussing chamber is minimized by using D-shaped mirror for the last reflection
of the pump, so that the two beams are almost collinear when impinging on the sample.

The polarization of the ninth harmonics is the same as that of the third harmonic, hence
it is entirely determined by the ⁄/2 waveplate placed before the generation cell. Possible
birefringence e�ects due to the propagation through the MgF2 elements are negligible.
The orientation of s and p polarizations with respect to the sample, and of the sample
with respect to the analyzer, are shown in the inset of Figure 3.3. The angle of incidence
in the normal emission geometry is of 30¶.

In the following paragraphs, a more detailed description of the design and operation
of the crucial elements of this setup are discussed.

SHG and SFG in BBO After the first beam splitter, the probe is s polarized. It is
focussed on the first BBO crystal that generates the second harmonic at 2.4 eV with p
polarization [79]. The crossed polarizations of fundamental and second harmonics allow
directly for type-II SFG in the second BBO crystal. This is advantageous since no wave-
plate must be added to change the polarization of one of the two beams. This would
require compensating for the di�erent optical path lengths experienced by the two beams
in the waveplate.

The moderate duration of the pulses (≥290 fs at the laser output) renders the temporal
walk-o� due to the generation negligible also for crystal thicknesses of the order of the
millimeter. Besides removing the complication of a delay compensation, this also allows
employing thicker crystals to enhance the generation e�ciency, that scales as the square
of the medium length. In this way the e�ciency is very high: the BBO for SHG is 2 mm
thick and reaches 50% e�ciency, while the BBO for SFG is 2 mm thick leading to 25%
e�ciency for the THG.

The refocussing chamber The 10.8 eV photon energy is very close to the abrupt trans-
mittance cuto� of both LiF and MgF2, that occurs slightly above 11 eV [88]. This also
means that 10.8 eV is an upper limit for the implementation of a scheme not comprising
di�raction gratings to monochromatize the light and di�erential pumping to couple the
source to the experimental chamber. The choice of the optics (both in reflection and
transmission) to handle the 10.8 eV light after generation must minimize losses. This also
means that the thickness of the optical elements has to be reduced as much as possible.

The use of a prism to separate the harmonics in the refocussing chamber is also common
to the work of Zhao et al. [85]. In this case, the prism employed has an apex angle in
excess of 60¶. However, such a large apical angle can be detrimental for the time resolution
of the apparatus. When traversing the prism, di�erent parts of the Gaussian light beam
follow di�erent paths inside the prism, with a consequent retardation of one of the two
tails due to the refractive index of the prism. This is schematized in Fig. 3.4(a), which
shows for simplicity the case of a pulse traversing the prism close to the apex at the
minimum deviation angle (equal incidence and emergence angles). The tilting of the
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Figure 3.4: (a) Wavefront tilting due to the transmission of the beam through a prism close to
the apex at the minimum deviation angle. The green line is the path of the lower tail
that undergoes the maximum retardation due to the refractive index. The red segment
indicates the fraction of tilting of the wavefront. (b) Number of photoemission counts
as a function of the Xe pressure, with the dashed line evidencing the optimal pressure
of ≥120 mbar.

wavefront results in an e�ective degradation of the time resolution of the setup. In order
to minimize this e�ect, we use a MgF2 window with 5¶ apex angle, which also reduces
the length traversed by the pulses (less than 1 mm), thus minimizing the losses. LiF has
proven to be mechanically more fragile, hence less suited for sustaining also moderate
pressure di�erences at small thicknesses [93].

The di�erence in the refractive indexes for the two harmonics in MgF2 induces a
separation in excess of ≥ 2¶. A small fraction of the third harmonic can still reach the
main chamber, but the deviation from the 10.8 eV beam is enough to avoid hitting the
sample in the standard measurement conditions.

The alignment of the refocussing chamber is crucial for the proper operation of the
setup. The 10.8 eV beam must impinge at the center of the spherical mirror in order to
have optimal focussing without deformation of the focal spot. Moreover, the probe path
must pass close to the pump D-shaped mirror in order to reach the main chamber with
the minimum angular separation.

A major drawback in our geometry, as noted in [93], is that the third harmonic and the
ninth harmonic impinge on the same spot of the wedged window, and the high power of
the third harmonic degrades the window at the expenses of its overall transmittance. We
observed that the MgF2 window must be replaced less frequently than the LiF one, possibly
due to the larger robustness of the material. Severe degradation of the window after long
utilization times (in the order of a few months) can only be overcome by replacement of
the window itself.

The refocussing chamber is purged with a continuous flux of nitrogen at moderate
pressure (≥20 mbar) in order to provide a mild cooling for the optical elements, with
negligible absorption of the VUV light.
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3.1.5 Characterization and operation of the 10.8 eV setup
Pressure optimization inside the cell As mentioned, the realization of the perfect phase
matching condition in Xe is achieved by varying the pressure inside the generation cell.
The cell is filled with Xe through a limiting valve that allows precise tuning of the pressure.
It is also connected through a di�erent port to a scroll pump to evacuate the cell before
every new filling with Xe. The vacuum level is monitored by a Pirani sensor, while the
pressure of the Xe gas is measured with a piezo-based sensor.

In order to characterize the overall generation e�ciency as a function of Xe pressure,
the most suitable option would be to directly measure the ninth harmonic power with
a channeltron electron multiplier, thus also allowing for an exact definition of the e�-
ciency as the ratio between fundamental and generated power. The implementation of
this instrument in the experimental setup is not straightforward, due to the vicinity of
the experimental chamber to the generation cell. We thus directly monitor the ninth
harmonic intensity by looking at the photoelectron count rate in an actual photoemission
experiment.

The result of this procedure is reported in Fig. 3.4(b). The gas is pumped in the cell
well above the typical optimal pressure, and is subsequently pumped out through the same
limiting valve used to fill it. In this way the pressure can be reduced in steps of ≥ 10 mbar
and the total number of photoemission counts is registered. The whole measurement is
performed within one hour, so that long-timescale e�ects such as gas cell pollution or
sample surface degradation are ruled out. As shown in Fig. 3.4(b), the optimal pressure
equals ≥120 mbar. The shape of the curve is also qualitatively compatible with the one
reported in Fig. 3.1(b) and in [94].

Although with this method the generation e�ciency cannot be directly estimated, we
point out that the possibility of observing severe probe-induced space-charge with this
source demonstrates that the number of generated photons per pulse is in excess of the
optimal value required by a high-resolution photoemission experiment.

Pump-probe overlap The spatial overlap between the pump and the probe beams is
performed on a YAG scintillator that can be inserted at the exact position of the sample
in front of the analyzer, and allows revealing both the 1.2 eV (pump) and the 10.8 eV
(probe) beams. The small angular separation between the two beams also guarantees
that small movements of the sample along the spatial or angular axes will not a�ect the
overlap.

The scintillator also allows for an estimation of the pump and probe beams size with
a gaussian fit of their footprint. This yields a FWHM of ≥ 260 µm and ≥ 350 µm for
the probe and the pump respectively, hence guaranteeing that with optimal overlap only
pumped regions are probed.

Space-charge and energy resolution The operation mode of the laser source allows
following several strategies to minimize the space-charge, as summarized in Fig. 3.5. The
repetition rate can be varied from single-shot to 50 MHz. Up to 1 MHz, the integrated
pulse-picker o�ers the possibility to preserve the same energy per pulse of 40 µJ/cm2

(Fig. 3.5(a,b)) while lowering the e�ective repetition rate and hence the average power.
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Above 1 MHz instead the repetition rate is increased but the power stays constant at 40 W,
hence the energy per pulse decreases (Fig. 3.5(c)).

A strategy to lower space-charge is to attenuate the probe intensity. Figure 3.5(d)
shows the photoelectron spectra obtained on a gold polycrystal. Since they lack long-
range crystalline order, these samples display no defined band structure and ideally the
only visible feature is the Fermi level. The spectra resemble a Fermi-Dirac distribution
close to the Fermi energy. In the panel, EDCs are normalized to their maximum and
shifted for clarity. These curves were fit with by a Fermi-Dirac distribution convoluted
with a Gaussian to account for the experimental resolution. The energy of the Fermi level
is indicated on the traces as a black dot and reported as a function of the third harmonic
power fraction in panel (e). For excitation densities above 80% of the maximum, the Fermi
level shift seems to saturate. It is only by reducing the power to 10% of its full value that
the position of the Fermi level stabilizes, indicating that the space-charge free condition
is achieved. This means that, in order to operate in a space-charge free regime, a large
fraction of the laser output is not used for the harmonic generation. Also the configuration
schematized in panel (c) can reduce space-charge, since the number of photons per pulse
is reduced in favor of the repetition rate. The spectra acquired at repetition rate up to
4 MHz are shown in panel (f). The only Fermi level position compatible with the one found
in panel (d) for the space-charge free regime is the one at 4 MHz, proving the e�ectiveness
of this approach.

What shown above proves that a higher repetition rate is a suitable route to per-
form space-charge free photoemission measurements. It is not possible, however, to apply
in general this operation régime to the case of pump-probe experiments, since an ele-
vated repetition rate leads to undesired average heating e�ects due to the large average
pump power, also in the case of moderate fluences [96]. Based on the experienced gained,
nonequilibrium measurements can generally be performed at repetition rate of at most
1 MHz. Higher repetition rates can be employed successfully to perform equilibrium mea-
surements, increasing the signal the statistics in a space-charge free régime.

In a space charge-free regime, the overall energy resolution attainable with a 2 mm
slit aperture of the analyzer is of ≥ 80 meV, as resulting from the EDC acquired on poly-
crystalline gold reported in panel (f). A narrower slit (0.5 mm) allows reaching ≥26 meV
resolution [95]. However, this operation condition impacts on the statistics of the mea-
surement with a factor 4 less counts per second. For this reason, in presence of small
pump-probe signals the larger slit is preferred. This is hence the standard measurement
condition of this thesis, unless otherwise stated.

Time resolution We estimated the cross-correlation of the apparatus by fitting fast pop-
ulation dynamics. In Fig. 3.6 we report as an example the measurement of the population
dynamics in the Dirac semimetal NiTe2. The measurement is performed along the �M
direction at large momentum values. This proves that the overlap of pump and probe
beams is e�ciently preserved also at large polar angles (≥ 40¶). The lifetime of the popu-
lation immediately above the Fermi level (red area in panel (b)) is shorter than our time
resolution, as proven by the trace extracted in the dashed box of panel (b) and displayed
in (c). The Gaussian fit of this curve yields ≥ 1.3 ps as FWHM, which sets the time
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Figure 3.5: (a-c) Illustration of the built-in repetition rate tunability options in Coherent Monaco
laser, here illustrated for 0.5, 1 and 2 MHz. Width and inter-pulse distance are not
in scale to each other. (a) Below 1 MHz, it is possible to use the pulse-picker to
reduce the e�ective repetition by diminishing the number of pulses, while keeping a
constant energy per pulse. (b) Reference repetition rate at 1 MHz. (c) Above 1 MHz
the laser delivers the same average power, hence diminishing the energy per pulse. (d)
Photoemission spectra from polycrystalline Au [95] as a function of the third harmonic
power at repetition rate of 1 MHz. The black dots indicate the position of the Fermi
level extracted from a fit of the curves as described in the main text. Curves are
normalized to the maximum and shifted for clarity. (e) Same spectra as a function
of the repetition rate above 1 MHz. (d-f) are adapted from [95]. (f) EDC extracted
from a polycrystalline gold sample at room temperature and with a 2 mm slit aperture,
yielding ≥ 80 meV Gaussian FWHM.
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Figure 3.6: (a) Equilibrium dispersion of the Dirac semimetal NiTe2 at large k values along �M
at 110 K temperature. (c) Di�erence pump-probe map with the region of integration
to extract the cross-correlation. (d) Trace extracted in the box of panel (c) with
superimposed the Gaussian fit yielding 1.3 ps time resolution.

resolution of our experimental setup for TR-ARPES. This result agrees well with other
resolution-limited e�ects measured with this setup on di�erent systems (cf. Fig. 5.4 and
5.5).

Since the laser source provides fundamental pulses of ≥290 fs duration, which are also
used as a pump, the origin of the time resolution must be sought in the probe pulse. The
largest source of broadening along the 10.8 eV beam path is the prism used to separate
the harmonics, although being very thin. The pulse chirp induced by the other optical
elements cannot elongate the pulse to this extent. This point is proven by the superior time
resolution (360 fs) achieved by the recent work reported in [93], where a dichroic mirror is
used instead of the prism in an otherwise very similar arrangement to our 10.8 eV setup.

3.2 Light sources for complementary measurements

3.2.1 HHG sources

A further step in the quest for higher photon energies from tabletop sources is repre-
sented by the so-called high-harmonic generation (HHG). Although also the result of the
nonlinear processes described in the previous sections is the generation of higher-order
harmonics, the term HHG specifically designates the particular class of techniques briefly
outlined in this section.

HHG is based on a highly nonlinear process fundamentally di�erent from SHG and
THG, since the latter two exploit the nonlinear contributions to the susceptibility of the
medium, while the former uses the ionization of the rare gas atoms, requiring for this
reason pulses of even higher energy density (≥ 1014W/cm2). The HHG process is usually
described by a phenomenological three-step model [97]. First, one or more photons from
the driving pulse ionize a rare gas atom. Ionization can occur also for low driving photon
energies, if the field is intense enough to deform the potential barrier experienced by the
valence band electrons and allow them to escape the barrier by tunneling. However, at even
higher intensities, ionization by multi-photon processes can occur. The emitted electron
is accelerated by the electric field of the pulse, which reverses sign after half optical cycle,
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Figure 3.7: (a) Three-step model for the HHG process. The electric field deforms the atomic
potential and ionizes the atom; the electron is accelerated in the vacuum and subse-
quently driven towards the parent ion, where upon recombination it emits one photon.
(b) Detail of the generation and harmonic separation stages of the HHG setup at the
SPRINT laboratory (FERMI, Elettra, Trieste). L, lens; CBs, conical beam stopper;
c1, c2, c3, toroidal focussing mirrors, G, gratings. Adapted from [98].

hence driving the electron back towards the parent ion. If the recombination occurs, the
excess energy acquired due to acceleration is emitted as a photon, that can range from
the VUV to the X-rays.

The requirement of high fundamental power is even more stringent in HHG than in
THG, since the driving electric field must be able to ionize the rare gas atoms. Typical
values are in excess of 100 µJ/pulse [21], which can be provided by the laser sources already
introduced above, based on Yb-doped crystals or fibers. At variance with THG in gas, the
trade-o� between the energy per pulse and the repetition rate is constrained to very high
values of the first parameter. This fact prevents the extension of the repetition rate to
the MHz regime, where HHG is still possible but with low overall e�ciency. Much higher
repetition rates (10-60 MHz) can be achieved with cavity-enhanced HHG [99]. However, in
this regime the average power from the pump beam sets some constraints in TR-ARPES
experiments.

The emission of (coherent) laser radiation from a large number of atoms is obtained
when suitable phase matching conditions are fulfilled [100]. With respect to the THG,
additional terms contribute to the phase mismatch between the harmonics; however, the
main parameters that are adjusted in a setup to optimize the phase matching are likewise
the focussing of the beam and the gas pressure. Typically, harmonics are generated in a
gas jet that provides a continuous gas flux from a thin nozzle (tens of µm), hence also the
relative position of the focus and the nozzle is a crucial parameter to define the interaction
region. Typically, HHG sources for TR-ARPES are optimized in a range of few tens of
eV, in the spectral region of approximately 10-70 eV [22].

HHG produces a discrete spectrum comprised of the sole odd harmonics of the funda-
mental, due to the symmetry of the process. The harmonics of interest required by the
photoemission experiment is obtained by filtering out the other harmonics, e.g. by a se-
lectively absorbing thin metal films or a grating monochromator [101]. Since the e�ciency
of the generation scales with the wavelength as ≥ ⁄≠6, HHG setups for the generation
of VUV radiation typically employ a first stage of frequency doubling or tripling in BBO
crystals. A higher fundamental photon energy also implies a larger energy separation
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among the harmonics, which is beneficial to e�ciently monochromatize the output for the
photoemission experiment.

Since it results in photon energies above 11 eV, the design of an HHG setup requires
vacuum systems for the beam transport from the generation stage to the experimental
chamber. Moreover, the beam cannot be handled with standard optical elements, hence
the delivery and focussing has to rely on grazing incidence optics. The design and con-
struction of an HHG setup is thus of a substantially higher level of complexity with respect
to the sources discussed so far.

The HHG source at SPRINT The measurements of Sec. 6.2 were performed using the
HHG source at the endstation of the Spin Polarized Instrument in the Nanoscale and
Time (SPRINT) facility at CNR-IOM (Trieste). A photon energy larger than 11 eV was
required in order to address the oxygen states in Bi2212 which lie at k|| ≥ 1 Å≠1 and ≥1 eV
below the Fermi level. The measurements were performed in the SPRINT experimental
chamber. The generation and the monochromator chambers comprising of the setup are
shown in Fig. 3.7.

The laser source is a Yb:KGW system (LightConversion Pharos) producing 300 fs
pulses at 1030 nm, with 400 µJ/pulse at 50 kHz. Above this value the repetition rate can
be increased at the expense of the energy per pulse. The second harmonic that seeds the
HHG is generated in a BBO crystal and is tightly focussed in the generation chamber,
where a gas nozzle of ≥ 70 µm diameter delivers a constant flux of Ar at a few bar pressure.
A large part of the second harmonic is blocked by a cone beam stopper. A toroidal mirror
collimates the beam on the grating monochromator that selects the single harmonics. A
translation stage allows selecting the specific grating, and to feed the SPRINT or the
T-ReX branch. The beam is focussed on the slit aperture that selects the harmonic, and
further focussed in the experimental chamber by a toroidal mirror placed in the refocusing
chamber.

The setup is capable of providing an energy resolution better than 30 meV and a time
resolution of ≥ 100 fs, hence above the Fourier limit but at the state-of-the-art for VUV
HHG sources [21].

3.2.2 Free-electron laser sources
Synchrotrons, as discussed in Sec. 2.1.2, are the best suited sources for equilibrium

ARPES. In particular, soft x-ray energies are customarily employed in photoemission.
Time resolution can be achieved in synchrotrons by suitable bunch slicing techniques
[102]; however, the photon flux achieved for sub-picosecond slicing is too small to perform
a TR-ARPES experiment with high signal statistics [73]. The most natural extension of
soft x-ray photoemission in the time domain is by using the emission of fourth-generation
free-electron lasers (FELs).

An FEL is an amplifier based on a linear accelerator that drives the electrons along
sinusoidal trajectories, causing them to emit radiation [103]. A positive feedback mech-
anism sets in due to the interaction of the electrons with the emitted radiation itself.
The interaction modulates the spatial distribution of electrons into microbunches, that
emit radiation coherently, and are further bunched by the radiation itself. The result
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Figure 3.8: Scheme of the temporal structure of the pulses delivered by FLASH [105].

of this mechanism is the production of pulses with high peak brilliance and remarkable
coherence properties. In the schemes presently in use for time-resolved photoemission, the
initial modulation of the electron distribution is generated by the shot noise in the elec-
tron cloud, a process known as self-amplified spontaneous emission (SASE). The emission
from an FEL is inherently pulsed, with pulse durations down to the attosecond [104]. The
wavelength of the emission is selected by the parameters of the undulator, but since the
process is highly nonlinear also the harmonics are present in the spectrum, and only the
odd ones due to symmetry properties of the emission.

FELs are promising sources for applications in time-resolved photoemission, thanks to
their capability of reaching photon energies in the soft X-rays with sub-picosecond pulse
durations. Soft x-rays can be also beneficial for TR-ARPES in the valence band, having
larger bulk sensitivity and hence accessing buried interfaces in heterostructures [102, 106].
The full polarization control is also a desirable feature; while THG in gas and HHG only
allow for linear polarization, generation of circular polarization is attainable only by FELs
[107].

FELs also pave the way to the development of the ultrafast counterpart of techniques
such as X-ray photoelectron spectroscopy (TR-XPS) and di�raction (TR-XPD), to gain
chemical and environmental sensitivity and study the photoinduced lineshape modifica-
tions in the core levels due to the generation of hot carriers [108], ultrafast phase transitions
[73], screening dynamics [109] and charge redistribution (cf. Sec.6.3).

The Momentum Microscope instrument at PG2-FLASH FLASH (DESY, Hamburg)
is historically the first FEL operating in the VUV and soft X-ray spectral regions [110].
It can deliver pulses of photon energy from 25 eV to 300 eV in the fundamental, hence
reaching 900 eV in the third harmonic. The temporal structure of the pulses is shown in
Fig. 3.8. The repetition rate of the pulses within each train is 1 MHz, with 400 pulses
per train, while the repetition rate of the pulse trains is of 10 Hz. The average repetition
rate is thus 4 kHz. The beamline PG2 is capable of delivering monochromatic light, being
equipped with a plane-grating monochromator to select the harmonic of interest. The
grating induces a tilt in the wavefront that e�ectively elongates the probe pulses up to
≥ 150 fs. Given the low repetition rate, the operation conditions are usually close to the
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space-charge limit.
The pump pulses, coming from a Yb-YAG amplifier, have a fundamental photon energy

of 1.2 eV and can be compressed down to 70 fs after broadening in a Herriott-type cell [111].
The pump laser is synchronized with the FEL pulses [112] with typical jitter of the order
of 50 fs, which together with the probe pulse broadening is the major contribution to
the time resolution of the experiments. The two beams are coupled before the analysis
chamber in a quasi-collinear configuration.

Photoelectron spectroscopy at an FEL can be performed with hemispherical analyz-
ers [57], but a fascinating possibility is to exploit the capabilities o�ered by momentum
microscopes (Sec. 2.1.2). In addition to the advantages for TR-ARPES already discussed,
the rather limited count statistics provided by the repetition rate of 4 kHz can be partially
counterbalanced by the wide angular acceptance of the momentum microscope, capable of
detecting photoelectrons emitted in the full solid angle. Moreover, in the soft x-ray régime,
the capability of simultaneously resolving two momentum directions allows recording the
two-dimensional di�raction patterns of core-level photoelectrons to perform a TR-XPD
experiment [113].

The momentum microscope at FLASH, designed by the group of Prof Gerd Schön-
hense, is based on a time-of-flight scheme with a delay-line detector [23]. At variance with
ordinary delay lines, that are capable of recording one event at a time, the 2D detector
of this instrument is divided in four independent delay-line quadrants, thus allowing the
detection of up to four electrons per each FEL shot, with advantage for the statistics of
the measurement. The lens column can also be operated as a filter to cut out spurious
electrons of lower energy that would impinge on the detector and contribute to the back-
ground. The PEEM mode allows for the imaging of the pump and probe spots directly
at the sample position, in order to perform spatial overlap and estimate the spot size for
accurate fluence calculations.

The detection is performed on a shot-to-shot basis. Each electron is recorded as an
event with specific values of the parameters of the electron itself (kinetic energy and two
momentum values) and of the FEL-pump couple of pulses that generated it (photon energy,
intensity, polarization, time delay, . . . ). The data are then sorted in multidimensional
histograms as a function of the quantities of interest, taking the average along the others
[114].

3.3 Outlook

In the trade-o� between the numerous parameters that characterize a pulsed light
source, each of the generation methods described in this chapter o�ers specific capabilities
and compromises, hence representing a complement to the other sources with respect to
one or more of the parameters. For example, the BBO-based setups o�er high resolutions
and count rates, but at low photon energy (<7 eV), while HHG sources o�er high photon
energies but at the expenses of either the resolution or the count rates. The advancements
in one of the techniques are essentially oriented to overcome one or more of the limitations
that characterize that specific technique and reduce the gap with the capabilities o�ered
by another.
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In this perspective, THG in gas can be viewed as a development that conceptually
evolves from the SHG-based setups and, employing interactions of the same class but of
higher order, pushes the photon energy limit towards that achieved with HHG setups.
With respect to these, THG in gas preserves a simpler design of the generation and
the need for a lower energy per pulse, and thus the possibility to achieve the space-
charge free regime upon operating at high repetition rates, without lowering the number
of photoelectron counts per second below reasonable limits. The major drawback of the
10.8 eV setup described in this work is the time resolution, that is outperformed both
by BBO-based and HHG sources. Since the 9HG generation only requires a few µJ per
pulse, the excess power delivered by the source laser can be used on the pump path to
pump an OPA that, in addition to the possibility of tuning the photon energy, can shorten
the pump pulse. Since the major source of broadening comes from the separation of the
harmonics after generation, shortening the probe pulse is the most important and urgent
improvement to the 10.8 eV source.

An approach similar to the generation of THG in a gas cell was used by Lee et. al.
[115] who employed a hollow-core fiber filled with Xe gas for the generation and a grating
monochromator to separate the third and the ninth harmonic. The setup operates at a
repetition rate of up to 250 kHz, with energy and time resolution of 16 meV and 250 fs.
After this and our work [95], Kawwaguchi et. al. [93] reported on a setup for TR-ARPES
based on the same scheme generation scheme as the 10.8 eV setup (SHG in type-I BBO,
SFG in type-II BBO, THG in Xe), but with a di�erent refocussing geometry. In this
setup, a dichroic mirror is used to separate the harmonics, and the sole ninth harmonic
passes through a thick LiF lens that focusses the beam on the sample. The energy and
time resolution achieved in this case are 25 meV and 360 fs.

Based on these evidences, we conclude that the separation of the harmonics by means
of a wedged window is not optimal to preserve the time resolution of the setup, since
it has a considerable impact on the probe pulse duration. A dichroic mirror can be an
option that preserves the simplicity of the design, although the geometry of the refocussing
chamber should be changed since it must be operated at relatively grazing incidence to
minimize losses [93]. Moreover, it only works with p-polarized ninth harmonic, hence
the polarization must be set directly by rotating the 10.8 eV electric filed with custom
waveplates. For these reasons, a near-incidence grating monochromator seems to be a
better choice since allows keeping the compactness and ease of operation of the present
setup, while substantially improving the time resolution. This advancement would bring
the time resolution closer to the ones achieved by typical BBO-based and HHG sources,
while preserving the parameters that define the uniqueness of this source. In this respect,
the 10.8 eV source would o�er a unique compromise between count statistics and time-
energy resolution for TR-ARPES with probe energy the low portion of the VUV spectrum.
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Chapter 4

Spin-orbit coupling in the topological
insulator Bi2Se3

After having discussed the relevant features of the novel 10.8 eV setup, this chapter
focusses on the first sample system investigated, the topological insulator Bi2Se3. The large
nonequilibrium signal typically found in this material makes it a good system to assess
the capabilities of our TR-ARPES setup. Despite the numerous ARPES experiments
reported on the subject, however, the band structure of Bi2Se3 still presents aspects that
are not fully explored and understood by the current state-of-the art. This chapter deals
in particular with the role of the spin-orbit coupling (SOC) in shaping the dispersion close
to the EF .

The first part of the chapter introduces the basic aspects of the physics of topological in-
sulators and especially of the role of the SOC in these systems. The second part illustrates
the role of SOC in defining the Bi2Se3 dispersion as revealed by ab-initio photoemission
calculations. The comparison of these calculations with the ARPES and TR-ARPES mea-
surements performed with the 10.8 eV setup occupies the third part and gives a physically
sound reason for the SOC-dependent calculations, showing evidences that the e�ective
value of the SOC transferred at the surface of Bi2Se3 is reduced from its full atomic value.

4.1 Basic physical properties of topological insulators
Topology was first introduced in the description of the electronic properties of solids

with the discovery of the quantum Hall e�ect, that occurs in a 2D electron gas at low
temperature under a perpendicular magnetic field [5]. The quantization of the energy
levels associated with the circular motion of the electrons is equivalent to a gap opening in
the electronic spectrum, that defines the system as insulating. At the edges, however, the
open orbits actually form conducting states (Fig. 4.1a), at variance with a band insulator
that hosts no conducting states. The di�erence between these two kinds of insulator can
be described in terms of the topological properties of the band structure [116]. Topology
classifies surfaces depending on the number of holes they possess or, equivalently, on the
value of the integration of the Gaussian curvature on the whole surface, called topological
invariant [117]. No smooth transformation can lead to a surface with a di�erent number of
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Figure 4.1: (a) Representation of the electronic motion in the quantum Hall insulator state under
an applied magnetic field B pointing out of the plane. The incomplete circular orbits at
the edges originate the conducting edge states [120]. (b) Spin-polarized edge currents in
the quantum spin-Hall state [120]. (c) Trivial bandgap between valence and conduction
band of di�erent orbital character [121]. (d) Band character inversion across the gap
due to SOC [121].

holes, i.e. a di�erent topological invariant. In the theory of the quantum Hall e�ect, the
topological invariant is obtained by integrating its Berry curvature [118] over the whole
Brillouin zone, a quantity known as Chern number n [119]. The quantum Hall state is
distinguished from a trivial insulator (like the vacuum itself) because of a di�erent value
of n. At the edge between a quantum Hall insulator (n = 1) and the vacuum (n = 0) the
gap must close to allow for the discontinuous change in n. The topological theory of the
quantum Hall e�ect hence accounts for the existence of conducting edge states.

4.1.1 SOC in 3D topological insulators

Realization of a nontrivial topological phase of matter is also possible without any
external magnetic field. In the following only the 3D case will be discussed, where the in-
terior of the system is the bulk and the edge states become surface states. Since the bulk of
these systems is insulating, and the electronic properties of bulk and surface are classified
in terms of the band structure topology, these systems are known as topological insulators.

Phenomenologically, the interaction of electrons with the external magnetic field that
originates the quantum Hall e�ect is mimicked in 3D topological insulators by the presence
of the SOC [122]. At variance with the quantum Hall e�ect, where the magnetic field
breaks the time-reversal symmetry, the SOC preserves this symmetry, which is a necessary
condition to realize a topological insulator [123]. The presence of the SOC causes the
surface currents (analogous to the edge currents of the 2D case) to be counter-propagating
spin-polarized currents (Fig. 4.1(b)). For this reason this phenomenon is called quantum
spin-Hall e�ect.

Regarding the band structure, the SOC interaction combined with crystal field opens
a gap in the spectrum of systems lacking inversion symmetry [5]. A necessary but not
su�cient condition for the insulator to be topologically non-trivial is that SOC induces
an inversion of the valence and conduction band orbital character (Fig. 4.1(c,d)). If this
happens, it is the exact value of the topological invariant that assesses the trivial or
nontrivial nature of the insulator, depending on the Hamiltonian of the system. The
topological invariant for time-reversal symmetric systems, indicated with ‹, is computed
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di�erently from the Chern number [121]. It is the sole parity of ‹ that di�erentiates
trivial (even ‹) and nontrivial (odd ‹) insulators, and for this reason ‹ is a Z2 topological
invariant, as only two equivalence classes are distinguished.

The existence of conducting states at the surface is revealed in the band structure by
the presence of surface states located in the gap between the bulk valence band (BVB) and
the bulk conduction band (BCB), called for this reason topological surface states (TSS).
The TSSs are linearly dispersing and described by the Dirac equation [124]. This can
happen also for a trivial insulator, and also in the presence of band inversion. What char-
acterizes the system as a nontrivial insulator is the number of surface states crossing EF

between two high-symmetry points, which is an equivalent definition of the Z2 invariant
‹ [125]. The combination of the SOC and the translational symmetry breaking induced
by the surface lifts the spin degeneracy everywhere in the Brillouin zone, and thus TSSs
are spin-polarized, accounting also for the spin-polarization of the surface currents in the
quantum spin-Hall e�ect. The degeneracy is preserved due to the Kramers theorem for the
high-symmetry points where inversion symmetry is valid [122]. This means that at these
points the spin-polarized surface states cross, so that the net spin polarization vanishes.
In the ideal case, the dispersion of the Dirac states is linear and defines a cone in the E
vs. (kx, ky) space, with the crossing acting as origin of the cone, and thus known as Dirac
point (DP).

The simplest system predicted to host the quantum spin-Hall e�ect in two dimensions is
graphene [126]. Carbon, being a light element, has a small SOC, and the gap is predicted
to be smaller than 1 meV, hence easily masked by thermal e�ects and experimentally
di�cult to access. A measurable gap size can be obtained by addressing compounds of
heavier elements. The realization of the spin-Hall e�ect in a 2D system was first proven
in HgTe quantum wells [127] and later in the 3D alloy compound Bi1≠xSbx, although in
this case with a relatively small band gap (≥50 meV) and several crossings of the surface
state at EF [128].

A larger band gap and a simpler Fermi surface structure can be found in the so-called
second generation topological insulators Bi2Se3 [129], Bi2Te3 [130] and Sb2Te3 [131]. In
this family, the topological character derives from the inversion of the p bands at the �
point, and the inverted band gap hosts a single Dirac cone. Due to the large bandgap, much
in excess of the room-temperature kBT , these systems enable observation of topological
physics also at high temperatures, in addition to the simplicity of the Fermi surface with
respect to the Bi1≠xSbx alloys [132]. For this reason they are known as “the hydrogen
atom” of topological insulators [133] and are the most extensively studied by means of
various probes [134, 135] and ARPES in particular [136, 137]. In as-grown Sb2Te3 the DP
occurs above the Fermi level, so it is inaccessible under equilibrium conditions. The DP
in Bi2Te3 occurs instead below the valence band maximum, buried in an “M”-shaped dip
of the valence band dispersion [130]. Conversely, Bi2Se3 displays a Dirac cone crossing the
Fermi level and well separated from the bulk bands [36]. For this reason it constitutes the
ideal candidate to investigate the dispersion of the whole Dirac cone by means of direct
photoemission.
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Figure 4.2: (a) Side view of the unit cell of Bi2Se3. The unit cell comprises three quintuple layers
in total due to the stacking order of the planes. (b) Top view of the cell evidencing its
hexagonal symmetry. These two panels have been generated using the software VESTA
[140]. (c) Bulk and surface-projected Brillouin zone with the common nomenclature for
the high-symmetry points. (d) Dispersion of Bi2Se3 along the �K direction measured
with 16 eV photons. The topological surface state (TSS), the 2D electron gas (2DEG)
and the bulk conduction band (BCB) are visible. The DP is also indicated. Adapted
from [139]. (e) Same as in (d) but along the �M direction [139].

4.1.2 SOC and dispersion in Bi2Se3

Bi2Se3 has a rombohedral crystal structure composed of quintuple layers of alternated
Bi and Se planes (Fig.4.2(a)) with hexagonal symmetry (Fig.4.2(b),(c)).

The dispersion of Bi2Se3 close to EF and � is shown in Fig. 4.2(d),(e) for the two high-
symmetry directions �K and �M. In addition to the TSS of characteristic “V” shape, the
position of the Fermi level is such that also a part of the BCB is populated, and is in fact
visible as a di�use intensity inside the Dirac cone. This is due to a finite intrinsic electron
doping that moves the chemical potential above the minimum of the BCB. This e�ect
is already present in the as-grown sample due to substitutional defects of Bi atoms with
Se atoms in the bulk. The e�ect can increase with the sample aging and the creation of
additional defects at the surface [138]. The measurements additionally show a parabolic-
like band between the Dirac cone and the BCB. This feature was attributed to a two-
dimensional electron gas confined to the surface and arising from defects at the surface
and sample aging [139].

The dispersion of the Dirac cone in Bi2Se3 is only approximately linear close to the
Dirac point [141], but recovers linearity from ≥100 meV above the DP. Along �K, linear-
ity is preserved up to the Fermi level (Fig. 4.2(d)). Along �M, instead, the dispersion
starts to deviate significantly from linearity, with the band velocity that decreases upon
approaching EF (Fig. 4.2(d)). This behavior is more clearly seen in the kx ≠ ky cuts of
the two-dimensional band structure at constant energy (Fig. 4.3(a)). In the energy region
close to the DP, the constant energy surfaces (CESs) are circular, as expected for ideal
Dirac states. Upon approaching the Fermi level, the CES is gradually deformed into a
hexagon. Further measurements suitable to detect the unoccupied states above EF show
how the e�ect is more pronounced as the distance from the DP increases [17]. This de-
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Figure 4.3: (a) Constant-energy surfaces (CES) for three energies from the Dirac point to the Fermi
level. The uppermost one shows the hexagonal warping of the TSS [139]. (b) Calculated
surface (blue lines) and surface-projected bulk band structure (grey areas) for Bi2Se3
along �K (left side of the k axis) and �M (right side) [147]. (c) Spin-resolved pump-
probe measurement at time zero with 6 eV probe photon energy, showing the existence
of the surface resonance (here indicated with URS, unoccupied resonance state). The
color scale is reported in the right bottom corner, indicating the magnitude of spin
polarization (vertical axis) and the photoemission intensity (horizontal axis) [148].

formation, known as hexagonal warping, is ubiquitous among 3D topological insulators
and their alloys, although with di�erent deformation strengths [138, 142]. Bi2Te3 displays
the strongest warping, with the CESs that deviate already at the Fermi energy from the
hexagonal shape towards a more severe deformation called snowflake-like [130, 143]. In-
triguing consequences in the physics of topological insulators were predicted and observed,
like strong quasiparticle interference [144], the possibility of hosting spin density waves
due to the nesting of the Fermi surface [145], and in general a disruption of the in-plane
perpendicular spin-momentum locking typical of TSS [146].

The hexagonal symmetry of the warped TSS contour indicates that the symmetry
properties of the bulk are transferred to the surface, suggesting an interaction between
the two [149]. In fact, the strong di�erentiation of the TSS dispersion along �K and �M
can be traced back to the di�erent dispersion of the surface-projected bulk band structure
along these high-symmetry directions (Fig. 4.3(b)) [147]. However, the direct hybridization
between the TSS and the bulk states is believed to be small, also in view of the striking
di�erence in the relaxation times of the two populations [150]. The interaction with the
bulk is instead accounted for in terms of hybridization mediated by the surface resonance
states (SRS) [151]. These states originate from the BCB and reside within it but have
a strong component localized in the surface [152]. As visible in Fig. 4.3(c), the SRS in
Bi2Se3 lies in the unoccupied part of the spectrum and exhibits opposite spin polarization
with respect to the TSS [148, 150]. Its presence causes a decrease of the BCB population,
which explains the small hybridization among of the TSS with the BCB in favor of the
SRS or, equivalently, that the TSS hybridizes with the bulk via the SRS, owing to the
strong bulk character of the latter [149].

The hexagonal warping of the CESs in 3D topological insulators is most often ex-
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plained as a consequence of the k-dependent influence of the SOC on the band structure,
described in the framework of the semi-empirical k · p perturbation theory [145, 153]. In
this model, the e�ect of SOC on the dispersion is accounted for by a term that is cubic
in k and is known as Dresselhaus SOC [10]. While correctly reproducing the shape of the
CESs, the first attempts to use this model indicated that the warping originates from an
increase in the band velocity along �K, which results in an inward bending of the circular
CES along this direction [145, 154]. As pointed out in several works [143, 155] this is
incompatible with the experimental observations both in Bi2Se3 and Bi2Te3, where the
dispersion seems to be linear along �K and bend outwards along �M, as shown above
for Bi2Se3. It also requires an additional term proportional to k5 to account for the non-
planar spin components due to the warping [142]. In contrast, first principle calculations
can correctly account for these phenomena and are being increasingly applied to describe
these nontrivial features of 3d topological insulators [17, 146, 153, 156, 157].

Summarizing, we have introduced the role of the SOC in defining the physics of topo-
logical insulators. That the SOC has a major impact on the bulk band structure is
demonstrated by the SOC-induced inverted bandgap opening, as schematically shown in
Fig. 4.1(d). The bulk dispersion in turn influences the TSS dispersion via the SRS, as the
symmetry of the TSS warping shows. Also the k · p model, although semi-empirical and
not fully capable of accounting for the surface-bulk interaction, indicates a dependence of
the TSS warping on the SOC strength. In the next section we will see how the strength
of the SOC strength is influencing the bulk and surface states for the particular case of
Bi2Se3.
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4.2 Ab-initio one-step photoemission calculations varying the
SOC strength

Despite the considerable e�ort in the theoretical and experimental characterization
of the band structure properties of 3D topological insulators, a detailed first-principle
investigation describing the role of the SOC in the TSS dispersion is still lacking. Tight-
binding calculations are reported for variable SOC strength for Bi2Se3 to rationalize the
origin and the spin-polarization properties of the surface resonance state in Bi2Se3, but
the warping of CESs was not investigated [148]. More in general, several studies report
the band structure calculations with and without SOC [133, 158], but not a detailed
investigation of the dependence of the TSS dispersion on the SOC strength. Motivated by
these evidences, we started a collaboration with Dr. Jürgen Braun (LMU) who performed
ab-initio one-step photoemission calculations on Bi2Se3 varying the SOC strength close
to the surface in order to characterize which is the role of the SOC in shaping the TSS
dispersion and in particular the TSS warping.

The physical background consists in the fact that surface states are not emerging from
the single ion-core potentials of the semi-infinite solid that determine the bulk electronic
properties, rather by the reduced symmetry of the system introduced by the presence of the
surface itself. In the calculations, the surface region is accounted for by a realistic surface
potential barrier, typically of Rundgren-Malmström type, which has been successfully
applied in particular to the case of Bi2Se3 [148]. The presence of the surface barrier and
its coupling to the atomic potentials of the surface-most layer can be dealt with by multiple
scattering theory [159]. Inclusion of such a surface potential in the theoretical model allows
for quantitatively describing the dispersion behavior as well as the energetic position of all
types of surface states and surface resonances. The surface potential, however, includes no
relativistic e�ects, at variance with the atomic ion-core potentials which are determined
in context of the fully-relativistic Dirac equation. Due to this mechanism, the amount of
SOC transferred to the surface is smaller than the full atomic value that determines the
purely bulk properties. Broadly speaking, the presence of the surface potential filters the
SOC strength as experienced by the surface features of the band structure [151].

This description was first applied to the Shockley surface states of low-index metal
surfaces, like the (111) surface of Ag, Pt [160] and Au [159]. In particular, the Rashba
splitting observed by ARPES on Au(111) was reproduced in calculations assuming an
e�ective SOC transfer between bulk and surface of 50 %. However, the case of the TSS in
topological insulators is di�erent, since these states extend for about 20 atomic layers into
the bulk, and thus they retain a marked bulk character, due to the nontrivial topology
of the bulk bands that allows their existence [151]. Furthermore, the interaction with the
bulk states is not direct, but mediated via hybridization with the SRS [149, 161]. This
way the SRS is able to modify via multiple scattering processes the strength of the atomic
SOC which determines the dispersion of the TSS. In other words, it is not su�cient to
reduce the strength of the SOC in the surface region, nor it is possible to apply in a
direct way a theoretical formalism to compute the scattering properties needed. As a
consequence, the fraction of SOC transferred to the TSS in the presence of the interaction
with the SRS cannot be determined by first principles. The solution we propose consists
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in a model where the SOC strength in the first 20 layers is artificially scaled. Bi is more
than a factor 2 heavier than Se, and thus its SOC has the largest influence on the band
structure. Fir this reason, the SOC scaling is conducted only on the Bi atoms, in the
near-surface region of the semi-infinite bulk. We point out that the pure band structure
calculation is performed within the full value of the SOC for all layers of the semi-infinite
bulk. The atomic potentials are then used as input properties for the photoemission
calculation, which includes the surface barrier and its coupling to the atomic potentials
via multiple scattering. The SOC of the Bi atoms is varied only in the photoemission
step of the complete calculation: in this way, our model simulates the situation where the
bulk properties are determined by the full SOC, but the surface resonances experience a
reduced SOC due to the surface-most Bi atoms, which is transferred via hybridization to
the TSS.

The self-consistent electronic structure calculations are performed ab-initio in a spin-
density functional theory in a fully relativistic way, solving the full Dirac equation. The
Perdew-Burke-Ernzerhof parametrization is used for the exchange and correlation poten-
tials [162]. The spectroscopical analysis is based on the spin-density matrix formulation of
the fully relativistic one-step model [163]. Within this approach the final state is a spin-
polarized inverse LEED state [151]. As the Rundgren-Malström surface barrier implies
a z-dependent potential, the total photocurrent also includes a surface contribution that
explicitly accounts for the dispersion of all the surface features. Furthermore, the relative
intensities of surface-related spectral features are quantitatively accounted for by calculat-
ing the corresponding matrix elements in the surface region [159], hence accounting also
for final-state e�ects.

To analyze in detail the impact of the SOC on the TSS, its strength is scaled from
100 % of its full atomic value to 85 %, 70 % and 50 %. The underlying approach focuses on
the SOC term of the first-principle Hamiltonian while leaving all other relativistic correc-
tions unchanged [164]. In the following, manipulation of the SOC strength is understood
to be conducted in this way.

Figure 4.4(a) shows the calculated photoemission maps along the �K direction for s-
polarized 10.8 eV photons from slightly below the DP to ≥800 meV above it. The energy
scale is relative to the DP (E ≠ ED). The linearly dispersing Dirac cone displays the
characteristic “V” shape above the DP, while close to it the dispersion slightly deviates
from exact linearity as commented above. This is the result of final-state and surface
potential e�ects that, as commented above, are fully taken into account in our model [156].
The part below the DP instead strongly deviates from the linear dispersion, displaying
an “M”-like shape (dashed red box) reminiscent of what reported in Bi2Te3 [36]. No
population is observed in between the two branches of the TSS up to ≥ 500 meV above the
DP. From here to higher energies a small di�use population is visible, which we attribute to
the surface projection of the BCB. Around ≥ 800 meV above the DP a second sharp feature
emerges (dashed blue box). The position and dispersion of this feature is compatible with
the surface resonance state introduced in Sec. 4.1.2. No signature of the 2DEG is instead
visible, since the ab initio calculations do not take into account surface defects or sample
aging, which determine the emergence of this band.

Upon decreasing the SOC strength (panels (b-d)), several changes occur in the band
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Figure 4.4: (a-d) Calculated E vs. k photoemission intensity along the �K direction for s-polarized
10.8 eV photons, upon varying the SOC strength. Panel (a) also indicates the relevant
features as defined in 4.2(d): TSS, topological surface state; BCB, bulk conduction
band; SRS, surface resonance state (highlighted by the dashed blue box); DP, Dirac
point (dashed red box). The energy scale is referenced to the Dirac point. (e-h) Same
as (a-d), but along the �M direction. Boxes in panel (a) highlight the point at which
the band strongly bends outwards and severely broadens (violet box) and the Dirac
point (red box).

structure. We first observe that the “M” shape of the dispersion below the DP is gradually
reduced (panel (b)), until it disappears at 70 % SOC in favor of a monotonic dispersion
(panel (c)). The TSS is also broadening, with a width that increases with the distance
from the DP. This is particularly striking in panel (d) where the states close to the surface
resonance become more intense and broader. Alongside with this, an increase in the BCB
is visible as a gradual change in contrast between the area enclosed by the TSS and that
outside. The small intensity of the BCB with respect to the TSS is due to the unfavorable
matrix element at this photon energy [154]. At 50 % SOC, however, the BCB intensity
is strong and visible down to ≥100 meV above the DP. Apart from the conduction band
population and the band broadening, however, the dispersion along �K undergoes minimal
changes, and remains linear above the DP throughout the SOC-dependent evolution. Also
the changes in the SRS are minimal.

The dispersion along �M is strikingly di�erent from the one along �K. Panel (e) shows
the dispersion for the full value of the SOC. Similarly to panel (a), also here the TSS below
the DP is bending upwards (dashed red box). The dispersion, while being approximately
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linear in the energy range between 100 and 300 meV, is strongly bending outwards around
400 meV (dashed violet box). Here the bands start to broaden until they are very di�use.
Also in this case the surface state is visible around ≥800 meV above the DP, although the
contrast with respect to the TSS is markedly weaker.

The evolution with decreasing SOC has some similarities with what observed for �K.
A strong population of the BCB becomes visible inside the two TSS branches. The up-
ward bending of the TSS below the DP decreases and vanishes with decreasing SOC. In
the region up to around 400 meV from the DP, the cone is broadening. In the region
above, instead, the TSS gains relative intensity and, since at 100 % SOC the TSS is very
broad and weak, it becomes more defined at lower SOC values (see panel (h)), in contrast
with what observed along the �K direction. This also allows clearly distinguishing how
the strong band bending observed in panel (a) reduces with decreasing SOC, and almost
vanishes at 50 % SOC. Moreover, while the surface resonance is visible for all the other
SOC values, in this last panel no intensity appears at ≥800 meV above the DP.

As seen, the variation of the SOC brings intriguing changes in the band structure.
Along both directions, the dispersion below the DP undergoes dramatic changes across
85 % SOC. Above the DP, a striking dichotomy is observed in the SOC dependence between
the two directions. The dispersion of the TSS along �K undergoes negligible changes, apart
from the reduction of the bulk bandgap common to both materials. The major change
along �M is instead the TSS warping, which increases with the SOC and in particular
between 85 % and 100 %. We want to stress that it is the downward bending along �M
that causes the hexagonal warping of CESs, while the dispersion along �K remains linear.
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4.3 Comparing calculations with experimental results

The SOC-dependent calculations were not performed solely as a telltale of the role of
this interaction in defining the band structure of Bi2Se3. Such an approach is also rooted
in the reported evidence that agreement with the experimental data might be achieved
by taking into account a reduced transfer of the SOC interaction from the bulk to the
surface, as reported above for examples low-index metal surfaces [156, 159]. Since these
studies prove the possibility that the e�ective SOC strength felt by the surface states of
a solid system is smaller than the full atomic value, we benchmark our SOC-dependent
calculations with photoemission measurements acquired with the 10.8 eV source in order to
estimate the e�ective SOC strength at the surface of Bi2Se3. The occupied band structure
is investigated with equilibrium ARPES. The pump-probe capability of the setup allows
extending the comparison also to the unoccupied part of the spectrum, where the TSS is
closer to the surface resonance and in general the warping is stronger [155]. This joint
comparison allows estimating if and to which extent the SOC strength is e�ectively reduced
at the surface, inspecting the e�ects of its variation on the TSS dispersion in Bi2Se3.

4.3.1 Dispersion of the occupied band structure

Figure 4.5 shows the comparison between the experimental and the theoretical dis-
persions along the two high-symmetry directions �K (top row) and �M (bottom row).
The spectra were measured with s-polarized 10.8 eV photons, at a temperature of 110 K,
to minimize temperature-induced broadening. In order to compare the experimental re-
sults with the ab initio calculations, a common energy scale is needed, since in general the
Fermi levels in the calculations and in the experiment might not coincide. The only clearly
identifiable common feature in the occupied band structure is the DP. The details of the
procedure followed to locate the energy of the DP and the Fermi energy are reported in
Appendix A. Experimental dispersion and calculations are thus aligned to the DP, and
energies are now referenced to the experimental Fermi energy.

In the measured dispersion along �K (Fig. 4.5(a)), the DP is located ≥ 410 meV below
EF , hence signaling an n-doping of the system due to aging. This is advantageous for our
investigation since it allows probing a larger part of the band structure with equilibrium
ARPES. The dispersion below the DP is monotonic and almost linear. Above the DP, the
intensity of the two TSS branches becomes asymmetric. While the branch at negative k
values (left branch) is weak and broad, the one at positive k values (right branch) is sharply
defined. In between the TSS branches, the 2DEG is visible as a narrow feature at positive
k. The presence of the 2DEG confirms the aging of the surface also revealed by the rather
low DP position. Also for this feature, the dispersion at negative k is weaker and broader,
which makes it hard to distinguish the TSS and the 2DEG. In between the TSS branches,
also the population from the BCB should contribute to the photoemission intensity. As
commented above, however, the s polarization of the probe minimizes the presence of the
BCB. In the vicinity of EF the two 2DEG branches are separated in momentum due to
their parabolic dispersion, and the intensity in between can be ascribed to the BCB. The
weak intensity in this region proves the small contribution of the BCB.

The blue dashed lines mark the energies at which the momentum distribution cuts
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(MDC) have been extracted, i.e. at intervals of ≥ 100 meV from the DP to EF and
integrated in an energy window of 10 meV. The MDCs are reported in panels (b-e) in
light-blue and compared to the MDCs extracted from the calculated maps at variable
SOC strength: (b),(g) 50 %, (c),(h) 70 %, (d),(i) 85 %, (e),(j) 100 %.

Comparison of the dispersion in the vicinity of the DP evidences the inadequacy of
the full SOC (red MDC) to account for the measured dispersion, where the TSS shows
no “M”-like shape: its linearity is instead best reproduced at 50 % SOC (Fig. 4.4(a) and
(d)). Above the DP, both the experimental and the theoretical dispersions are slightly
parabolic, as discussed above. However, the MDCs show a discrepancy between exper-
iment and calculations. In particular, the calculated MDCs seem to underestimate the
cone aperture, hence predicting a higher band velocity than the one actually observed,
and the discrepancy increases with the distance from the DP. This can be explained as
a shortcoming of the local spin-density approach, as already reported in [157, 159]. For
the MDCs ≥ 100 meV and ≥ 200 meV below EF , the 50 % SOC seems to give a better
agreement, due to the higher population of the BCB with respect to the other SOC val-
ues. The intensity measured in this region, however, is more correctly attributable to the
2DEG, since its two branches get close and due to their broadening they partially merge.
Overall, the measured relative intensity between the left and right branch of the TSS is
well reproduced by all the SOC values, demonstrating that the spectroscopic calculations
correctly account for the matrix element e�ects in our experimental geometry.

Panel (f) shows the measured dispersion for the �M direction. The intensity distri-
bution is more symmetric than in panel (a), both for the TSS and for the 2DEG. The
prevalence of the 2DEG on the BCB inside the TSS is analogous to what observed along
the other direction. Below the DP the dispersion is very close to linearity, and better re-
produced at low values of the SOC. Along this direction also the dispersion in the vicinity
of the DP for a SOC of 85 % is evidently inadequate, since the bands are bending upwards
(see the bump in the MDC at k ƒ ≠1 Å≠1). This rules out a SOC value as high as
85 %. Upon approaching the Fermi level, the di�erence among the theoretical dispersions
becomes more evident. Due to the same overestimation of the band velocity commented
above, the 100 % SOC seems to agree better with the experimental dispersion at the Fermi
level, since the e�ect of the warping is a detectable reduction of the band velocity along
�M. The experimental dispersion, however, is not reflecting the strong warping experi-
enced by the 100 % SOC case (Fig. 4.4(e)). Also along this direction the BCB contributes
with negligible intensity with respect to the 2DEG, as proven in the vicinity of the EF .

The comparison between measurements and calculations for the occupied part of the
spectrum gives interesting hints on the e�ective value of the SOC in Bi2Se3. The 100 %
SOC calculation does not satisfactorily reproduce the dispersion deduced from the ex-
periments below the DP, for both directions. Along �M, this is true also for the 85 %
SOC. In addition, the full SOC predicts at EF a warping larger than the one observed
in the experiment. This brings to the first conclusion that the e�ective value of the SOC
transferred to the TSS is at least as low as 70 % of its full value.
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4.3.2 Dispersion of the unoccupied band structure

Since the warping increases with the distance from the DP, access to larger portions
of the band structure above EF is beneficial to compare the experiments and the cal-
culations in an energy interval where the influence of the SOC on the warping is more
pronounced. This could be achieved my means of chemical doping, which however adds
the complications of dealing with a system whose structure and chemical composition is
not identical to the bare compound [165]. While two-photon photoemission is a possibility
[166], carriers can e�ciently be injected above EF with an infrared pulse in a pump-probe
scheme [17, 148, 155]. Excitation with infrared light pulses populates the unoccupied
band structure to a suitable extent to benchmark the warping features revealed by the
calculations (Fig. 4.4), which can be distinguished also at moderate energy distance above
EF .

The pump-probe measurements were performed at the fixed time delay of ≥1 ps, at
which the population in the vicinity of the Fermi level is maximum due to a cascade
relaxation mechanism of the charge carriers [77, 167]. We used a p-polarized pump with
a fluence of ≥150 µJ/cm2.

Figure 4.6 shows the comparison between measured and calculated photoemission maps
following the same arrangement of Figure 4.5. The measured maps are reported as a dif-
ference between the pumped map and the equilibrium one, as customary in TR-ARPES
measurements to emphasize the change in the electronic population. The measurement
along �K (panel (a)) shows that the linear dispersion of the TSS is also observed above
EF . The branch at negative k values remains broad and weaker, but the one at positive
k values is well distinct from the 2DEG and allows discerning that the latter disperses
roughly parallel to the TSS. Accessing the dispersion above EF is also beneficial for cir-
cumventing the unfavorable coincidence of a broad 2DEG and a small BCB contribution
to the intensity. As discussed above for the region close to EF , the parabolic dispersion
of the 2DEG causes its branches to be well separated in momentum, hence allowing the
attribution of the intensity detected in between to the sole BCB. This is better visible
in the MDC cuts taken at ≥55 meV and ≥110 meV above EF and shown in subsequent
panels. It is clear that the 50 % SOC (b) shows a too high BCB population. The 70 %
and 85 % SOC, (c) and (d), are instead closer to the experimental dispersion, while the
100 % SOC in (e) shows no significant BCB intensity.

The measurement along �M is shown in panel (f). The right branches of the TSS
and of the 2DEG display a larger intensity, which is also reflected in the presence of a
red signal up to higher energies. This might be due to a delay-dependent matrix ele-
ment e�ect [70], although the depopulation of the TSS below EF is more symmetric. The
right branch clearly shows that the dispersion is deviating from linearity. Incidentally, the
2DEG population drastically decreases from ≥100 meV above EF , at variance with what
observed along �K. The intensity of BCB population instead follows a behavior similar
to the other direction, and is well reproduced for 70 % and 85 % SOC, as proven by the
MDCs in panel (h). The magnitude of the warping agrees well with the prediction of the
85 % and even 100 % SOC. Since for lower SOC values the TSS is severely smearing out at
higher energies, also the sharpness of the features is better accounted for at higher SOC
values.
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Chapter 4. Spin-orbit coupling in the topological insulator Bi2Se3

The inspection of the pumped E vs. k maps proves that the intensity from the BCB is
small compared to the TSS and 2DEG. It also allowed to confirm that the dispersion along
�K is linear also above EF . The dispersion along �M instead shows a strong warping that
is compatible with the highest values of SOC.

We point out that, in the WAM mode of the hemispherical analyzer, the maximum
momentum coverage for a single E vs. k at 6 eV is of ±0.17 Å≠1 at EF . The highest part
of panel (f) would therefore be at the edge of the analyzer lateral acceptance, hindering
a good comparison with the calculations. The 10.8 eV photon energy is thus beneficial to
the investigation of this material system in the nonequilibrium régime.

4.3.3 Comparison of constant-energy surfaces

The details of the dispersion viewed as a single E vs. k cut are of fundamental im-
portance to understand the role of the SOC in determining the dispersion of the TSS. A
more comprehensive picture can be gained by inspecting the full CESs, hence looking at
the same phenomenon but from the point of view of how the SOC drives the deformation
of the circular CESs into hexagonal and eventually snowflake shapes. At variance with
the E vs. k analysis, in this case it is easier to visualize the symmetry and the degree of
deformation of the CESs, so to evaluate which strength of the SOC is more e�ective in
describing the shape of the experimental CESs.

The CESs were measured by rotating the sample in steps of 0.5¶ along the tilt axis
(perpendicular to the analyzer slit, corresponding to ky in our axis system for the reciprocal
space) and recording an E vs. kx map for each angle. These maps are stacked together to
obtain the full 3D map of the I(E, kx, ky) photoemission intensity, which can be visualized
by slicing it at constant energy.

The result of this procedure is shown in Fig. 4.7(a-e) for the CES measured with p-
polarized light. The cuts are taken at five energies: at the DP, between the DP and EF ,
at EF , and at the two energies above EF already considered in Fig.4.6. The TSS contour
at the DP (panel (a)) is circular as expected from the vertex of a cone broadened by the
experimental resolution. No intensity is detected outside this circular area, apart from a
sharp line at ky ≥ 0.12 Å≠1. This spurious intensity is probably the result of the probe
beam impinging on a bad sample spot during the tilt angle scan. The cut at -210 meV
(panel (b)) has a round shape with some larger broadening at negative ky values, where
also the photoemission intensity is larger. The TSS contour at EF (panel (c)) is also
broader at negative ky. At this energy there is a clear deformation towards a hexagon.
The small discontinuity at positive ky values is likely due to a change in the position of the
probe on the sample due to the angular motion of the latter, as witnessed by the strong
spurious strike of intensity commented above. The CES at 50 meV above EF (panel (d))
shows a larger deformation of the TSS, going towards the snowflake-like shape. The case
of panel (e) is analogous, with the deformation particularly visible on the right edge of
the snowflake at kx ≥ 0 and in the top left edge. We also emphasize that the contrast
between the TSS and the region inside it confirms that the BCB photoemission intensity
is very weak.

We only calculated them at the two intermediate SOC values of 70 % and 85 %, i.e.
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Figure 4.7: (a-e) Experimental CES for the selected values of energy indicated above: (a) at the
DP, (b) between the DP and EF , (c) at EF , (d) 0.05 meV and (e) 0.11 meV above EF

(�t = 1 ps). The intensity of (d) and (e) the last two is multiplied by a factor of 1.5
and 2 for better visibility. (f-j) CESs calculated for 85 % SOC at the same energies.
(k-o) CESs calculated for 70 % SOC at the same energies.

those that yield the best agreement with the experimental E vs. k data. Panels (f-j) show
the 85 % SOC case. The “M” shaped dispersion commented in Fig. 4.5(f),(i) close to
the DP here appears as a star-like contour of intensity, in contrast with the experimental
observation in (a). Panel (g), showing an already deformed contour, agrees well with the
experimental counterpart of panel (b), notwithstanding the broadening of the latter. The
following CESs (h-j) also show a good agreement with the experiment, also evidenced by
the correct accounting of the intensity asymmetries. In fact, the most intense regions of
the hexagon are towards negative ky values.

A better agreement is found for 70 % SOC (k-o). The DP (k) is properly reproduced
as a small circular area. The CES at -210 meV shown in (l) is still circular, in partial
disagreement with the measurement in (b), and becomes hexagonal only at EF (m). An-
other drawback of this SOC value is that the warping is less severe, and thus the size of
the contours above EF (n-o) are slightly smaller than what actually measured. Also at
this SOC the intensity asymmetry is reproduced, being the CES more intense in the neg-
ative ky portion. We stress the fact that for both SOC values, the snowflake deformation
above EF comes along with an intense smearing of the TSS, as already commented for
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Fig. 4.6(m), with the result that the tips of the snowflake along �M are almost vanishing.

The comparison between the measured and the calculated CESs gives indications in
agreement with what found from the analysis of the E vs. k maps. The shape of the CES
close to the DP suggests a SOC value lower that 85 %. On the other hand, the hexagonal
deformation of the 70 % SOC occurs closer to EF than the experiment suggests, and the
size of the CES contour above EF is smaller, pointing to a value of the SOC closer to 85 %.
The CESs also further prove that the calculations correctly account for matrix element
e�ects.
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4.4 Conclusions
This study proves that changing the SOC strength in Bi2Se3 brings intriguing changes

in the band structure and o�ers hints on the role of this interaction in shaping the disper-
sion of the surface states.

Along both �K and �M, the dispersion below the DP undergoes dramatic changes
across 85 % SOC, passing from an “M”-shaped to a quasi-linear dispersion. Above the
DP, the dependence on the SOC shows a striking dichotomy between the two directions,
apart from the change of the bulk bandgap that is common to both. The shape of the TSS
dispersion along �K undergoes negligible changes, remaining linear at all energies. Along
�M, instead, the TSS warping increases dramatically with the SOC and in particular
between 85 % and 100 %. We stress that the hexagonal deformation of the CESs is due to
a band bending along �M. This is also the direction along which the SOC has the largest
e�ect on the dispersion, bending it downwards close to EF . This points to the conclusion
that the warping of the TSS closely depends on the SOC strength, and in particular on
its e�ect along �M. That the warping depends on the SOC strength also agrees with the
results of the k · p model, which draws this conclusion from a semi-empirical approach.

Regarding the TSS warping, our SOC-dependent results are in contrast with the pro-
posal that its cause is the level repulsion between the TSS and the BCB [143]. Instead,
in our calculations the warping increases with the SOC, where the BCB population is
smaller. The opposite trend of the BCB population and the TSS warping with the SOC
proves that the former cannot be the origin of the latter. Nonetheless, there must be
a mechanism that transfers the symmetry of the bulk states to the surface states, hence
reflecting the anisotropy of the bulk states among �K and �M and endowing the TSS with
hexagonal symmetry. We thereby confirm that this happens via hybridization of the TSS
with the SRS, that in fact undergoes small changes in our SOC-dependent calculations.
As already suggested in [148], the variation of the SOC changes the dispersion and thus
the interaction between the TSS and the SRS, modifying in turn the TSS dispersion.

The comparison of the calculated photoemission maps with our 10.8 eV data confirms
by experiment that the SOC transferred to the surface states in Bi2Se3 is reduced from
the full atomic value that determines the bulk band structure.

The 100 % SOC is clearly incompatible with the measured dispersion below the DP,
where the surface state acquires an “M”-shaped dispersion reminiscent of what is observed
in Bi2Te3, but contrasting with the monotonic dispersion actually measured in Bi2Se3. The
warping predicted by the 100 % SOC is also too strong to fit the measured dispersion close
to EF along �M. This conclusively points to a reduction of the SOC at the surface. The
inspection of the unoccupied part of the spectrum, both in the E vs. k maps and in the
CESs, reveals that the warping is actually strong in the immediate vicinity of EF , and
thus the SOC cannot be less than 70 % and is likely closer to 85 %. The small discrepancy
of this SOC value with the experimental dispersion below the DP might be due to many-
body e�ects not fully taken into account in our approach. Recent works [156, 157] show
that suitable many-body corrections can reduce the deformation close to the DP. We also
stress that the inspection of the dispersion above EF benefits form the 10.8 eV photon
energy: the TSS branches disperse away, and at smaller photon energies the separation
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among the two far above the DP makes it impossible to visualize them both in a single
measurement, given the typical ±15¶ angular aperture of hemispherical analyzers [77].

Taken together, these evidences show that the SOC has a strong influence on the dis-
persion of the TSS in Bi2Se3, in particular shaping the warping of the CESs by modifying
the dispersion along �M. However, the SOC of the heavy element Bi is transferred to the
surface of Bi2Se3 for only the 80 % of its full value. This number is an estimate that takes
into account the dispersion around the DP, that suggests a SOC not larger than 70 %,
and close to EF (above and below), that suggests a SOC of around 85 %. This small dis-
crepancy between the two values might be due to an underestimation of many-body e�ects.
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Chapter 5

Photoinduced flat band dynamics in
the kagome metal CoSn

Kagome systems have recently attracted increasing attention owing to their capabil-
ity of simultaneously hosting a variety of exotic phases of both correlated and topolog-
ical nature [168–172]. Examples include high-temperature superconductivity [173–175],
charge-density waves [176–178], Bose-Einstein condensation [179] and anomalous Hall ef-
fect [180–182]. Several types of magnetic ordering have also been observed in coexistence
with one or more of these phenomena [183–185].

An intriguing feature in the band structure of kagome systems are flat bands, that
originate due to electron localization in real space. Charge confinement derives from
the peculiar geometry of the kagome lattice, that hinders hopping at nearest-neighbor
sites by the destructive interference of the wavefunctions [186]. Since the localization
is of electronic origin, it is reasonable to expect that an ultrafast perturbation of the
electronic subsystem will a�ect the localization, and in turn the band structure. We
therefore performed TR-ARPES measurements on the kagome metal CoSn, which is the
first kagome system where the flat bands extend over the whole Brillouin zone and below
EF [46, 187], to unveil the response of the electron localization to photoexcitation through
the inspection of the transient modifications of the flat bands.

5.1 Basic properties of kagome compounds
The arrangement of atoms in a kagome system is shown in Fig. 5.1(a) [188]. An exact

solution of the electronic problem on such a lattice is one where the wavefunctions at
nearest neighbor sites have opposite sign (red and cyan circles) [185]. This causes the
hopping pathways to nearest neighbors to vanish (red and cyan arrow pointing to the
white circle). As a result of this destructive quantum interference e�ect, the charge will
be confined inside the hexagonal region marked in violet. The mobility of electrons is thus
reduced, which leads to the appearance of dispersionless (i.e. flat) bands in reciprocal
space [189].

In addition to the flat bands, the kagome lattice hosts pair of Dirac bands (panel (b)).
If also a strong SOC is present, a gap opens at the touching point between the Dirac and
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Figure 5.1: (a) Schematic illustration of charge confinement by destructive quantum interference
in a kagome lattice. Minus (red) and plus (cyan) indicate the wavefunction relative
phase [188]. (b) Scheme of the kagome-derived bands in a model kagome system. Red
circles indicate the touching point where the SOC-gap can opens [192]. (c) Structure of
a kagome layer of CoSn. The Co atoms form a lattice of corner-sharing triangles, and
the hexagonal holes are filled with Sn atoms. (d) Side view of the structure of CoSn.
The kagome planes are intercalated with Sn planes. (e) Band dispersion measured with
s-polarized 92 eV photons along the � ≠ K ≠ M path. The Dirac points occur at the
K point (white dots), where the signal of the flat bands becomes fainter. The upper
and lower flat bands are highlighted by a green and a yellow arrow respectively. (f)
kz dispersion of the flat band obtained by varying the photon energy; orange, yellow,
green and cyan dots correspond to 70, 78, 87 and 97 eV respectively. Panels (c-f) are
adapted from [46].

the flat bands [169, 190], marked with red circles in the figure. This endows the flat bands
with nontrivial topological character [191].

Realization of flat bands extending over the whole Brillouin zone is challenging due
to the presence of additional e�ects that can spoil the physics of the ideal case [193]. In
real systems, even for perfect nearest-neighbor destructive interference, the e�ect of next-
nearest neighbor hopping can contribute in delocalizing the electrons [171]. In addition,
the pure two-dimensional properties of the Dirac bands are not guaranteed when, instead
of a single layer, a layered 3D system is considered, and finite interlayer coupling must
be taken into account. As a result, systems can lack quasi-2D behavior [184], or display
bands which remain flat only for subregions of the Brillouin zone [183].

Quasi-2D kagome metals can be realized, among the existing families, by decoupling
single kagome layers of the type ASn (A = Mn, Fe, Co) with intercalated layers of Sn [188,
192]. The states involved in the kagome-induced destructive interference in these cases
are the 3d orbitals of the transition metal. In addition to bringing magnetism and SOC
into play, with the d bands the kagome geometry is enhancing the e�ect of correlations
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which are already intrinsically strong. FeSn is magnetically ordered [188] and hosts two
Dirac bands in the vicinity of the Fermi level, originating from the in-plane 3d orbital
components [168]. However, the corresponding flat band of the same orbital character lies
above the Fermi level, and thus is not accessible to equilibrium ARPES.

Substitution of Fe with Co, while suppressing the magnetic ordering due to higher
d orbital filling, shifts the Fermi energy well above the flat band [194]. In this way, in
CoSn all the kagome-derived features lie below the Fermi level and can be studied by
equilibrium techniques [46]. Figure 5.1(e) shows the dispersion of CoSn as measured with
92 eV photons. Two flat bands are visible, marked by a green and a yellow arrow. These
originate from the di�erent degrees of freedom of the 3d orbital: the upper flat band comes
from in-plane components (dxy, dx2≠y2 , green) and the lower flat band from out-of-plane
components (dxz, dyz, yellow). The two appear as a single feature close to �. At larger
k values, the bandwidth increases and the two flat bands disperse away from each other.
This is due to the e�ect of next-nearest-neighbor hopping, typical of realistic kagome
systems, that causes the flat bands to acquire a finite dispersion close to the K point [171].
The intensity of the lower flat band drops o� around k|| ƒ 0.5 Å≠1, possibly due to the
increased dispersion of the two bands.

Tuning the photon energy demonstrates that the flat band has a small dispersion also
along kz (Fig. 5.1 f), although in this case due to the quasi-2D nature of the CoSn kagome
layers rather than to geometric frustration. CoSn is hence the first kagome compound to
realize the coexistence of Dirac states and topological flat bands in the whole Brillouin
zone and in the low vicinity of the Fermi level.

An interesting question regards the stability of the electronic localization mechanism
upon external perturbations. Calculations predict that an increase in temperature also
up to 1000 K has little e�ect on the band dispersion [195]. Time-resolved optical and
photoemission spectroscopy has been applied to study the kagome metal CsV3Sb5, where
the pump pulse induces a nonthermal melting of its unconventional charge-density wave
phase [196, 197]. At present, however, no report discusses the robustness of the electron
localization upon ultrafast photoexcitation. Since it is of electronic origin, it is reason-
able to expect that the localization is altered if the electronic subsystem is perturbed
by excitation with a laser pulse. Since the flat bands encode direct information on the
e�ectiveness of localization, they o�er a suitable access point to monitor its response to
photoexcitation.

To perform this study, CoSn is the ideally suited material, since the flat bands lie
below the Fermi level and extend in the whole Brillouin zone, and can be monitored by
photoemission during the whole excitation and relaxation dynamics. We thus performed
TR-ARPES measurements on CoSn to detect the response of flat bands to photoexcitation
and deduce that of the electronic localization.

5.2 Sample preparation

Details on the sample fabrication can be found in [168]. Samples grow as thin posts
(Fig. 5.2(a)) extending for several mm along the c axis but with lateral size of at most
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Figure 5.2: (a) Lateral view of a thin CoSn sample glued on the sample mount. The sketch above
indicates the hexagonal section of the sample. (b) Thicker but shorter CoSn elongated
with a Cu post glued on top of it, as described in the main text, to fracture the sample
as far as possible from the holder surface and the glue.

800 µm. They are thus cleaved in ultrahigh vacuum by fracturing them in order to expose
a fresh surface parallel to the a-b plane. Smaller lateral size tends to produce better
exposed surfaces, but the thinnest samples are less suited for a photoemission experiment.
Especially at the low electron kinetic energy at which measurements are performed, as
compared to synchrotron-based photoemission, proximity to the sample edges can lead
to severe distortions or even disruption of the energy-momentum distribution, due to the
fringing fields generated by the discontinuity of the edge. This e�ect is more severe for
electrons of low kinetic energies, and thus the 10.8 eV photon energy is essential to limit this
e�ect and allow the measurement of the band structure by photoemission. Additionally,
if the pump fluence is su�ciently high, edge e�ects can enhance multi-photon processes
producing photoelectrons due to the pump beam alone.

It is hence desirable to have crystals with the largest possible lateral size. On the other
hand, if the sample is thicker, the cleaving fracture tends to happen at the basis of the
sample, hence exposing the surrounding glue to the laser beams. Using a suitably thin
post solidly glued on top of the sample (Fig. 5.2(b)) would increase the probability for
the sample to fracture farther from the basement, ideally close to the sample-glue-post
interface. We emulated the post-cleaving technique by adding a glue capping on top of the
sample, depositing small amounts of it at a time to get an elongated shape. The assembly
(the sample placed on the sample holder and with the capping on top) is then baked at
100 K for the glue to harden and become conductive.

CoSn samples display as hexagonal section, which can be related to the microscopic
structure and used to pre-orient the samples outside the experimental chamber. The
uncertainty of such procedure, performed under the optical microscope, is estimated to be
of the order of 5¶.
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5.3 Dispersion of the flat bands

We compare the DFT calculations of the CoSn band structure already reported in
[46] (Fig. 5.3(a),(c)) with our measurements at 10.8 eV both along the �K and the �M
directions around �(Fig. 5.3(b),(d)). The former was measured at 120 K and the latter
at room temperature. Using the estimate of ≥5.5 eV for the inner potential of CoSn [168]
with 10.8 eV photons we are measuring at kz ƒ 1.77 Å≠1. The Dirac and the flat band
have however been proven to have small dispersion also along kz, and hence a comparison
with the calculated band structure at kz = 0 is reasonable.

In the �K direction, a broad feature with no dispersion is visible, with a width of
≥200 meV. In the �M direction the only di�erence is the width of the feature, presumably
due to temperature e�ects, since the calculated dispersions are identical apart from a
small di�erence in the flat band (Fig. 5.3(a),(c)). In both cases, the width of the observed
feature is su�ciently large to comprise both the flat bands and the non-kagome-derived
band. However, no spectral intensity is detected where the DFT calculations predict the
upper Dirac band to strongly disperse away from the flat feature, at ≥ ±0.2Å≠1.

We further investigated the behavior of the bands at larger k values in the �K di-
rection, by inspection of the calculated band structure (Fig. 5.3 (e)) and of the ARPES
measurements with s and p polarization (Fig. 5.3 (f),(g)). In the p polarization, the band
starts fading away around 0.3 Å≠1. In the s polarization instead the intensity slightly
drops only at k|| ƒ 0.5 Å≠1, in agreement with the corresponding synchrotron measure-
ment of Fig. 5.1(e). This is the origin of the linear dichroism observed when the di�erence
among the maps acquired with two polarizations is taken (Fig. 5.3(h)). As commented
above, we tentatively ascribe this e�ect to the increasing dispersion of the two flat bands.
The main feature bends towards higher binding energies at larger k|| values. To better
ascertain this, we extracted two EDC curves on the two momentum separated by the
zero-crossing of the signal in Fig. 5.3(h). We fit these curves with Lorentzian peaks mul-
tiplied by a Fermi-Dirac distribution and convoluted with a Gaussian accounting for the
experimental resolution. The peak position of the brown and green EDC curves in (f),
although integrated on a wide momentum region, di�er by ≥ 21 meV. In addition, while
the brown curve can be fit with a single peak (A), to fit the green curve one needs an
additional peak (B) located ≥ 0.24 eV above the main one, in good agreement with the
separation between upper and lower flat bands predicted by the calculations in this mo-
mentum region. Regarding the lower Dirac band and the non-kagome-derived band, the
same arguments apply as in the case of the upper Dirac band: where the calculations
would predict a strong band bending away from the flat features, no intensity is detected,
presumably due to matrix element e�ects. The 10.8 eV photon energy is thus beneficial to
selectively probe only the flat bands in CoSn.

Taken together, these evidences concordantly point towards attributing the main fea-
ture to the lower flat band, and the second one to the upper flat band. At smaller
momentum values, the vicinity of the two results in a single broad feature, in agreement
with the measurement in Fig. 5.1(f). On the other hand, we can rule out the Dirac band
and the non-kagome-derived band as possible origins of the photoemission signal in this
momentum region.

63



Chapter 5. Photoinduced flat band dynamics in the kagome metal CoSn

Figure 5.3: (a), (b) Dispersion along �K calculated with relativistic DFT and measured with
10.8 eV photon energy at 120 K. The color code in (a) identifies the kagome structures,
and the non-kagome derived band is depicted in black. (c), (d) Dispersion along �M
calculated with relativistic DFT and measured with 10.8 eV photon energy at room
temperature. (e) Calculated dispersion along �K and closer to the K point. (f), (g)
Dispersion measured at room temperature close to the K point, with p- and s- polarized
probe respectively. A and B designate the lower and upper flat bands, respectively.
(h) Di�erence between (f) and (g) with the dotted line marking the zero-crossing of
the dichroic signal integrated on the whole flat feature.

5.4 Photoinduced dynamics of the flat bands

Pump-probe measurements were performed along the �K direction at base temperature
of 115 K and a fluence of 260 µJ/cm2. The momentum region covered by the measurement
is away from � for two reasons. As seen, the dispersion of flat bands increases towards the
K point, which facilitates to disentangle them and, in the time-resolved measurements, to
detect possible di�erences in their dynamics. The o�-normal geometry is also advanta-
geous to minimize spurious counts coming from multi-photon photoemission by the pump
enhanced at the sample edges. In our experimental geometry (Fig. 3.3) the pump beam
impinges on the sample surface at an angle of 30¶. This increases the lateral size of the
spot and renders the task of avoiding sample edges more delicate. For this reason, we
were not able to perform a proper pump-probe measurement at normal emission. On the
other hand, upon approaching normal incidence, the spurious counts from the pump are
minimized and the TR-ARPES experiment can be performed.

Fig. 5.4(a) shows the e�ect of photoexcitation on the flat bands of CoSn. The behavior
of the flat bands is of particular relevance, as it displays both an increase and a decrease
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Figure 5.4: (a) Di�erence plot between the spectrum pumped at zero time delay and the average
of the unpumped ones. (b), (c) Di�erential EDC curves plotted as a function of time
delay. (c), (e) Time dependence of the photoemission intensity in di�erent energy
ranges of the spectrum, according to the color code of the horizontal dashed lines.
The grey-filled cyan trace in (c) is the gaussian fit to the dark blue trace yielding the
indicated FWHM.

in intensity as a function of energy, signaling a displacement or a broadening. A negative
signal is also found below the Fermi level, along with a weak positive counterpart above.
We thus extracted di�erential EDC (dEDC) curves integrated in the regions marked by the
colored dashed lines in panel (a). In panels (b) and (d) they are displayed as a function
of the time delay, while panels (c) and (e) show the corresponding intensity dynamics
extracted at the flat band positions, below the lower flat band, and immediately above
EF . At small k values (panel (b)) the most intense changes are observed on the lower
flat band; a small negative signal is also detected close to EF . At large momentum values
(panel (d)) a strong modification is also observed closer to the Fermi level, corresponding
to the feature previously identified with the upper flat band.

The positive signals (red and purple traces in (c) and (e)) last for the duration of a
cross correlation in (e) and slightly more in (c). The negative signal on the lower flat
band, instead, has a di�erent behavior in both momentum regions. Close to zero time
delay the signal is large, and after the cross correlation time it goes to a smaller value,
which seems stable in the time window of our measurement. Interestingly, the upper flat
band in the right momentum region has a similar behavior. Comparing the two blue traces
in Fig. 5.4(e), we can further observe that the maximum of the two signals is comparable,
and at later time delays the dark-blue curve is smaller in absolute value. This does not
happen in (c), where the duration of the signal in the dark-blue region is limited by the
resolution and can be well fit by a gaussian of FWHM ƒ 1.3 ps, in agreement with the
value reported in Sec. 3.1.5.

In order to identify the nature of the out-of-equilibrium changes in the spectra and
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Figure 5.5: (a), (b) dEDCs taken at 0 ps and 5 ps delay in the two momentum regions of corre-
sponding color. The best fit is plotted as a solid black line. (c)-(f) Variation with
respect to equilibrium of the parameters extracted by fitting the dEDCs, as a func-
tion of time delay. The colors correspond to the code used so far. Bars indicate the
uncertainty of the fitting procedure on the parameters. (c) Electronic temperature
in the two momentum regions. (d) Lorentzian width of peak A (brown and green)
and B (green, empty markers). (e) Position (binding energy) of the peaks. The solid
cyan-filled line is the cross-correlation reported from Fig. 5.4(c). (f) Area under each
Lorentzian peak.

shed more light on the di�erences pinpointed above, we fitted each EDC curve of time
delay series. The model function of the fit is the one described above also for the out-
of-equilibrium EDCs, namely a sum of Lorentzian peaks, convoluted with a Gaussian
accounting for the experimental resolution and multiplied by the Fermi-Dirac distribution.
As the photoinduced changes in the spectrum are very small (less than 0.4 %), it is
convenient to visualize the results of the fitting procedure directly on the dEDCs. Just
as the dEDCs are obtained by subtraction between the EDC and the equilibrium EDC,
taken as average of the unpumped ones, the di�erential model is the di�erence between
the fit function and the best fit of the equilibrium EDC. Four representative dEDCs are
reported in Fig. 5.5(a),(b), with the color code indicating the momentum region they refer
to. The dark-colored traces are taken at �t = 0 ps, while the light-colored ones are taken
at �t = 5 ps, where the changes in the spectrum have become stationary. As visible in
the upper trace of panel (a), the e�ect of photoexcitation is strong at time zero both in
correspondence of the main band and in the vicinity of the Fermi level. This last e�ect
is accounted for in the fit by a thermal broadening of the Fermi-Dirac distribution. At
later time delays, a negative signal is detected only close to the lower flat band, as also
expected from the traces in Fig. 5.4(c). The results are di�erent for the traces of panel
(b), extracted at large k values. Here the signal from upper flat band contributes both at
time zero (upper trace) and at later time delays (lower trace), where it determines a small
negative signal close to EF . Also this observation is in agreement with the evidences from
Fig. 5.4(e).

The variation with respect to equilibrium of the parameters of best fit are plotted
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as a function of time delay in Fig. 5.5(c-f). The first important observation is that the
parameters of the two A peaks and the B peak display almost identical dynamics, com-
patibly with the common origin from the 3d orbitals of Co. As expected from the previous
observations, all the parameters, except for the peak area, display a larger change at time
zero. The observed spectral changes are thus the result of an increase in the electronic
temperature, along with a sudden shift and broadening of the flat features. which ex-
plain the observation of an increase in photoemission intensity at -0.5 eV below the Fermi
level in Fig. 5.4. The relaxation dynamics after excitation are similar among the peaks,
while qualitatively di�erent among the fitting parameters. The electronic temperature for
both regions relaxes on a timescale longer than one cross-correlation. The width of the
flat features instead sets to a plateau of ≥ 2 meV, ≥ 1% higher than equilibrium, lasting
longer than 5 ps. Finally, the peak position relaxation agrees with a gaussian of width
comparable to the experimental cross-correlation (cyan line in (c)). This indicates that
the observation of the dynamics of the photoinduced shift is limited by our experimental
resolution. The peak areas, instead, show no clear dynamics across time zero, signaling
that charge redistribution from or to the flat band is negligible. These observations point
towards the broadening of the flat bands as the origin of the long-lasting nonequilibrium
signal visible in Fig. 5.4(c),(d).

We interpret our results starting from the idea that the ultrafast pump pulse induces
an electron delocalization, hence a�ecting the e�ect of electronic correlations on the flat
band dispersion. Both on the short and on the long timescales, the energy injected by the
pump pulse causes the electronic temperature to rise, which is indicative of an increased
kinetic energy of the charge carriers. As discussed in Sec. 2.1, a change in the correlations
experienced by the electrons can in principle modify the position and lifetime of the bands.
In more detail, it is not the sole strength of the electronic correlations that determines
their e�ect on the system properties, but also their ratio with respect to the electron
kinetic energy [46]. The shift and broadening of the flat bands can thus be viewed as the
result of a decrease of the weight of electronic correlations e�ects in determining the band
structure with respect to the kinetic energy counterpart. Photoexcitation at 1.2 eV does
not alter the population change of the flat bands, rather it induces a change in dispersion
toward a less flat condition, due to an increased mobility of the charge carriers. However,
since we integrate the dispersion on a wide momentum region, an increase in the dispersion
appears as a broadening.

The changes in the lineshapes are not only larger at time zero than at later delays,
but also qualitatively di�erent. We conclude that the presence of the pump induces a
disruption of the electron localization a�ecting both the position and the width of the
bands. This stronger renormalization has a lifetime shorter than our cross correlation and
vanishes as soon as the pump leaves the sample, signaling the recovery of the electronic
localization. The case is di�erent for the later time delays, where only a small broadening
survives. Complete recovery can be hindered by some bottleneck e�ect that slows down
the recovery of electronic temperature and preserves the itinerancy of a smaller fraction of
charges. The residual fraction of delocalized electrons must be smaller than at equilibrium
since it is su�cient to induce a band broadening but not a shift. We note that the order
of magnitude of the long-lasting broadening is compatible with a thermal origin due to
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the increase of the lattice temperature by a few K with respect to the equilibrium. That
the broadening at time zero is not entirely of the same origin is instead suggested by the
concomitant shift in binding energy. Overall, the small entity of lineshape changes in the
flat bands suggests that the localization mechanism induced by the kagome geometry is
robust upon infrared photoexcitation.

5.5 Conclusions
This investigation has provided access to the ultrafast dynamics of flat bands in a

kagome system, that encode information on the response of electron localization to infrared
photoexcitation.

The small lateral size of CoSn crystals renders the 10.8 eV photon energy essential to
minimize the e�ects of fringing fields at the edges and to allow the photoemission experi-
ment. More importantly, access to large k values allows exploring a region of the Brillouin
zone where the two flat bands acquire a dispersion that separates them in energy. Thanks
to this, they can be distinguished and fit separately. The equilibrium measurements also
show that the 10.8 eV photon energy has favorable matrix elements for selecting the sole
flat bands.

The time-resolved measurements show that the flat bands of CoSn undergo a small
but detectable modification upon photoexcitation. We ascribe these e�ects to electron
delocalization induced by the pump pulse, which reduces the e�ect of electron-electron
interaction and renormalizes the flat bands. The majority of charges is relocalized within
one picosecond, while a broadening of the flat bands lasts more than 5 ps, signaling either
a partial persistent delocalization or an elevated lattice temperature. The small extent of
both e�ects suggests that the flat bands are robust against infrared photoexcitation. More
generally, this investigation calls for a deeper understanding of the response of a system in
which electronic correlations are enhanced by localization, and paves the way for further
exploration of nonequilibrium properties of kagome materials by TR-ARPES.
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Chapter 6

Antinodal and oxygen dynamics in
the cuprate superconductor Bi2212

The investigation of copper-based superconductors, known as cuprates, is at the present
date an open field in condensed matter physics, despite the extensive experimental and
theoretical e�ort accumulated in almost forty years of research after their discovery[198].
The scientific interest in cuprates only partially stems from the quest for the microscopic
mechanism driving the superconducting transition at temperatures exceeding 100 K. The
phase diagram of cuprates shows a number of other phases whose origin and reciprocal
relation is yet to be fully understood [199, 200]. In particular, owing to the strong mo-
mentum anisotropy of the electronic properties of cuprates, the nonequilibrium dynamics
at large k values can unveil key details for the understanding of the origin and interplay
of di�erent phases, including the superconducting one. For this reason, we explored this
possibility employing the novel 10.8 eV source, since this photon energy allows for time-
resolved photoemission experiments in the whole Brillouin zone of cuprates (see Sec. 2.1).
As we shall see, the source in its present configuration is not perfectly suited for this kind
of studies. The dynamics at large k are however closely related to other aspects cuprate
physics, in particular to the dynamics of the oxygen states. We thus employed two dif-
ferent setups, namely an HHG source and a free-electron laser, to address the oxygen
dynamics in Bi2212 in the valence band and in the core levels, respectively. This fact
makes this study a particular case among those presented in the previous chapters, since
we investigated complementary aspects of its properties benefiting from three of the four
sources for time-resolved photoemission presented in Ch. 3.

6.1 Towards the antinodal dynamics

6.1.1 The node-antinode dichotomy in cuprates

The family of cuprates comprises several types of copper-based compounds capable
of displaying superconducting properties [3]. These compounds share a crystal structure
composed of several oxide planes stacked along the c axis. The most studied by means of
ARPES is the family of bismuth-based compounds, and in particular the bilayer compound
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Figure 6.1: (a) Crystal structure of Bi2Sr2CaCu2O8 (Bi2212). Oxygen atoms occupying di�erent
planes are indicated with di�erent colors. (b) Phase diagram of Bi2212 as a function
of hole doping (p, hole per Cu site) and temperature. The position of optimal doping
(OP), where the highest TC is reached, is marked by a dotted line (p = 0.16) and
separates the underdoped (UD) and overdoped (OD) regions. (c) Doping evolution of
the d-wave gap in the superconducting phase (T < TC , blue and green curves) and in
the pseudogap phase (T > TC , red curve) for a slightly underdoped sample [202]. (d)
Imaginary part of the self energy, i.e. the scattering rate, calculated near the node
(blue) and antinode (green) as a function of temperature for a lightly doped sample
(p=0.05) [94].

of Bi2Sr2CaCu2O8, because of the good quality of the exposed surface upon cleaving [201].
This is also the sample we investigated.

Figure 6.1(a) shows a schematic crystal structure of Bi2Sr2CaCu2O8 (Bi2212). Along
with the other oxide planes, it features two copper-oxygen planes per unit cell [203]. The
unit cells are held together by van-der-Waals forces among the Bi-O planes, which makes
it possible to exfoliate the Bi2212 samples along the c axis, with Bi-O as an exposed
surface [204, 205]. It is universally accepted that the electronic properties of cuprates
are determined by the many-body interactions within the Cu-O planes [206]. Cu- and
O-derived states are the ones lying closer to EF , hence they have a major contribution
on the low-energy electronic properties of cuprate superconductors. Additional holes are
introduced in the Cu-O plane upon variation of the oxygen content in the remaining layers,
thus called charge reservoir layers, defining the landscape of phases illustrated in the phase
diagram of Fig. 6.1(b) [207]. One of the most striking aspects of cuprate physics is that
the parent undoped compound is an antiferromagnetic insulator (red area) and becomes
conducting upon hole doping [208], in contrast with conventional BCS superconductors
that are always metallic [209]. The nature of this doping-induced transition is relevant
to the dynamics of the oxygen states and is discussed in detail in Sec. 6.2. The so-called
superconducting dome (blue area) has a maximum critical temperature at the optimal
doping value of p ƒ 0.16, where p is the fraction of doped holes per Cu site. Upon
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increasing the temperature at moderate (under-doped, UD) or optimal (OP) doping values,
the superconducting phase evolves into a second gapped phase, called pseudogap. The
overdoped side of the phase diagram (OD) is occupied by a strange metal phase, as the
Fermi-liquid model fails to correctly predict its properties [210, 211].

One di�erence between the superconducting and the pseudogap phases is illustrated
in the cartoon of Fig. 6.1(c), which shows the dependence of the gap on temperature
in one quarter of the Brillouin zone, for a lightly underdoped sample [202]. Below the
superconducting transition temperature TC , the gap is zero at the so called nodal point,
and is maximum at the antinodes, bearing a d-wave symmetry. As the temperature is
increased close to the transition, little changes are visible. Above TC , the near-nodal
region is gapless, while the region at the antinodes is still gapped, with an amplitude
comparable to the superconducting gap.

The mechanism originating the pseudogap is still a subject of debate [212]. Moreover,
insight on the origin of both superconductivity and pseudogap can be gained by elucidat-
ing their relationship [213]. That superconductivity emerges from the pseudogap upon
lowering the temperature opens two possible scenarios. Either the same mechanism that
drives the emergence of the pseudogap is also involved in the formation and condensation
of the Cooper pairs, thus the pseudogap is a precursor of superconductivity, or the in-
teractions that drive the emergence of superconductivity dominate at the expenses of the
pseudogap upon lowering the temperature, in which case the pseudogap is a competitor
of superconductivity.

On the basis of the striking dichotomy between the nodal and the antinodal region, a
mechanism based on the k-selective localization of the quasiparticles has been proposed as
the origin of the pseudogap [214, 215]. It is schematized in Fig. 6.1(d). Quasiparticles in
the nodal region (blue points) behave like charge carriers in a metal, with a scattering rate
that increases with the electronic temperature. At variance, quasiparticles at the antinode
behave as localized charges, with a scattering rate that diverges at lower temperatures.
This is analogous to what happens in a Mott insulator [216], where the system is insulating
because of the strong Coulomb repulsion that hinders the mobility of quasiparticles and
localizes them on the atomic sites, opening a gap in the spectrum. The pseudogap would
thus emerge as a result of the strong correlations felt by the Cu 3d electrons, that selectively
localize quasiparticles at the antinode. This proposal is supported by calculations that
numerically solve the Hubbard model [217] and, on the experimental side, by optical pump-
probe measurements [94]. The latter, however, are momentum integrated measurements,
hence not capable of directly validate the nature of the node-antinode dichotomy.

Since the distinctive hallmark of metallic and localized excitations is the dependence of
the scattering rate on the electronic temperature, pump-probe photoemission is the ideal
tool to test the proposed scenario, as it provides the possibility of impulsively increas-
ing the e�ective electronic temperature and following the recovery to equilibrium. The
nonequilibrium behavior of the Mott insulator, with the quasiparticle lifetime increasing
with increasing temperature, should be found in the antinodal region. This can be wit-
nessed in a TR-ARPES experiment by monitoring the single-particle lifetime. Moreover,
the superconducting phase can be melted above a critical fluence of ≥ 70 µJ/cm2, while
the pseudogap is about three times more robust in terms of the fluence required to a�ect
the gap [68]. This is critical to study the relation between pseudogap and superconductiv-
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ity exploiting a nonequilibrium regime. Their interplay can in fact be studied by optically
driving the system out of the superconducting phase, with a pump fluence low enough to
grant the survival of the more robust pseudogap phase. The re-emergence of the super-
conducting condensate will take place in the presence of the pseudogap. Following the
recovery of both gaps should help elucidating whether the pseudogap is a precursor of
superconductivity or a competitor, in which case the pseudogap should close upon the
emergence of the superconducting one. In particular, if the pseudogap exists because
of the strong electronic correlations within the Cu 3d orbitals, an interesting question to
clarify is what is the role of these interactions in the superconducting phase.

Several TR-ARPES studies were carried out on cuprates to explore these possibilities
[218, 219][19]. However, the limited momentum range accessible to photoemission with
probe photon energy up to 6 eV could not provide information on the antinodal dynamics.
The energy resolution required to investigate such e�ects is rather high, since the super-
conducting gap in cuprates is of the order of few tens of meV, and thus most HHG setups
o�er either too coarse energy resolution or too low statistics to satisfactorily map the
antinodal dynamics [220]. In this regard, the 10.8 eV photon source is a favorable option
since it allows access to large k values with su�cient energy resolution and good statistics
for the pump-probe experiment. The remainder of this section presents the results of this
investigation.

6.1.2 Mapping the equilibrium Fermi surface of Bi2212

In order to test the capability of the 10.8 eV setup to map the full Brillouin zone of
Bi2212, we measured its Fermi surface up to the Brillouin zone boundary (Fig. 6.2). The
map was acquired at 110 K, hence in the pseudogap phase, rotating the azimuthal angle
of the sample in steps of 0.5¶ and acquiring an E vs. k map for each angle. Since the
angular acceptance of the analyzer slit is of 30¶, mapping the whole k range from the �
point to the antinode requires the measurement of two maps at di�erent polar angle, one
covering approximately up to ≥ 0.4 Å≠1 and the other the outer part. The two are subse-
quently merged to obtain the complete map shown in Fig. 6.2. The map displays a wealth
of di�erent features, which we assign according to the literature [221]. The near-nodal
region is marked with a dashed white circle, while the antinodal region with a cyan one.
The solid lines indicate the two main bands (named 1 and 2) that cross the Fermi level
with kF ≥ 0.4 Å≠1. Two black arrows highlight the presence of a splitting of band 1 away
from the node. The main band is actually comprised of a bonding and an antibonding
band that arise due to the presence of two Cu-O planes per unit cell [222]. For symmetry
reasons the two bands are degenerate along the nodal direction, and are split away from it.
This e�ect is known as bilayer splitting. The dotted line is a shadow band arising from the
backfolding of the main structure along the mirror planes of the unit cell, and is well visible
at the two extrema of the azimuthal scan. It originates from an incommensurate distor-
tion of the tetragonal crystal structure [201] known as orthorhombic distortion, which is
typical of cuprates. The dashed-dotted line is instead an umklapp band that arises from
a slight lattice mismatch between the Bi-O and Cu-O planes that causes superstructure
modulations and hence replicas of the electronic bands. The symmetry of the distortion
is such that the umklapp bands only appear as replicas of the main band 2.
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Figure 6.2: Map of the Fermi surface of optimally-doped Bi2212 measured at 100 K. The superim-
posed black lines are guides to the eye to clarify the assignment of the visible features
(see main text): main bands (labelled 1 and 2, solid line), shadow band (dotted line),
umklapp band (dotted-dashed line). The nodal region and the antinodal region are
marked with dashed circles, in white and cyan respectively.

This overview shows that the matrix element e�ects at 10.8 eV photon energy are fa-
vorable to reveal most of the bands crossing EF in Bi2212. Moreover, the high momentum
resolution of the setup allows discerning also the finest details of the band structure, such
as the bilayer splitting indicated by two arrows. However, the noise level in the outer
region is higher than in the inner portion of the map. This is due to the presence of
secondary electrons that increase further from normal emission due to the longer path
required to escape from the sample surface. For this reason, the contrast of the features
over the noise is less favorable and only allows distinguishing the prosecution of the main
bands towards the Brillouin zone boundary and the existence of the shadow band, which
in the lower part of the map falls in the outer region (k ≥ 0.55 Å≠1). This suggests that
the photon energy of 10.8 eV is very close to the lower limit of photon energy for the
feasibility of experiments extending far into the antinodal region. After having assessed
the capability of the setup to measure photoelectrons from the antinodal region, we move
to the exploration of its dynamics in comparison to the nodal case.

6.1.3 Pump-probe measurements close in the nodal and antinodal region
Figure 6.3(a) shows the equilibrium measurement performed at 110 K, hence in the

pseudogap phase, along the nodal direction (see inset). The main band is visible as a
sharp feature with kF slightly smaller than 0.4 Å≠1. The presence of only one band means
that the measurement is taken along the direction perpendicular to the umklapp replicas,
i.e. we probe the band labelled as 1 in the Fermi surface map of Fig. 6.2. The e�ect of
photoexcitation with ≥ 700 µJ/cm2 fluence is visible in the di�erence pump-probe map of
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Figure 6.3: (a) Nodal dispersion measured at 110 K. The inset sketches the relative orientation
of the analyzer slit (green line) and the main bands (black solid lines). In this case
the analyzer slit is parallel to the nodal direction. (b) Di�erence pump-probe map.
The pumped map is integrated 0.4 ps around time zero and the unpumped map is
subtracted. (c) Intensity dynamics extracted in the boxes of corresponding color in
panel (b). (d) Dispersion near the antinode at 120 K, in the geometry sketched by the
inset: the sample azimuthal angle was rotated to reach a near-antinodal region. (e)
Di�erence pump-probe map. The pumped map is integrated 0.4 ps around time zero
and the unpumped map is subtracted. (f) Intensity dynamics extracted in the boxes
of the corresponding color in panel (e).

panel (b), integrated 0.4 ps around time zero. There is a clear population above the Fermi
level and a depopulation in correspondence to the nodal band. The intensity dynamics
extracted in the red and blue boxes, above and below EF respectively, are displayed in
panel (c). The population above EF shows a quasi-gaussian like temporal relaxation. This
is a reasonable expectation for quasiparticles close to the node, where the pseudogap is
zero and the relaxation is metallic-like, and hence fast with respect to the resolution of the
setup. The population of the band below EF instead shows a depletion close to time zero,
but is followed by a plateau which lasts longer than the investigated time delay range.
This might be due to charge redistribution towards other regions of the Brillouin zone,
where the recombination is slower due to the presence of the gap [19].

Figure 6.3(d) shows the photoemission map acquired in the vicinity the antinodal re-
gion. This condition was obtained by starting from the nodal geometry shown in panel (a)
and rotating the azimuthal angle of the sample. This approach has the major drawback
that the analyzer slit is parallel to the direction of the bands, and hence the band spreads
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across a large part of the analyzer slit aperture. A region with photoemission intensity
significantly larger than the background is detected around k|| ≥ 0.8Å≠1, close to the
Brillouin zone boundary. The small population close to EF stems for the presence of the
pseudogap. The e�ect of photoexcitation, shown in the di�erence map of panel (e), is a
distinct population below EF down to -100 meV, while below this value the population
decreases. This observation is also confirmed by the intensity dynamics of panel (f). The
photoemission intensity di�erence is in absolute value larger in the red box than in the
blue box, hinting at a redistribution of the hot electrons between di�erent part of the
Brillouin zone already close to time zero. Moreover, the red trace suggests the presence of
longer dynamics, lasting at least 5 ps and thus, if modeled by a single exponential decay,
of time constant of ≥1.5 ps. This is compatible with the presence of the gap that, limiting
the phase space available for scattering, reduces the quasiparticle recombination rate and
slows down the recovery [16]. The population decrease within the blue box is smaller and,
at variance with the nodal case, shows and indication of recovery similar to the red trace.

Figure 6.4: (a) Dispersion measured close to the antinodal region at 30 K. The sketch shows the
relative orientation of main bands and analyzer slit, the latter being parallel to the
antinodal direction. (b) Intensity dynamics extracted in the dark blue box of panel
(a) at two di�erent times as the measurement proceeds. The light blue curve shows a
negative variation around time zero that is washed away in the dynamics acquired two
hours later. (c) 2D plot of the traces as for panel (b), as function of time delay and of
the integration time, i.e. the time elapsed in during the measurement.

Since the geometry of the measurement in Fig. 6.3 is not favorable to study the antin-
odal dynamics, as a next step we addressed the antinode under a di�erent geometry. A
more favorable strategy is to vary the manipulator tilt angle, with the antinodal direction
parallel to the direction of the slit, as shown in the inset of Fig. 6.4(a). The capability
of changing the tilt angle in our setup is limited to ±10¶ due to the construction of the
manipulator, so the sample is placed on a special sample holder that is pre-tilted out-
side the chamber by 30¶ in order to reach large angles away from normal emission. The
result of the photoemission experiment in an intermediate region between the node and
the antinode is shown in Fig. 6.4(a). This measurement was performed at 30 K, hence in
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the superconducting phase. Also in this case the small intensity in the close vicinity of
EF stems for the presence of the gap. The fluence employed was much smaller than in
previous measurements, ≥ 20 µJ/cm2, hence below the threshold to vaporize the super-
conducting phase. The transient intensity evolution extracted in the dark-blue dashed box
are reported in panel (b). The dark blue curve, obtained by integrating the signal for two
hours, shows a small e�ect close to time zero which might be indicative of photoinduced
nonequilibrium dynamics. The signal is almost hidden in the noise, also due to the low
fluence set. Nonequilibrium signals, however, should be detectable at fluences as small as
1 µJ/cm2 [16]. The possibility of exploring higher fluences was hindered by a severe signal
degradation that took place with the elapsing measurement time. As shown by the light-
blue curve in Fig. 6.4(b), the signal was already fading away after six hours of integration.
This evidence is even more striking in panel (c) where the intensity traces are shown in a
map as a function of the time delay and of the total integration time of the trace itself,
i.e. the time elapsed during the measurement. The signal, clearly present for the first
two hours of the measurement, instead of emerging above the noise floor is washed away
by integration in the subsequent measurements. Repeated attempts to perform the same
measurement also in the pseudogap phase led to the same result.

We emphasize that the dynamics in the superconducting phase in this momentum
region display a fast (<0.5 ps) and a slow component (>2 ps), smaller than the first [16].
The time resolution of our setup is too coarse to address the fast dynamics, which is lost
in the noise, and hence the only nonequilibrium signal that can be detected is the small
slow component of the relaxation, as proven by Fig. 6.4(b). This fact, in addition to the
signal degradation e�ect, severely limits the extent of information that can be obtained
on the antinodal dynamics in Bi2212 with the present configuration of the 10.8 eV setup.
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6.2 TR-ARPES investigation of the O 2p dynamics

After having realized that measuring the antinodal dynamics in cuprates is challenging
because of the technical parameters of the setup, we turn to the investigation of a related
problem, namely the dynamics of the oxygen bands. The fact that di�erent electronic
states in cuprates are inextricably coupled has been shown in [223] where the low energy-
scale phenomena, such as the superconducting gap and the pseudogap (.100 meV) were
fund to be intertwined to the high energy excitations of these system (≥1 eV). Hence
we start from this evidence and tackle the problem of the O-band dynamics in cuprates.
between low energy-scale phenomena, such as the superconducting gap and the pseudogap
(.100 meV) and high energy excitations of these systems (≥1 eV). This section introduces
the topic of the high energy charge-transfer excitations and their relevance for cuprate
physics. Since the O 2p states are involved in the charge transfer, we investigated the
response of these bands upon the ultrafast redistribution of charges induced by the infrared
pump.

6.2.1 Charge-transfer excitations in Bi-based cuprates

In order to understand the relevance of oxygen states for the low-energy physics of
cuprates, it is useful to follow how the electronic structure close to the Fermi level evolves
upon doping the system, when passing form the antiferromagnetic insulating phase to the
superconducting or pseudogap one (see the phase diagram of Fig. 6.1(b)) [208]. A scheme
of the low-energy electronic structure of the undoped compound is shown in Fig. 6.5(a).
The large Coulomb repulsion experienced by the Cu 3d orbitals opens a correlation gap
(U) which is larger than the bandwidth and would define the system as a Mott-Hubbard
insulator. However, because of the large U, the states at the smallest energy from EF are
the O 2p ones, hence the first excitation of the system is the charge transfer across the
gap of amplitude � among oxygen and copper states in the valence and conduction bands
respectively [224, 225]. For this reason, the undoped compound is defined as a charge
transfer insulator [226].

Upon doping, new states appear inside the gap at the down-shifted chemical potential
(Fig. 6.5(a)) [228, 229], but the remaining structure is still reminiscent of the charge-
transfer phase [223, 230, 231]. This is the origin of the intertwining of high-(1≠10 eV) and
low-energy scales (< 1 eV) typical of strongly-correlated systems in general [232–235] and
also of cuprates [207, 236–239]. This picture suggests that also in the finite-doping phases
the electron-electron repulsion and the charge transfer are the dominant interactions, thus
influencing the low-energy physics of superconductivity and pseudogap, although these
happen on an energy scale that is more than 10 times smaller.

Notwithstanding these evidences, the role of the high energy excitations in shaping
the exotic properties of the gapped phases of cuprates is still an open question. We
investigated the issue by addressing in the nonequilibrium regime both the O 2p valence-
band states and the O 1s core levels, which provide access to di�erent information on the
same physics.

The dynamics of the O 2p states have been previously investigated by TR-ARPES by
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Figure 6.5: (a) Schematic of the density of states close to the chemical potential in an undoped
charge-transfer insulator (p = 0). U Mott-Hubbard gap between Cu states, � charge-
transfer gap, and µ chemical potential. (b) Same as (a) but for the doped conducting
system (p ”= 0) (c) Cu-O plane with the charge transfer process. (d) O 2p band mea-
sured by HHG, with the arrows schematizing the excitation pathway at two di�erent
photon energies. (e) Photoemission intensity dynamics of the O 2p states induced by
two di�erent pump photon energies. The absence of appreciable dynamics for the
0.82 eV pump signals the nonthermal nature of the e�ect. (f) Comparison between the
time evolution of the O 2p band broadening (”“) and the population dynamics within
the gap at the antinode ”AAN , which show a similar timescale. (e),(f) are adapted
from [227].

Cilento et al. [227]. The leading idea is that a laser pulse at h‹ ≥ 1.65 eV can trigger
an optical transition across the remnant charge-transfer structure. In fact, the dynamics
of the O 2p states are relevant only if the photon energy is suitable to extract charges
from the O 2p states (visible as a strong feature in Fig. 6.5)(d), and promoting them to
empty states above EF , which share a Cu-derived character. In this case, a decrease in
the intensity of the O 2p peak is observed (blue trace in Fig. 6.5(d)). On the contrary, no
appreciable dynamics are visible with a pump beam set to the photon energy of 0.82 eV
(red trace in the same panel), which also proves that the e�ect of the pump is not purely
thermal. In addition to a depopulation due to the pump-induced charge redistribution,
the oxygen states also undergo an ultrafast broadening that the authors attribute to an
inhomogeneous excess of holes in the oxygen bands.

Concomitantly to this, new electronic states are observed to appear inside the gap,
as an e�ect of photoexcitation. Interestingly, the relaxation of the impulsive broadening
of the oxygen band and of the intra-gap antinodal population are identical (Fig. 6.5(f))
hence indicating a close relation between the excess population inside the antinodal gap
and the excess of holes created in the O 2p states.

These measurements were performed with an HHG source that provided an energy
resolution of ≥250 meV for the measurement at the antinodes and ≥160 meV for the oxygen
states. Such values prevented the authors from reconstructing the detailed dispersion of
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the oxygen band, possibly hindering more details of its dynamics, which were masked by
the resolution. Given that the maximum of the oxygen band is located ≥ 1 eV below EF

and at k|| ≥ 1 Å≠1, the 10.8 eV photon energy is not su�cient to perform a photoemission
experiment. Motivated by this, we investigated the O 2p dynamics with the SPRINT HHG
source (Sec. 3.2.1), that provides higher photon energy and is capable of su�cient energy
resolution (below 30 meV) to resolve the dispersion of the oxygen states and reveal their
dynamics.

6.2.2 Dispersion and dynamics of the O 2p states
The measurements were performed on an optimally-doped Bi2212 sample at room

temperature. The probe photon energy was set to 26.4 eV and the pump photon energy
to 1.2 eV, su�cient to remove electrons from the top of the oxygen bands and inject them
close to the Fermi level. The pump fluence was set to ≥ 320 µJ/cm2, which is very close
to that employed in [227].

Figure 6.6(a) shows the dispersion measured along the nodal direction from the � point
up to the zone corner. This map is obtained by measuring the photoemission intensity in
adjacent momentum regions, by changing the polar angle, and subsequently sticking the
maps together. The vertical stripes of higher intensity are artifacts caused by this merging
procedure.

Figure 6.6: (a) Photoemission maps acquired on an optimally-doped Bi2212 sample at room tem-
perature with 26.4 eV photons, along the nodal direction. Vertical lines of larger inten-
sity arise due to the merging of maps acquired in adjacent momentum regions. The
black arrows point at the main nodal bands. The red dashed-dotted line is a guide
to the eye to emphasize the dispersion of the oxygen band. The yellow dashed box
indicates the region where the ARPES intensity has been averaged (over momentum)
in the time-resolved experiment (see main text). Side panel: EDC in the energy re-
gion marked by the green lines. (b) Projection of the calculated band structure of
the valence band on the 2p‡ (blue) and 2pfi (red) oxygen orbitals. The energy and
momentum axes are scaled according to panel (a). The yellow dashed square indicates
the region of the pump-probe measurement. Adapted from [227].

The two black arrows point at a weak photoemission intensity close to EF , indicative
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of the main band nodal dispersion. The oxygen band is visible at higher energies and
larger k, and evidenced by a red dotted-dashed line. The vertical-stripe artifact overlaps
with the intensity coming from the oxygen band around k|| = 0.8 Å≠1, however at larger k
values its upward dispersion can be clearly distinguished. The band reaches its maximum
around k|| = 1.2 Å≠1. This dispersion qualitatively agrees with the one of the O 2pfi as
predicted by the calculations and shown in red in panel (b) [227]. The large intensity
ubiquitously present around 3 eV below EF is attributable to the lower Cu 3d Hubbard
band.

In both panels (a) and (b), a yellow box indicates the region where the pump-probe
experiment was performed, integrating in its angular range. Due to technical constraints
of the analyzer used for this experiment, a bias of +5 V had to be applied in order to push
the electrons from the O 2p band to higher kinetic energies and allow their measurement
with suitable values of kinetic and pass energy for the analyzer. Application of electric
fields to the sample can in general lead to severe distortions to the photoelectron angular
distribution, especially in this case where the whole sample holder is biased and the shape
of the electric field around the sample is not uniform. For this reason, although the pump-
probe measurement was nominally performed in the region enclosed by the yellow box, its
location in the E vs. k space is just approximate.

Figure 6.7: (a) EDC from the pump-probe measurement acquired before time zero. The blue line
is the fit using the three peaks reported below. (b) Di�erence map showing the pump-
probe spectra as a function of binding energy and time delay. (c) dEDCs extracted
at 0.5 ps and 2.5 ps after time zero, evidencing that only the negative signal at larger
binding energies survives longer. (d) Intensity dynamics extracted in the energy regions
indicated in panel (a) with dashed lines of corresponding color. (e) Evolution of the
amplitude of the three peaks, plotted as the di�erence with respect to the unpumped
values. (f) Evolution of the width of the three peaks (di�erence with respect to the
unpumped value).

Figure 6.7(a) shows the equilibrium EDC obtained in the pump-probe measurement
before time zero. The position of the main peak confirms that this is the oxygen band
identified in Figure 6.6(a). To satisfactorily fit the distribution, three Lorentzian peaks
were employed. Also the calculation in panel (b) shows two weak p‡ bands at the zone
boundary, above and below the strong pfi band.
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The result of the pump-probe measurement is shown in the di�erence map of Fig. 6.7(b)
as a function of binding energy and time delay. As also the dEDCs in panel (c) show,
photoexcitation induces a positive signal around 1.2 eV below EF , while a strong decrease
in intensity is observed at higher binding energies. At later time delays, the positive signal
is washed out while the strong negative signal is still present. This is indeed confirmed by
the dynamics of the photoemission intensity shown in panel (d), extracted around -1.2 eV
and -1.5 eV. The red trace goes to zero after ≥ 2 ps while the blue one shows a persistent
negative signal, although with a low signal-to-noise ratio.

To assign the pump-induced changes to a lineshape modification of the three com-
ponents, we fit the EDCs at each time-delay and monitor the dynamics of the fitting
parameters. Given the small signal-to-noise ratio of this measurement, it was not possi-
ble to fit the dynamics with all the peak parameters as free fitting parameters. We thus
constrained the position of the peaks to be fixed, in view of the results commented from
[227]. The model thus comprises three free amplitudes and three widths, for a total of
six free parameters. The results are reported in Fig. 6.7(e) for the amplitudes and (f)
for the widths. From the results, we learn that peaks 1 and 3 do not undergo significant
changes in amplitude, while peak 2 shows a depletion at time zero which closely follows
the intensity dynamics of the blue trace in panel (d). This means that the long negative
signal observed is due to a depletion of peak 2, in agreement with [227]. The dynamics
of the widths confirm the negligible role of peak 3, while peak 2 shows an indication of a
broadening around time zero. Peak 1, instead, shows a clear broadening at time zero fol-
lowed by a decay that is not recovering its equilibrium value within the ≥3 ps delay range
of the measurement. This proves that the positive signal close to -1.2 eV commented above
is due to a broadening of peak 1.

The signal-to-noise ratio of the measurement, while su�ces providing the dispersion
of the O 2pfi band up to the zone corner and indicating the depletion and broadening
of two of the oxygen features, is not enough for the investigation of further finer details
of the dynamics of these states. The presence of nonequilibrium e�ects on the oxygen
bands nonetheless indicates that the photon energy of 1.2 eV, while being exactly in the
middle between the two limiting cases exemplified in Fig. 6.5(e), su�ces to induce a charge
redistribution that involves the O 2p states. The compatibility of our results with the ones
reported in [227], where the nonthermal nature of the excitation is proven, indicates that
also the e�ect induced by a 1.2 eV pump is nonthermal.
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6.3 Plane-dependent oxygen response to impulsive charge redis-
tribution

A strong indication that the charge-transfer interaction dominates the response to
photoexcitation can come from a comparison between the dynamics of the oxygens in
di�erent planes of the unit cell, since this interaction is localized in the Cu-O plane [224].
However, TR-ARPES is not a site-sensitive technique, and hence it cannot be applied to
investigate this further point. As illustrated later in this section, site-specificity can be
recovered by looking at the O 1s core levels by means of X-ray photoelectron spectroscopy
(XPS). We therefore applied this technique integrated in a pump-probe scheme and it
unveil the plane-dependent response of the oxygen atoms in Bi2212. Our measurements
show that such an experiment is feasible on cuprates and unveils the prominent role of
the planar oxygen in the response to photoexcitation.

6.3.1 Addressing the O 1s core levels
Although the fundamental properties of cuprates are mostly determined by the Cu-O

planes, the presence of oxygen in other planes of the unit cell also plays a significant role,
although with di�erent consequences on the properties of the system. First, the extra
oxygen content that dopes the Cu-O plane with holes resides in the reservoir layers [240,
241]. On the other hand, the phonons associated to the motion of the apical oxygen (Sr-O
plane) have a dramatic impact on superconductivity [242–245]. Therefore, it is reasonable
to expect that the di�erent role of these oxygens in shaping the properties of cuprates
is mapped into a distinct response to photoexcitation. In particular, since as discussed
above an e�ect of photoexcitation at suitable photon energy is the redistribution of charges
among states involved in the charge transfer interaction taking place in the Cu-O plane,
this oxygen species is expected to play a peculiar role in the charge redistribution following
photoexcitation.

In order to distinguish atoms occupying di�erent planes of the unit cell, core levels
must be addressed, since the coordination induces a chemical shift that is specific to each
plane. For this reason, the cuprate compounds have been studied with XPS by means of
both conventional [246–248] and synchrotron sources [240, 249]. As shown in Fig. 6.8(b),
su�cient energy resolution (≥150 meV) allows decomposing the O 1s core-level emission
into three components. After long debate [250–256], the components have been univocally
attributed to oxygens residing in specific planes of the unit cell, as depicted in Fig. 6.8(b):
planar oxygens (Cu-O plane, violet), reservoir-layer oxygens (Bi-O plane, grey) and apical
oxygens (Sr-O plane, green) [240].

The complete picture of the site-dependent oxygen dynamics in cuprates upon ultra-
fast charge redistribution can nowadays be achieved owing to the possibility, o�ered by
free-electron lasers, to combine XPS into a pump-probe scheme and realize an ultrafast
core-level spectroscopy (cf. Sec. 3.2.2). We thus performed the first time-resolved XPS
study on a cuprate superconductor to unveil the response of the oxygen atoms in each
layer of the unit cell upon photoexcitation with infrared light.

The experiment was performed at the PG2 beamline of the free-electron laser FLASH
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Figure 6.8: (a) Crystal structure of Bi2Sr2CaCu2O8 (Bi2212). (b) O1s line from an optimally-
doped Bi2212 acquried at FLASH with 593 eV photons and 100 K temperature. The
chemical shift is in induced by the di�erent environment, which allows assigning each
component to oxygen atoms in a specific layer of the unit cell: peak A (violet) to planar
Cu-O oxygens, peak B (grey) to Bi-O oxygens, peak C (green) to apical Sr-O oxygens.

using the momentum microscope instrument described in Sec. 3.2.2. This allowed col-
lecting the photoelectrons in the full emission solid angle above the sample surface. The
sample used was an optimally-doped Bi2212 with transition temperature of about 91 K.
Measurements were performed after cleaving the sample in ultra-high vacuum at a base
temperature of 100 K in order to minimize thermal broadening e�ects in the photoemis-
sion spectra. To address the O 1s core levels, the FEL emission was set to 197 eV and
the third harmonic at 592 eV was used. The spot sizes on the sample surface, estimated
with the PEEM mode of the momentum microscope, were 50 ◊ 200 wide (FEL probe)
and 100 ◊ 270 (laser pump). After correction for multi-photon emission e�ects [109], and
having set the energy per pulse of the pump to 2.4 µJ, the pump fluence was ≥ 1 mJ/cm2,
suitable to mitigate pump-induced space-charge e�ects and obtain a good signal-to-noise
in the pump-probe measurement. The energy calibration of the instrument was performed
with the methods reported in [108, 109, 114].

6.3.2 Dynamics of the O 1s core levels

Fig. 6.9(a) shows the intensity distribution of the O 1s peaks as a function of time
delay and binding energy. The panel on the right shows the photoelectron distribution
in a 0.2 ps-wide interval before time zero. As commented above, this structure comprises
three components corresponding to di�erent oxygen sites in the unit cell. We fit the
spectra using symmetric Lorentzian peaks with three di�erent widths, as also found in
[251]. We convolve the sum of the peaks with a Gaussian to account for several sources
of broadening, i.e. photon pulse and monochromator bandwidth, thermal broadening,
and space charge. The Gaussian broadening amounts to ≥0.54 eV. The other parameters
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obtained for each peak are reported in Tab. 6.1 and show good agreement with the values
available in literature [225, 250, 251].

Figure 6.9: (a) Photoemission intensity of the O 1s emission plotted as a function of time delay
and binding energy. The side panel reports the EDC integrated in a 0.2 ps-wide delay
window before time zero. (b) Background-subtracted spectrum integrated in a window
of 0.2 ps around time zero, schematizing the energetics of sideband generation and the
nomenclature used in the analysis. (c) Di�erence between each spectrum of the map
in panel (a) and the average of the spectra in the first 0.2 ps of the measurement. (d)
Traces integrated in the regions denoted by the corresponding colored markers in panel
(c). The curve superimposed to the violet trace is a gaussian fit yielding a FHWM of
≥0.2 ps.

Having interpreted the main parameters describing the O 1s core level as obtained by
our experiment, we now turn to the analysis of pump-probe measurements. The presence
of the pump pulse a�ects in several ways the photoelectron distribution. The evolution of
the spectrum around time zero is dominated by the dressing of the photoelectrons with
photons from the pump infrared field, a phenomenon known as Laser Assisted Photo-
Emission (LAPE). In gas phase experiments, LAPE is a well-established technique to
probe fundamental properties of the sample system or of the light pulses themselves [104,
257, 258]. Its exploration for solid sample systems is more recent and has been predomi-
nantly studied on metal surfaces [259, 260]. Fig. 6.9(b) schematizes the energetics of the
process leading to LAPE in the framework of a phenomenological two-step approximation.
In the first step, the probe photon photoemits the electron from the atomic core level into
the continuum, and the interaction with the infrared light field is neglected. In the second
step, the free photoelectron interacts with the infrared light field and undergoes absorp-
tion or stimulated emission of one or more photons. As a result, weaker replicas of the
main peaks appear at a distance in the energy of one or more pump photons and are for
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Component Assignment Relative Amplitude Binding Energy Lorentzian FWHM

(plane) to B (eV) (eV)

A Planar 0.17 ± 0.01 527.97 ± 0.01 0.48 ± 0.04
B Reservoir 1.00 ± 0.05 528.84 ± 0.01 0.96 ± 0.03
C Apical 0.14 ± 0.03 529.48 ± 0.04 0.66 ± 0.09

Table 6.1: Summary of the O 1s parameters extracted from the fit in Fig. 6.9a. Amplitudes are
reported as a fraction of the amplitude of the B component. The errors on the values
are derived from the fit uncertainties.

this reason called sidebands.
Sidebands in our measurement are easily distinguished in the di�erence map of Fig. 6.9(c),

obtained by subtracting the equilibrium spectrum (side panel of Fig. 6.9(a)) from each
of the spectra as a function of the time delay. The blue signal around 529 eV indicates
that the main peaks are depleting due to the population of the sidebands, which in turn
appear as a positive signal at a distance compatible with one pump photon energy. Only
first-order sidebands, i.e. sidebands generated by one-photon interactions, are considered
in the model since multiphoton e�ects are hidden in the noise floor.

Since it is based on the interaction between photoelectrons and pump photons, the
existence of the sidebands is strictly related to the simultaneous presence of photons from
the pump and from the probe at the sample position. The sideband dynamics can thus
be used to determine the position of time zero and the cross-correlation FWHM. For this
reason, we extracte di�erence intensity traces from the energy regions marked by round
markers in the map of Fig. 6.9(b), and report them in Fig. 6.9(d). The dynamics of the
photoemission intensity close to the sideband are well fit with a gaussian of full width at
half maximum of 0.2 ps. The slight di�erence in the recovery of the three traces at later
time delays indicates that the relaxation of the system back to equilibrium is not only due
to the sideband disappearance, but dynamics with longer timescale are involved.

To rationalize the response of the system in terms of lineshape changes, we fit each
spectrum of the time series with the same model used for the spectrum before time zero
in Fig. 6.9(a). The results of this fit are used as initial parameters to fit the first spectrum
of the series, and each subsequent spectrum is fit starting from the parameters obtained
for the previous one. Each sideband is taken into account as an additional peak with the
same lineshape as the corresponding main line, but with a smaller amplitude. Our model
thus comprises three oxygen peaks, and two sidebands for each peak (at ±h‹). Since
each peak has three defining parameters (amplitude, position, and Lorentzian width), this
would yield a total of twenty seven parameters, a number that must be reduced also in
view of the vicinity of the oxygen components with respect to their width and the signal-
to-noise ration of the pump-probe measurement. The equal probability of absorption
(+h‹) and stimulated emission (≠h‹) allows constraining the amplitude of the upper
and lower sidebands to be equal (X+1 = X≠1, X = A, B, C). The energy separation of
the sidebands is also independent of the pump-probe delay, as it is defined by the pump
photon energy. As also reported in literature [261] we fix the Gaussian broadening to
its equilibrium value The capability of this model to fit the full structure around time
zero is demonstrated by the fit reported in Fig. 6.9(b). In particular, it corroborates the
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assumption we made in fitting the dynamics, and further confirms the correctness of the
energy scale calibration for this region of the spectrum. In the time domain, the only
constraint applied is on the sideband amplitudes, which are allowed to gain a finite value
only for two cross-correlations around time zero. This yields a total of nine free parameters
outside the sideband region (amplitude, position and Lorentzian width of the main peaks)
and three additional sideband amplitudes around time zero.

Figure 6.10: Dynamics of the fitting parameters describing the evolution of the O 1s components
as a function of time delay. The traces indicate the di�erence with respect to the
value before time zero. The color code indicates the O 1s component: A (violet,
planar), B (grey, reservoir), C (green, apical). (a) Amplitude of the main emissions.
(b) Amplitude of the sidebands, equal for upper and lower component and restricted
to have finite values only around time zero. The brown curve is the cross-correlation
extracted in Fig. 6.9d (FWHM ≥ 0.2 ps). (c) Binding energy of the main emissions.
The dashed lines are the average of the points after 0.4 ps and highlight nonequilibrium
values of +38 ± 7 meV (A), +20 ± 7 meV (B) and +11 ± 21 meV (C), the latter being
compatible with zero. (d) Lorentzian FWHM reported as FWHM. Similarly to panel
(c), numbers indicate the average value after 0.4 ps: +96±20 meV (A), ≠27±20 meV
(B) and +19 ± 50 meV (C), the latter being again compatible with zero.

The dynamics of the fitting parameters are shown in Fig. 6.10. The amplitude of
peak B (panel (a)) shows a depletion due to the generation of sidebands. The duration
of the negative variation for more than the cross-correlation indicates that a change in
spectral weight is occurring at time zero, and relaxes within half a picosecond. A decrease
would also be expected at time zero for the other two peaks, due to sideband generation;
at variance, the amplitude seems to be increasing, although still being compatible with
zero within one standard deviation. A possible explanation is the presence of the side-
bands of peak B (B±1) which, being very close to the two peaks, partially mask their
depletion. This correlation is also demonstrated by the somehow atypical behavior of
the sideband amplitude B±1 which, unlike A±1, is only marginally compatible with the
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expected gaussian-like behavior (grey and brown curves in Fig.6.10(b)). The small ampli-
tude of peak C also causes its sidebands to be small and acquire error bars much larger
than the observed variation. The maximum amplitude of A±1 and B±1, reached at time
zero, is of ≥ 0.7% relative to the main peak. After 0.4 ps, all three amplitudes have relaxed
back to their equilibrium values. Remarkably, the dynamics of the position and width of
the three (main) peaks show some important di�erences. Peak A is the most a�ected in
both respects. It experiences a shift to higher binding energies and a broadening already
at time zero. Both e�ects last for the whole delay range with an average respectively of
+38±7 meV and +96±20 meV (≥ 22% broadening relative to the equilibrium value). The
modifications of peak B are smaller, amounting to +20 ± 7 meV and ≠27 ± 20 meV (≥ 3%
relative to equilibrium). The changes of both the width and the position of peak C are
compatible with zero in this delay range, signaling a faster relaxation back to equilibrium.
At this stage of the analysis, it cannot be excluded that the small amplitude of peak C
masks its dynamics, that are overwhelmed by the changes in peaks A and B.

6.3.3 Dynamics of the Sr 3d core level

Motivated by the small extent of the e�ects observed in the apical oxygen component,
and given its importance in shaping the properties of cuprates, we complement the study
by inspecting the dynamics of the Sr 3d doublet. Sr lies in the same plane of the apical
oxygen only, and thus only one Sr 3d component is expected in the spectrum. The signal
is free from contributions of neighboring components, o�ering an additional viewpoint on
the role of the apical plane in the charge redistribution process.

Fig. 6.11(a) reports the photoemission intensity of the Sr 3d core level as a function
of the time delay, with the right panel showing the integration over the first 0.4 ps. The
equilibrium structure consists of a spin-orbit doublet (Sr 3d3/2 and Sr 3d5/2). Since these
are metallic states, we fit the photoelectron spectra with a sum of Doniach-Sunjic (DS)
peaks [262], allowing for asymmetric lineshapes, above a Shirley background [61]. The
Sr 3d5/2 peak (D) is located at ≥ 131.81 eV and the doublet splitting amounts to 1.71 eV.
The ratio between the two peak areas (0.67 ± 0.01) is compatible with the theoretical
prediction of 2

3 for the 3d3/2-3d5/2 doublet. An overall Gaussian broadening of ≥ 0.5 eV
results from the fit, in agreement with the value extracted for the O 1s components.

First-order sidebands are clearly visible in the map of Fig. 6.11(a). After integrating
the spectrum around time zero (Fig. 6.11(b)), also the second-order sidebands can be
discerned, at variance with the case of O 1s. The di�erential map of Fig. 6.11(c) is thus
integrated in the energy regions around the main and side peaks, leading to the evolution
displayed in Fig. 6.11(d). The integration region and the resulting trace are indicated with
the same marker type. The intensity dynamics in the sideband regions are well fit by a
gaussian of FWHM 0.21 ± 0.01 ps for the first-order sideband and 0.22 ± 0.02 ps for the
second-order one, both in good agreement with the cross-correlation extracted from O 1s.
The negative average of the blue signal at later time delays stems for an out-of-equilibrium
e�ect beyond sideband generation.

As it is clear from Fig. 6.11(b) and (c), the fitting model needs to comprise one DS
doublet for the main peaks, one for each of the first-order sidebands, and one each for
the second-order sidebands. In agreement with what reported in the literature [261], in
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Figure 6.11: (a) Photoemission intensity of the Sr 3d doublet, and corresponding equilibrium spec-
trum fit as described in the main text (blue line). (b) Spectrum integrated around
time zero in a 0.2 ps window, illustrating the energetics of sideband generation and the
nomenclature used in the analysis. In this case, two orders of sidebands are visible.
(c) Di�erence between each spectrum of the map in panel (a) and the equilibrium
spectrum, as a function of the time delay. (d) Traces integrated in the region of the
map in panel (c) denoted by the same marker type. Full blue circles, 3d5/2 main emis-
sion (D). Full red circles, upper first-order sideband (D+1). Empty red circles, upper
first-order sideband. Grey and orange lines are the gaussian fit of the photoemission
intensity dynamics around the upper first- and second-order sidebands respectively.
All the cases give a FWHM compatible with 0.2 ps. (e)-(g) Dynamics of the fit pa-
rameters for the spectra reported in panel (a) as a function of time delay. The traces
indicate the di�erence with the value before time zero. The error bars are similar
across the dynamics and are indicated only once in the first points. (e) Amplitude of
main feature (filled blue circles), first- and second-order sidebands (filled and empty
red circles). (f) Binding energy of the Sr 3d3/2 emission (blue, plotted against the
vertical axis on the right) compared with the one of the A component of O 1s (violet,
plotted against the vertical axis on the left). The average after 0.4 ps indicates a
shift of +6 ± 4 meV of the of Sr 3d doublet. (g) Lorentzian FWHM of the Sr 3d3/2
emission and of the oxygen A component, plotted as in panel (f).

addition to the Gaussian broadening, we assume that the internal structure of the doublet
is not modified by the pump, so that the splitting and the ratio of the two DS peaks can be
kept fixed in the time evolution. Similarly, the asymmetry is fixed to its equilibrium value.
In this way, we monitor the time dependence of three parameters: amplitude, position and
Lorentzian width. Similarly to oxygen, we impose the amplitude of the upper and the
lower sideband to be equal for both orders (X+1,+2 = X≠1,≠2, X = D, E) and finite only
for two cross-correlations around time zero. The spacing of the sidebands is constrained
by the pump photon energy. When fitting the complete dynamics in this framework, the
number of free parameters is three outside the sideband region (amplitude, position and

88



6.3. Plane-dependent oxygen response to impulsive charge redistribution

Lorentzian width of the main DS doublet) and five in the sideband region (additional
first- and second-order sideband amplitude). These constraints have been applied to fit
the time-zero spectrum in Fig. 6.11(b), yielding a good agreement.

Fig. 6.11(e) shows the dynamics of main peak and sideband amplitudes, normalized to
the maximum of the main peak to illustrate their similarity. The main doublet shows no
significant variation except the depletion due to the sidebands, and in fact the dynamics are
fully compatible with those of the first-order sideband. The finite amplitude of the second-
order sideband has a shorter duration, but we ascribe this to a spurious e�ect of the fitting
procedure, as the photoemission intensity variation at the second-order sideband position
has the same duration as the first-order one (full and empty red circles in Fig. 6.11(d)).
The amplitude ratio between the first-order sideband and the main peak is of ≥ 18%, 30
times larger than the case of oxygen. The position of the peak at time zero displays a shift
of ≥ 20 meV to lower binding energies, presumably of ponderomotive origin (Fig. 6.11(f))
[263]. Comparison with the planar O 1s component, reported on the same panel against
the opposite vertical axis, shows that the two e�ects have the same sign, but the shift of
the Sr 3d line is one order of magnitude smaller. The width of the peak, although a�ected
by large error bars, also displays a larger change at time zero, which seems to relax in the
subsequent dynamics. It is not possible to extract the timescale of this relaxation, since
the width has not recovered its equilibrium value within the measured delay range. Based
on the available data, a single-exponential decay would give a time-constant of at least
1 ps. This is qualitatively di�erent from the dynamics of the width of the O 1s planar
component, where no indication of relaxation is found within the measured delay range.

6.3.4 Comparison of O 1s and Sr 3d dynamics

Our measurements prove that a charge redistribution in the valence band of Bi2212
induces detectable changes in both O 1s and Sr 3d core levels. In the first place, the
e�ciency of sideband generation is markedly di�erent for the two atomic species. Since
second-order sideband generation involves the absorption or emission of two photons, its
relative e�ciency will scale as the square of the first-order one. In O 1s the latter is about
30 times smaller than in Sr 3d, so second-order sidebands are expected to be ≥ 1000 times
weaker. This rationalizes the absence of second-order sidebands in the O 1s spectra around
time zero.

More importantly, our measurements prove the capability of detecting the chemical
environment-dependent dynamics of the oxygen states in Bi2212. In particular, the re-
sponse of the three oxygen components to photoexcitation is quantitatively di�erent. The
largest changes are witnessed by the oxygen in the Cu-O plane, which undergoes a shift
and a broadening of almost 40 meV and 100 meV respectively. The nonequilibrium e�ects
experienced by the apical oxygen are instead null. This might be due to the presence of
the neighboring components which, being much larger in amplitude, mask its dynamics.
This fact surely contributes to the cause of the large uncertainty in the fitting parameters
(see error bars in the green curves of Fig. 6.11). An indirect proof that the changes in the
apical oxygen are actually small compared to the ones experienced by the planar oxygen
comes from the inspection of the Sr 3d line. The lineshape modifications are one order of
magnitude smaller than those observed in the planar oxygen. We stress the fact that the
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sign of the binding energy shift is the same for Sr 3d and O 1s. This allows to rule out
pump-induced space-charge as an origin, since an opposite sign would be expected [57,
72]. Although it is possible that di�erent species in the same plane experience di�erent
nonequilibrium changes, the evidence points to the fact that the Sr-O plane, and thus also
the apical oxygen, is only marginally involved in the charge redistribution induced by the
pump.

Taken together, these evidences indicate that the response to the photoinduced charge
redistribution from the O 2p states in the valence band involves predominantly the Cu-O
plane. This is also where the charge-transfer interaction takes place, thus further confirm-
ing that this interaction dominates the relaxation dynamics after impulsive photoexcita-
tion.

6.4 Conclusions

Our study on optimally-doped Bi2212 has tackled two of the open questions in the
field of cuprates. The first concerns the information that can be gained from the nodal-
antinodal dichotomy on the origin and interplay of the superconducting and pseudogap
phase. The second, but not independent, question regards the role of high energy excita-
tions in defining the low-energy physics of cuprates, and therefore also the peculiar nature
of the aforementioned gapped phases.

We performed TR-ARPES measurements with the 10.8 eV setup, both in the nodal
and in the antinodal region. While at high excitation fluences the dynamics in the nodal
and antinodal region could be detected, and qualitatively agree with the expectations,
the dynamics at low fluence (≥20 µJ/cm2) could not be clearly resolved. Both the small
signal-to-noise ratio and a signal degradation issue have impeded further investigation.
This suggests that the 10.8 eV source, while capable of equilibrium photoemission at the
antinode, is in the present configuration not suitable for providing the detailed information
that such scientific questions require. In particular, the time resolution seems to be the
limiting factor.

The second question has been addressed by inspection of both valence bands and core
level dynamics. We directly studied the dispersion and dynamics of the O 2p states in the
valence band. These states are directly influenced by the charge redistribution induced
by the 1.2 eV pump photons employed, and also participate in the charge-transfer interac-
tion between Cu and O. The photon energy required to reach these states is higher than
10.8 eV. For this reason, the measurement was performed with the HHG setup at SPRINT
(see Sec.3.2.1) at 26.4 eV photon energy. The signal-to-noise ratio also in this case is
rather poor, but evidences a clear band broadening and depletion, in accordance with the
results from the literature, which also prove that the e�ect is nonthermal. These measure-
ments, while not providing additional details on the oxygen dynamics in the valence band,
demonstrate that photoexcitation at 1.2 eV, used also for the antinodal measurements as
well as for the core-level investigation, indeed excites carriers from the O 2p states hence
triggering the charge-transfer type interaction.

We further investigated the response of the oxygen states upon ultrafast charge redis-
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tribution by inspecting the O 1s dynamics. This was done by using the free-electron laser
FLASH as a source of 593 eV photons for the TR-XPS experiment. The dynamics of the
three chemically-shifted components of the O 1s emission (planar, apical and reservoir)
can be distinguished and are quantitatively di�erent. While the planar oxygens are the
most a�ected by the photoexcitation, the apical component undergoes negligible changes.
The comparably small size of changes experienced by the Sr 3d core level confirms that the
apical oxygen is the least a�ected by photoexcitation. This confirms that the Cu-O plane
plays a dominant role in the response of the system to impulsive charge redistribution and
point to a dominant role of the Cu-O charge transfer interaction shaping the relaxation
dynamics.

One last conclusion regards the pump photon energy used in these experiments. A
vast number of previous studies on cuprates employed a 1.5 eV pump (fundamental of
Ti:Sapphire laser systems), while in the three experiments reported here we used a 1.2 eV
pump (the fundamental of Yb-based laser systems). The nonequilibrium signal collected
on the O 2p bands indeed proves that this photon energy is above the threshold to address
this kind of physics. Nonetheless, the low signal-to-noise ratio common to all of the
measurements reported in this chapter suggests that this photon energy might still be small
and hence have a small e�ciency in triggering the nonequilibrium conditions normally
met with the 1.2 eV pump. This statement should be validated in the future by similar
experiments performed with larger pump photon energy, e. g. the second harmonic of the
1.2 eV or the output of an OPA.
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Chapter 7

Conclusions and perspectives

The study of the ultrafast dynamics in complex materials is a powerful method to
unveil the fundamental processes that determine their physical properties, in addition to
exploring nonequilibrium conditions that can exceed the possibilities attainable at equi-
librium. TR-ARPES, providing information on the dynamics of the band structure, can
unveil the microscopic mechanisms that drive the system response and relaxation. The
extension of ARPES to the time domain finds in the time and energy resolution and in the
measurement statistics the most important quantities that need to be optimized depend-
ing on the science case under scrutiny. The quest for overcoming these limitations has to
deal with the properties of the photon source, and in particular of the probe source. In
this work we show how third harmonic generation in gas is a viable method to advance
the limitations in some of the parameters by discussing the operation and application of
a novel setup for TR-ARPES at 10.8 eV photon energy [95]. In the operation conditions
of the measurement presented in the previous chapters, the energy and time resolution
resulted to be ≥80 meV and ≥1.3 ps. The setup can operate at repetition rate up to 1 MHz
in a space-charge free régime.

The application of this source to three di�erent scientific cases showcases the benefits
that the capabilities of this setup o�er to the investigation of quantum materials by TR-
ARPES, along with pointing out possible developments of the source itself.

As a first example, we investigated the role of SOC in defining the dispersion of the
surface state in the topological insulator Bi2Se3. Since semi-empirical models account
for the hexagonal deformation of the constant energy surfaces of TSS in terms of SOC-
dependent terms in the modeling of the E vs. k dispersion, we applied one-step ab-initio
calculations of the photoemission from Bi2Se3 at 10.8 eV upon varying the SOC strength
of the Bi atoms in the first 20 layers from the surface down to 50 % of its full atomic
value. Higher values of SOC induce a larger warping close to the Fermi level by strongly
deforming the dispersion along �M, while the one along �K remains linear, hence ac-
counting for the hexagonal symmetry of the deformation. In order to benchmark the SOC
dependent calculations, we compare them with equilibrium and non-equilibrium ARPES
measurements performed at 10.8 eV, that can show the dispersion of the surface state well
above the Fermi level in a single measurement. The strong deformation induced by the
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100 % SOC at the Dirac point is not compatible with what observed in the experiment,
and also the warping strength along �M is in excess of the measurement. The nonequilib-
rium measurements, performed to access the region above the Fermi level, show that the
warping is compatible with a SOC of at least 70 %. We thus conclude that the e�ective
SOC interaction is transferred to the surface for a fraction between 70 % and 85 % of its
full atomic value.

Given the ubiquity of the hexagonal and snowflake warping of the surface state among
topological insulators, our results on the dependence of the TSS dispersion on SOC are
likely transferable to other similar systems. Application of the same SOC-dependent cal-
culations to other topological insulators (Bi2Te3 and Sb2Te3 as first examples) would not
only give further insights in the physics of these systems, but also provide a means of
comparison to the reported case of Bi2Se3. Since we propose an e�ective SOC reduction
at the surface based on a general mechanism, thus valid for all the TSS, we foresee that
also for these systems the e�ective SOC transferred at the surface would be less than
100 %, although the exact fraction might vary depending on the details of the interaction
among TSS, SRS and bulk bands. In particular, although displaying a Dirac point buried
in the bulk valence band, the case of Bi2Te3 would be of particular relevance since the
strength of the warping is larger [142] and thus the changes with the SOC could be more
noticeable even below EF .

The extended k-space range accessible by 10.8 eV photons is advantageous also to in-
vestigate the class of kagome systems, which recently got much interest due to their exotic
properties arising from the coexistence of topology and correlation-induced phenomena.
Purpose of the work presented in this thesis was to study the response of flat bands in the
kagome metal CoSn to ultrafast optical excitation. Flat bands in kagome systems arise
from the enhancement of the e�ect of correlations due to the peculiar geometry of the
lattice, that forces localization of the electrons in real space. We investigated the response
of the system to impulsive excitation by monitoring the dispersion of the flat bands, that
encodes information on the electronic localization. The use of 10.8 eV as photon energy
is in this case essential as it allows to measure the small CoSn samples (<0.8 mm) with
negligible e�ects of the fringing fields from the sample edges on the photoelectron distribu-
tion, that would be disrupted at lower photoelectron kinetic energies. The matrix element
at 10.8 eV turns out to be favorable for selectively probing only the flat bands. These
disperse away from each other at large k values, and hence the 10.8 eV photon energy is
also beneficial to reach this region and investigate the two independently. The two flat
bands show an ultrafast renormalization in terms of energy and position, that lasts for one
cross-correlation, and a small broadening that lasts for more than 6 ps. We ascribe these
e�ects to a delocalization of the electrons induced by the pump pulse. The e�ects are
small and suggest a robustness of the localization mechanism to infrared photoexcitation.

As a third example system, we reported investigations performed on the copper-based
high-temperature superconductor Bi2212, giving an example for a well-studied system
that still presents open research questions. Addressing these questions requires further
development of adequate photon sources. For this reason, we show the results of the
application of three state-of-the-art sources for time-resolved photoemission to tackle in-
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tertwined questions on the physics of cuprates. In particular, the measurements conducted
at 10.8 eV show that it is possible to reach the Brillouin zone boundary (hence the antin-
odal region), where the interplay between pseudogap and superconductivity can be studied
by TR-ARPES. The dynamics at high fluence in the pseudogap phase show relaxation dy-
namics that are fast at the node and slower at the antinode. The attempt to investigate
the antinodal dynamics in the superconducting phase is hindered by a degradation in
the nonequilibrium signal, which on the other hand is small and shows no trace of fast
dynamics close to time zero, as it would be expected. This points at the conclusion that
the time resolution of the setup is too coarse to extract detailed information on the band
structure at the antinode, which also at 10.8 eV requires a considerably o�-normal emission
geometry and hence su�ers from a large background of secondary electrons.

Since in cuprates the charge-transfer excitations (≥1 eV) between copper and oxygen
in the Cu-O plane are believed to shape the properties of the gapped phases by inter-
twining di�erent energy scales typical of cuprates, we investigated the dynamics of the
oxygen states both in the valence band (O 2p) and in the core levels (O 1s) upon infrared
photoexcitation, which directly redistributes charges from the O 2p states. The valence
band measurements were performed with an HHG source, since they lie at the corner of
the Brillouin zone and ≥1 eV below EF . Despite the low signal-to-noise ratio, the mea-
surement displays results in agreement with [227], i.e. a depopulation and a long-lived
broadening. The investigation of the O 1s core levels was instead performed at the FLASH
free-electron laser facility by TR-XPS. The technique allows distinguishing the oxygens
residing in di�erent planes of the unit cell, including the ones in the Cu-O plane, that
are also involved in the charge-transfer interaction with Cu. Our measurements prove the
possibility of inducing a charge redistribution in the valence band of Bi2212 and detect
its e�ect by looking at the O 1s core levels. The three oxygen components (planar, apical,
and reservoir) display quantitatively di�erent response to photoexcitation. In particular,
the planar oxygen is the most a�ected, undergoing a shift and a broadening, and reveal-
ing that the charge-transfer interaction plays a role in the relaxation of the system upon
ultrafast charge redistribution. The fact that the response of the apical oxygen is small is
also confirmed by the analysis of the Sr 3d line, which lies in the same plane, and likewise
undergoes e�ects a factor 10 smaller than for the planar oxygen.

As commented in Sec. 3.3, the major limitation of the 10.8 eV setup is represented by
the picosecond time resolution. In fact, the dynamics of the flat bands in CoSn in the
first picosecond around time zero are resolution-limited, hence the details of the response
to photoexcitation at small delays cannot be accessed. Also the electron dynamics at
the antinodes of Bi2212 are hardly accessible in the present experimental configuration,
mostly because of the time resolution of the setup. The 10.8 eV setup is expected to
gain in time resolution by modification of the refocussing chamber, where the probe pulse
elongates due to the presence of the wedged window. As proven by another implementation
of a similar scheme [115], use of a grating should be beneficial for reducing the probe
pulse duration after the refocussing stage. This upgrade would bring the time resolution
closer to the state-of-the-art of the other ultrafast sources for TR-ARPES, while o�ering
complementary capabilities with respect to those, hence advancing the possibilities of
investigating quantum materials by TR-ARPES. The case of CoSn also shows how a
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small spot size can be beneficial to study samples with limited lateral size, a condition
that can be reached by improving the beam focusing at the sample position.

On the side of the pump beam, the high 10.8 eV generation e�ciency demonstrated in
Sec. 3.1.5 leaves much power to be employed on the pump path. A first step towards the
pump photon energy tunability would be to employ a BBO for SHG, hence adding the ca-
pability of using a 2.4 eV pump to excite the sample. Another possibility, technically more
challenging, is to install an OPA on the pump path, hence gaining continuous tunability
of the pump in the visible and near-IR, and allowing for the study of resonant transitions
triggered by a precise pump photon energy. Also for the pump, the study of CoSn shows
how a more tightly focussed beam can help minimizing spurious photoelectrons form the
edges in case of small samples.

The following paragraphs discuss possible future directions for the scientific cases pre-
sented in the last three chapters, also in view of the improvements on the 10.8 eV source
that these studies call for.

Given the ubiquity of the hexagonal and snowflake warping of the surface state among
topological insulators, our results on the dependence of the Bi2Se3 TSS dispersion on SOC
are likely transferable to other similar systems. Application of the same SOC-dependent
calculations to other topological insulators (Bi2Te3 and Sb2Te3 as first examples) would
not only give further insights in the physics of these systems, but also provide a means of
comparison to the reported case of Bi2Se3. Since we propose an e�ective SOC reduction at
the surface based on a general mechanism, thus valid for all the TSS, we foresee that also
for these systems the e�ective SOC transferred at the surface would be less than 100 %,
although the exact fraction might vary depending on the details of the interaction among
TSS, SRS and bulk bands. In particular, although displaying a Dirac point buried in the
bulk valence band, the case of Bi2Te3 would be of particular relevance since the strength
of the warping is larger [142] and thus the changes with the SOC could be more noticeable
also below EF .

To date, the application of TR-ARPES to kagome systems reported in literature is
limited to one example [197]. This is due on one hand to the recent discovery of samples
with properties close to the ideal kagome model, and on the other to technical challenges
related to sample fabrication and measurement, as the reported example of CoSn shows.
Given the fast growth of this research line in the condensed matter community, it is fore-
seeable that application of time resolved techniques, and photoemission in particular, will
experience a rise in the near future, especially given the fact that many physical phenom-
ena pertaining to kagome physics (topologically nontrivial phases, electronic correlations,
charge-density instabilities) are routinely studied in other systems by TR-ARPES. Re-
garding the flat band dynamics, exploration of the sub-picosecond response close to time
zero, where our study shows resolution-limited e�ects, can further elucidate the nature and
timescales of the processes triggered by the pump. Larger samples (or su�ciently small
pump lateral size) would allow increasing the excitation density with a minimum number
of spurious photoelectrons due to the pump hitting the edges. In addition to monitor-
ing the dependence of the response on the excitation density, this possibility would grant
access to a regime where the perturbation is stronger and possibly a di�erent relaxation
mechanism sets in.
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The dynamics on CoSn reported in this thesis show no population redistribution from
the flat band. This might be due to a lack of suitable states coupled to the flat band
by one pump photon, in our case at 1.2 eV. Changing the photon energy could allow
coupling to states above EF and thus induce a non-thermal depopulation of the flat band,
with potentially intriguing consequences on its dispersion modification. This could be
performed at low pump fluences, to minimize thermal e�ects and obtain a predominance
of the nonthermal excitation pathway. Direct visualization of the populated states above
EF can be obtained with two-photon photoemission.

An improved time resolution, together with the proven possibility of reaching large k
values at 10.8 eV photon energy, would allow extending into the antinodal region the wealth
of reported studies on the doping and temperature dependence of the electron dynamics
in Bi2212. In the present configuration, the 10.8 eV setup employs 1.2 eV photons as
a pump. Since a major part of the existing studies is conducted with a pump photon
energy of about 1.5 eV, a higher photon energy would likely be beneficial for the size of
the measured nonequilibrium e�ects and the comparability with previous experimental
evidences closer to the node. Moreover, it is well known that specific photon energies
can trigger highly unconventional phenomena in cuprates, as showcased by the signatures
of light-induced superconductivity upon mid-infrared pumping [264]. The application
of ARPES as a probe for the mechanisms responsible of these phenomena remains an
unprecedented attempt, largely due to the technical challenge of generating the mid-
infrared light, which requires large energy per pulse as input of an OPA, and transporting
it to the photoemission chamber. Nonetheless, the possibility o�ered by TR-ARPES to
access both the population and the band structure dynamics [19], in particular the gap
dynamics up to the antinode, would give a decisive contribution to the understanding of
the physical processes involved.

TR-XPS has proven e�ective with the reported measurements on the O 1s core level
of Bi2212, but the technique presents wide regions of further applicability, even within the
field of cuprates. Since our measurements reveal a prominent role of the planar oxygen in
the charge redistribution, the response of the Cu-O plane would be completely mapped
by inspection of the Cu 2p core level dynamics. This would also help assigning the ob-
served response of the oxygen to specific intra-plane dynamics, where the charge-transfer
interaction occurs. The Cu 2p core level lies at ≥930 eV binding energy, thus requir-
ing almost 1 keV photon energy to be reached. Furthermore, our study was performed
above the superconducting critical temperature. More underdoped samples would allow
for a larger range of temperatures in which the pseudogap is observed, and a doping- and
temperature-dependent study would allow verifying how the charge redistribution changes
in the presence of di�erent phases, namely the superconducting, the pseudogap and, in the
heavily underdoped regime, the antiferromagnetic ordering. Also in this case, studying
the dependence of the response as a function of the pump photon energy is expected to
provide valuable insights in the transitions involved in cuprate nonequilibrium physics.

In conclusion, it was shown that the table-top 10.8 eV photon source is capable of
significantly contributing to tackle open research questions regarding quantum materials
of relevant interest, including topological insulators, kagome metals and high-temperature
superconductors. The relevance of this source for the investigation of edge-cutting scientific
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cases is expected to increase with the improvement of the time resolution and of the pump
photon energy flexibility. Given the large applicability of TR-ARPES, the photon energy
and the repetition rate provided by our novel source are applicable to several classes of
quantum materials much beyond the ones explored in this thesis.
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Appendix A

Determination of the Dirac point
position in Bi2Se3

Figure A.1(a) shows the measurement along �M with s-polarized photons. In order
to identify the Dirac point position in energy, we fit the dispersion of selected MDC cuts
(10 meV integration window) above and below it. These can can be modeled with a single
Lorentzian peak due to the convergence of the two TSS branches (Fig. A.1(b)). The
Dirac point is assumed to be located at the energy where the MDC has the minimum
FWHM (Fig. A.1(c)). In this way the theoretical and experimental energy scales are
aligned and the dispersions can be compared. In the experimental data, the value of the
Fermi level is extracted by fitting an oblique EDC cut along the TSS as prescribed in [265]
(Fig. A.1(d)). The fitting function is composed by the Fermi-Dirac distribution convoluted
with a Gaussian to account for the experimental resolution of ≥ 80 meV.
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Figure A.1: (a) Dispersion measured along �M with s-polarized photons. (b) Selected MDC cuts
taken in correspondence of the black dashed lines in panel (a). The blue line is the
fit conducted as specified in the main text. (c) Lorentzian width of the MDC cuts as
extracted from the fit. The examples reported in panel (b) are marked in black; the
curve with lowest FWHM is among them and its energy is taken as the location of the
Dirac point. (b) EDC integrated along the oblique path indicated with green dashed
lines in panel (a), with superimposed the fit to extract the Fermi level (see main text).
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