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We consider the symmetric inclusion process on a general finite graph.
Our main result establishes universal upper and lower bounds for the spec-
tral gap of this interacting particle system in terms of the spectral gap of the
random walk on the same graph. In the regime in which the gamma-like re-
versible measures of the particle systems are log-concave, our bounds match,
yielding a version for the symmetric inclusion process of the celebrated Al-
dous’ spectral gap conjecture originally formulated for the interchange pro-
cess. Finally, by means of duality techniques, we draw analogous conclusions
for an interacting diffusion-like unbounded conservative spin system known
as Brownian energy process.

1. Introduction, models, and main results. Establishing spectral gap inequalities is a
central topic in the analysis of convergence to equilibrium for large scale stochastic dynam-
ics. In the context of interacting particle systems (e.g., [39]), a spectral gap estimate with a
sharp dependence on the system size grants a good control on the local mixing properties
of the dynamics. This yields a number of applications, for instance, in scaling limits and
metastability (e.g., [24, 34, 36] and references therein).

In this paper, we focus on spectral gap inequalities for a specific model, namely the sym-
metric inclusion process (SIP). This process was first introduced in [21] as a particle analogue
of statistical mechanics’ models of interacting diffusions, and corresponds to a spatial ver-
sion of the mean-field Moran model with mutation from population genetics (e.g., [12]). SIP
is also related to SEP, that is, the symmetric exclusion process (e.g., [10]): SEP’s hard-core
exclusion interaction is replaced here by attraction between particles.

SIP has been shown to exhibit interesting qualitative behaviors, such as condensation and
metastability in the limit of vanishing diffusivity α → 0 (e.g., [3, 26, 27, 31–33], see also
Section 1.3.5 below), representations in terms of Lie algebras and limit theorems out of equi-
librium have also been rigorously investigated (e.g., [13, 19, 22]). The present work repre-
sents a first step in the quantitative analysis of convergence to equilibrium for this interacting
particle system, together with the same analysis for a related diffusion-like unbounded spin
system called the Brownian energy process.

1.1. SIP and its spectral gap. Let G = (V , (cxy)x,y∈V ) be a connected weighted finite
graph, with |V | = n sites and symmetric nonnegative edge-weights, that is, cxy = cyx ≥ 0 for
all x, y ∈ V . For any positive site-weights α = (αx)x∈V and k ∈ N total number of particles,
we let SIPk(G,α) be defined as the Markov process (η(t))t≥0 on the configuration space with
k particles

�k := {
η ∈ N

V
0 : |η| = k

}
, |η| := ∑

x∈V

ηx,
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and with infinitesimal generator Lk given, for all functions f ∈ R
�k , by

(1.1) Lkf (η) = ∑
x∈V

ηx

∑
y∈V

cxy(αy + ηy)
(
f (η − δx + δy) − f (η)

)
, η ∈ �k.

In this formula, η − δx + δy denotes the configuration in �k obtained from η (with ηx ≥ 1)
by moving a particle from site x to y. We observe that, if (αy + ηy) were to be replaced by
(1 − ηy), Lk in (1.1) would describe a SEP-dynamics (e.g., [10]); while, if cxy ≡ 1/n, we
would obtain the Moran model with parent-independent mutation (e.g., [12]).

For each k ∈ N, due to the connectedness of the graph G, the generator Lk describes an
irreducible Markov chain with a unique invariant measure, which we call μα,k . As a simple
detailed balance computation shows, the particle system is actually reversible with respect to
μα,k , which reads as follows:

(1.2) μα,k(η) = 1

Zα,k

∏
x∈V

�(αx + ηx)

�(αx)ηx ! , η ∈ �k,

with

Zα,k := �(|α| + k)

�(|α|)k! , |α| := ∑
x∈V

αx,

being the normalization constant. Here, �(β) is the usual gamma function, for which we
recall �(β + �)/�(β) = β(β + 1) · · · (β + � − 1) for β > 0 and � ∈ N.

By the ergodic theorem for finite-state Markov chains, the law of the k-particle system
converges in the long-run to the invariant measure μα,k . Moreover, since the process is re-
versible, the generator Lk has real and nonpositive eigenvalues

−λk,|�k |−1 ≤ · · · ≤ −λk,1 < −λk,0 = 0,

and all admit a variational characterization. Among these, the spectral gap—namely, the sec-
ond smallest eigenvalue of −Lk—measures the exponential rate of such a convergence, for
example, for all times t ≥ 0,

exp(−λk,1t) ≤ sup
η∈�k

2
∥∥μη

t − μα,k

∥∥
TV ≤

(
min
η∈�k

μα,k(η)
)−1/2

exp(−λk,1t),

where ‖ · ‖TV denotes the total-variation norm, while μ
η
t = Law(η(t))) when η(0) = η ∈ �k .

We refer the interested reader to, for example, [49] for more details on these classical bounds.
In what follows, we let

gapk(G,α) := λk,1

denote the spectral gap of SIPk(G,α). Our main goal is to estimate gapk(G,α) in terms of
the spectral gap of the corresponding random walk on the same graph, that is, the Markov
process, referred to as RW(G,α), on V with generator Aα acting on functions f ∈ R

V as

Aαf (x) = ∑
y∈V

cxyαy

(
f (y) − f (x)

)
, x ∈ V.

Since the rate to jump from site x to y equals cxyαy , detailed balance shows that the reversible
measure for RW(G,α) is proportional to α = (αx)x∈V .

We observe that SIPk(G,α) with just one particle (k = 1) corresponds to a single random
walk (thus, noninteracting) evolving like RW(G,α) on the sites of G; the nontrivial inclusion
interaction between particles occurs as soon as k ≥ 2. Let

gapSIP(G,α) := inf
k≥2

gapk(G,α) and gapRW(G,α) := gap1(G,α)

denote the spectral gaps of the interacting particle system and of the random walk, respec-
tively. We are now ready to state our main result.
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THEOREM 1.1. For every G = (V , (cxy)x,y∈V ) and α = (αx)x∈V ,

(1 ∧ αmin)gapRW(G,α) ≤ gapSIP(G,α) ≤ gapRW(G,α),

where αmin := minx∈V αx .

These bounds can be used to efficiently estimate the spectral gap of SIP in concrete ex-
amples. Remarkably, we observe that the inequalities in Theorem 1.1 saturate to identities as
soon as αmin ≥ 1 (which is equivalent to the log-concavity of μα,k), yielding the following
spectral gaps’ identity.

COROLLARY 1.2. For every G = (V , (cxy)x,y∈V ) and α = (αx)x∈V such that αmin ≥ 1,

(1.3) gapSIP(G,α) = gap
RW

(G,α).

The result in Corollary 1.2 may be interpreted as a SIP’s version of the celebrated Aldous’
spectral gap conjecture, originally formulated for the interchange process and SEP, and re-
cently solved by Caputo et al. in [10]. An identity of the type (1.3) may be viewed as an exact
tensorization of the Poincaré inequality over the k components, a property which trivially
holds when considering k independent particles. Such an identity is, in general, not expected
to hold for truly interacting systems. This property—apart from situations in which the spec-
trum is fully explicit (e.g., [12, 25, 51])—has been established on any graph only for a few
examples other than the interchange process and SEP:

• SEP in contact with reservoirs in [46, 47];
• the binomial splitting process in [44] (see also [4]).

Corollary 1.2 proves that SIP with αmin ≥ 1 also satisfies this exact tensorization property.
See also Section 1.3.2 for a more detailed discussion on Aldous’ spectral gap conjecture and
related work.

1.2. BEP and its spectral gap. The Brownian energy process (BEP) is an interacting
system of continuous spins placed on the sites of a graph (e.g., [22]). This process falls into
the larger class of unbounded conservative spin systems, and is intimately related to SIP. The
spins (or, energies) evolve as diffusions. Moreover, the dynamics preserves the total amount
of energy of the system, and is reversible with respect to measures associated to gamma
distributions. Just like SIP and the Moran model are related, the BEP on the complete graph
corresponds to the multi-type Wright–Fisher diffusion with mutation.

Let us now describe the model more formally. Given a graph G and site-weights α =
(αx)x∈V , the BEP(G,α) is the diffusion process (ζ(t))t≥0 on [0,∞)V , whose infinitesimal
evolution is described by the following generator:

(1.4) L = 1

2

∑
x,y∈V

cxy

{−(αyζx − αxζy)(∂ζx − ∂ζy ) + ζxζy(∂ζx − ∂ζy )
2}

.

The diffusion (ζ(t))t≥0 admits νθ := ⊗
x∈V Gamma(αx, θ), θ > 0, as a one-parameter

family of reversible product measures, fully supported on [0,∞)V . However, all features of
the system are well-captured by the dynamics which only considers configurations with unit
total energy: on the one side, applying the generator L to the function ζ 
→ |ζ | := ∑

x∈V ζx

shows that the dynamics conserves the total energy of the system; on the other side, a sim-
ple scaling argument demonstrates that the action of L does not depend on |ζ |. Therefore,
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all throughout, it suffices to consider ζ(t) as evolving on �V , the simplex of probability
measures on V , for which π := νθ (·|ζ ∈ �V ), θ > 0, is reversible, and given by

π(dζ ) =
(

1

B(α)

∏
x∈V

ζαx−1
x

)
dζ with ζ ∈ �V ,B(α) :=

∏
x∈V �(αx)

�(|α|) ,

where dζ denotes the uniform measure on �V . Note that π is independent of θ > 0.
Quantifying the exponential rate of convergence to equilibrium goes through a spectral

analysis of the generator L on L2(�V ,π). Since L is self-adjoint on L2(�V ,π), its spectrum
is real. Moreover, as we will show in Section 4, −L is nonnegative and has a pure-point
spectrum, with only one zero eigenvalue corresponding to the constant eigenfunction.

In our next result, we provide an analogue of Theorem 1.1 for gapBEP(G,α) > 0, the
smallest nonzero eigenvalue of −L on L2(�V ,π).

THEOREM 1.3. For every G = (V , (cxy)x,y∈V ) and α = (αx)x∈V ,

(1 ∧ αmin)gapRW(G,α) ≤ gapBEP(G,α) ≤ gapRW(G,α).

Hence, provided αmin ≥ 1,

(1.5) gapBEP(G,α) = gapRW(G,α).

1.3. Related work, proof strategy, and open problems.

1.3.1. Functional inequalities and comparison techniques. Functional inequalities play
a major role in PDE and probability theory, and several approaches have been developed for
this purpose. Comparison techniques (e.g., [41, 49]) are among the most robust and well-
established ones, and proved to be especially effective when estimating spectral gaps (or
Poincaré constants, their inverses), log-Sobolev constants, and Nash inequalities.

In the more specific context of interacting particle systems and unbounded spin systems
subjected to conservation laws, comparing Dirichlet forms is key in the so-called martingale
method and its variants (e.g., [5–7, 14, 30, 37, 38, 40, 43, 50] and references therein). In a
nutshell, this strategy compares the system’s Dirichlet form on the geometry of interest (e.g.,
SEP on Z

d -boxes of size �), to that on more tractable geometries (e.g., the complete graph),
and finally transfers the gained information back through a path counting argument. In most
examples, this method captures the correct dependence on the size � of the system, but the
universal prefactor is typically not optimal (e.g., it deteriorates with d , the dimension of the
box).

1.3.2. Aldous’ spectral gap conjecture and related examples. Sharper identities like the
one expressed in Aldous’ spectral gap conjecture [10] holding true on general graphs have
been verified only for a handful of models (as already discussed below, Corollary 1.2), each
of these examples requiring ad hoc proof arguments.

The proof in [10] for the interchange process and SEP combines in a nontrivial way a no-
linear network reduction and a hard correlation inequality (which became known as Octopus
inequality). The first ingredient allows an induction argument on n, the size of the graph,
well-compatible with the particle-hole symmetry of SEP. Such a symmetry (or, alternatively,
the fact that SEP may be obtained as a projection of the interchange process) is a property
that seems to be lacking for SIP.

Negative dependence—a form of negativity of correlations of all orders—is nicely ex-
ploited in [46] for the nonconservative reversible SEP. We remark that SIP is positive (rather
than negative) dependent; see, for example, [18, 23].
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The arguments in [44] for the binomial splitting process build on a L2-contraction inequal-
ity established in [1] for the “dual” averaging process. The BEP is one of the continuum duals
of SIP (e.g., [22]); nevertheless, the analogue of such a contraction estimate is not known for
the BEP.

1.3.3. Discussion on proof strategy. Our approach combines in an elementary way two
main ingredients:

• self-duality of the interacting particle system;
• comparison inequalities.

Self-duality/consistency of SIP (cf. (2.3) and (3.3) below) ensures a certain rigidity and
structure of eigenvalues and eigenfunctions. This immediately yields the upper bound in
Theorem 1.1 (Section 2), and this is what allows to effectively set off an induction argu-
ment on k, the total number of particles (rather than n, the size of the graph, as in [10]), for
the lower bound in Section 3. We mention that an analogous consistency-based characteriza-
tion of eigenspaces found application also in the proof of [44], Theorem 2.1, on the spectral
gap of the binomial splitting process.

In closing the proof of the induction step from k − 1 to k, we employ comparison inequal-
ities. Inspired by the recent work [28] on zero-range dynamics, in Lemma 3.3 we rearrange
SIP’s Dirichlet form so to reduce our task to an estimate of the spectral gap not of the whole
system, but rather of the kth particle only, uniformly over the positions of the remaining k −1
particles. Finally, the min–max theorem for eigenvalues (e.g., [49], Theorem 1.2.10) yields
the desired single-particle spectral gap inequality (Lemma 3.4). For this step, we compare
both Dirichlet forms and L2-norms of such a particle to those of a noninteracting walk. We
emphasize that, although the estimate that we get in Lemma 3.4 deteriorates by a factor k,
the reduction applied in Lemma 3.3 returns back exactly the same factor k, thus, allows us to
conclude the proof for SIP’s spectral gap estimates.

The analogous result for the BEP is derived by remapping SIP into the BEP via an inter-
twining relation, translating all spectral information from the particle to the diffusion system.

1.3.4. Spectral gap identity and Gibbs samplers. Focusing on interacting systems on
more specific graphs, a spectral gap identity in the spirit of that in (1.3) has been proved
on 1D geometries also for two models of continuous spins with Gibbs sampler dynamics
in [8, 9]. Especially the first one of these models studied in [8] is relevant for the present
work. Indeed, when considered on a general graph G = (V , (cxy)x,y∈V ) and with general
site-weights α = (αx)x∈V , the model studied in [8] corresponds to the Gibbs sampler of
BEP(G,α): instead of letting energies diffuse as in the BEP, the energies are instantaneously
set to their local beta-like equilibrium among randomly chosen edges.

While our Theorem 1.3 shows that, as soon as αmin ≥ 1, (1.5) for the BEP holds on any
graph, rather surprisingly an analogous identity for its Gibbs sampler version fails on specific
geometries. Indeed, the proof in [8] crucially relies on the one-dimensional structure of the
model, which grants a monotonicity property of the spectral gap’s eigenfunction (similar
to that for birth-and-death chains). However, as discussed in [8], Remark 4, the mean-field
version of the same model provides a counterexample to such an identity.

The aforementioned Gibbs sampler version of the BEP may also be regarded as arising
from a procedure of “instantaneous thermalization” among edges. Instantaneous thermal-
izations of this kind have been studied for several particle and energy models (e.g., [22],
Section 6.3), and it is well-known that, at least for symmetric systems, this procedure does
not alter qualitative properties of the system as, for example, the form of the reversible mea-
sures and the richness of the duality relations. Nonetheless, it does affect dramatically the
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eigenstructure of the processes and other quantitative features determining convergence to
equilibrium, as the comparison between the model in [8] and our result on the BEP illus-
trates. We emphasize that this example also shows that (self-)duality does not guarantee per
se the validity of a spectral gap identity.

1.3.5. Open problems. Besides the problem of quantifying the sensitivity with respect to
Gibbs-sampler perturbations of the model (as discussed in, e.g., [8], Section 1.2; see also the
previous paragraph), settling the role of the threshold αmin = 1 remains open. More specifi-
cally, our results provide only partial answers in the regime

αmin ∈ (0,1).

This regime corresponds, roughly speaking, to the case in which particle/energy interaction
becomes predominant over the mechanism of independent diffusion. Here, our results state
that a spectral gap comparison is robust over the underlying geometry G = (V , (cxy)x,y∈V ),
but do not say anything about the sharpness of the first-order dependence on the parameter
αmin ∈ (0,1). We emphasize that such a threshold appears also in other related works, for
example, [8], pp. 2453–4, as well as [2, 35], and also there sharp results are not available.

When αmin ∈ (0,1), we observe that our proof techniques fail to give matching upper
and lower bounds for gapSIP as in (1.3). On the one hand, elementary examples with small
graphs show that our bounds cannot be generally improved. For instance, consider the seg-
ment {1,2,3,4} with n = 4 sites; in this context, it is not difficult to check that the lower
bound in Lemma 3.4 is essentially sharp (take there, e.g., ξ = �δ1 + (k − � − 1)δ4 ∈ �k−1,
with � ≈ k/2). On the other hand, on the complete graph (cxy ≡ 1/n) the spectrum of −Lk is
fully explicit and given (without counting multiplicities) by (e.g., [12, 51])

�

n

(|α| + � − 1
)
, � = 0,1, . . . , k.

Hence, the spectral gap identity in (1.3) holds true for all positive site-weights α = (αx)x∈V

in this mean-field setting, without any restriction on αmin > 0. These considerations somehow
suggest that, in the regime αmin ∈ (0,1), mean-field features (irrelevant when αmin ≥ 1) of
the underlying geometry could be decisive for the validity of a spectral gap identity.

Since spectral gap identities are not available when αmin ∈ (0,1), yet, a sensible open
question concerns the limiting behavior of gapSIP(G,α) when taking αmin � 1. As studied
in [3, 27], a nontrivial metastable picture of SIPk(G,α) emerges in this asymptotic regime
αx ≡ α → 0 on the timescale α−1, provided that k ∈N, the total number of particles, is not too
large compared to α−1 
 1 (namely, log k � α−1). In addition to this, α−1 was also proved
to be the slowest (and actually the unique) relevant timescale for this metastable system, in
the sense that macroscopic order statistics of the system reached stationarity not later than
times t ≈ α−1. Given the well-known interpretation of spectral gap as governing the rate to
relaxation-to-equilibrium of reversible Markov processes (e.g., [49]), and since gapRW(α) ≈
α−1 as α → 0, this suggests—at least at the heuristic level—that gapSIP(α) ≈ gapRW(α). If
this were true, the lower bound in Theorem 1.1 would not capture this because of the extra
factor αmin � 1.

We conclude that we expect some comparisons and decompositions, which we developed
for the analysis of gapSIP(G,α), to turn useful also for other particle systems with gamma-
like reversible measures. Examples of such models include the beta binomial splitting process
(e.g., [42, 52]), the generalized harmonic process (e.g., [20]), as well as their nonconservative
variants in contact with either reversible or nonreversible particle reservoirs (e.g., [46, 47] for
the analogue results for SEP). In particular, intertwining relations, analogous to the ones
that we exploit here and which proved to be especially suitable to spectral analyses, are
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available for all these models. Finally, building on the recent remarkable developments in
[29, 47, 48], a direction of further investigation consists of deriving sharp (modified) log-
Sobolev inequalities and curvature bounds for these particle systems. Our Dirichlet forms’
decompositions may find application also here, although we remark that our intertwining
relations do not seem to yield (as they do in our spectral-gap analysis) optimal comparisons.
We plan to address all these questions in future works.

1.4. Structure of the paper. The rest of the paper is organized as follows. The upper
bound in Theorem 1.1 is proved in Section 2. The proof of the lower bound in Theorem 1.1
occupies the whole Section 3, which is further divided into four subsections. In Section 4, we
present the proof of Theorem 1.3. Finally, in the Appendix, we discuss a lookdown represen-
tation of SIP.

2. Proof of upper bound in Theorem 1.1. In the remainder of the article, since the
graph G is fixed, we may drop the dependence on G for the objects. For example, we express

gapSIP(G,α) = gapSIP(α) and gapRW(G,α) = gapRW(α).

We start with establishing the upper bound in Theorem 1.1. The simple idea underly-
ing its proof is that, as in the case of SEP and other systems enjoying a suitable form of
consistency/self-duality, observables of a few particles may be “lifted” to observables of
many particles, yet yielding coherent statistics. In particular, eigenfunctions for RW(α) “lift”
to eigenfunctions for SIPk(α); this is rigorously demonstrated in Lemma 2.2 below.

For each k ∈ N, the annihilation operator ak :R�k−1 →R
�k is defined, for g ∈R

�k−1 and
η ∈ �k , as

(2.1) akg(η) := ∑
x∈V

ηxg(η − δx),

where R
∅ is conventionally understood as the space of constants. Intuitively, akg evaluates

the value at η ∈ �k by summing up all the values of g evaluated at a (k − 1)-particle config-
uration chosen inside η uniformly at random. This motivates also to say that ak corresponds
to the operation of “removing a particle uniformly at random”. Moreover, it holds, for every
k > � ∈ N, g ∈ R

�� , and η ∈ �k , that

(2.2) (ak ◦ · · · ◦ a�+1)g(η) = ∑
ζ∈��

( ∏
x∈V

(
ηx

ζx

))
g(ζ ).

Indeed, the left-hand side of (2.2) can be calculated by summing up the values of g evaluated
at a �-particle configuration chosen from η uniformly, which is exactly the right-hand side
of (2.2).

In this section, we use two important properties (both discussed in detail in the Appendix)
of ak , k ∈N:

• the operator ak :R�k−1 →R
�k is injective;

• it holds that

(2.3) akLk−1 = Lkak.

Especially, (2.3) implies that removing a particle at random first and then running the system
(left-hand side) is equivalent, in distribution, to running the system first and then removing a
particle at random (right-hand side).
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REMARK 2.1. The concept in ak : R�k−1 → R
�k of removing a particle uniformly at

random is essential in SIP. This is not the case in other related models such as the interchange
process or the binomial splitting process. In these examples, the dynamics restricted to a
subset of labeled particles is still Markovian and of the same type as the larger system. Thus,
therein, one can fix a specific particle and then lift the remaining particle configuration. Such
a property holds for SIP not for all subsets of particles, but only for subsets chosen uniformly
at random. For more details on this property, we refer the interested reader to the Appendix.

The identity (2.3) has the following consequence. Suppose that −Lk−1g = λg holds for
some λ ∈ R and nonzero g ∈ R

�k−1 . Then,

−Lk(akg) = ak(−Lk−1g) = ak(λg) = λakg ,

so that the new function akg ∈R
�k , which is nonzero since ak is injective, is an eigenfunction

of −Lk subjected to the same eigenvalue λ. Thus, the operator ak lifts the eigenspace of
−Lk−1 to the eigenspace of −Lk . Then, inductively, the composition ak ◦ · · · ◦ a�+1 :R�� →
R

�k lifts the eigenspace of the operator −L� to the eigenspace of −Lk for all � < k ∈ N.
Since all the eigenvalues of −L� are also eigenvalues of −Lk , it holds in particular that

gapk(α) ≤ gap
�

(α).

Considering the special case � = 1 and taking the infimum over all k ≥ 2 in the left-hand side,
we have verified the upper bound in Theorem 1.1: for every α = (αx)x∈V ,

gapSIP(α) ≤ gapRW(α).

Before concluding this section, we record a lemma which presents the eigenfunction
of −Lk lifted from the original eigenfunction of −Aα subjected to the same eigenvalue.

LEMMA 2.2. Let ψ : V →R be an eigenfunction for −Aα with eigenvalue λ ≥ 0. Then,
for every k ∈ N, the function fψ,k ∈ R

�k given by

fψ,k(η) := ∑
x∈V

ψ(x)ηx, η ∈ �k,

is an eigenfunction for −Lk with the same eigenvalue λ ≥ 0.

PROOF. Define g ∈ R
�1 as g(δx) := ψ(x). It is clear that g becomes an eigenfunction

for −L1 with eigenvalue λ ≥ 0. Substituting � = 1 in (2.2), we obtain that

(ak ◦ · · · ◦ a2)g(η) = ∑
x∈V

ηxg(δx) = ∑
x∈V

ηxψ(x),

so that we have

(2.4) fψ,k = (ak ◦ · · · ◦ a2)g.

Since g �= 0 (which follows from the fact that ψ is an eigenfunction) and the operators a2
through ak are all injective, fψ,k is a nonzero function.

It remains to verify that −Lkfψ,k = λfψ,k holds. This is an easy consequence of (2.4) and
the intertwining relation (2.3):

−Lkfψ,k = −Lk(ak ◦ · · · ◦ a2)g = (ak ◦ · · · ◦ a2)(−L1g) = (ak ◦ · · · ◦ a2)(λg) = λfψ,k.

Thus, we conclude the proof. �
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3. Proof of lower bound in Theorem 1.1. In this section, we tackle the lower bound in
Theorem 1.1; namely, we prove

(3.1) (1 ∧ αmin)gapRW(α) ≤ gapSIP(α).

3.1. Preliminaries. In Section 2, we demonstrated that the eigenfunctions of the opera-
tor −Lk−1 are lifted via ak to the eigenfunctions of the operator −Lk , thus, ensuring that the
eigenvalues of −Lk−1 are also eigenvalues of −Lk . Hence, to find the remaining eigenvalues
of −Lk that do not come from the lifting property of ak , since −Lk is self-adjoint, it suffices
to investigate functions f ∈ L2(μα,k) (cf. (3.2)) that belong to the orthogonal complement of
the image of the operator ak . Since ak injectively takes all the functions in R

�k−1 into R
�k ,

such an f should satisfy a certain mean-zero condition subjected to each (k − 1)-particle
configuration: ∑

x∈V

(ξx + αx)f (ξ + δx) = 0, ξ ∈ �k−1.

In this sense, it is natural to define, for k ∈ N, the creation operator a
†
k−1 : R�k → R

�k−1 as
follows: for all f ∈ R

�k and ξ ∈ �k−1,

a
†
k−1f (ξ) := ∑

x∈V

(ξx + αx)f (ξ + δx),

where, again, R∅ is considered as the space of constants.
It turns out that the two operators ak and a

†
k−1 are indeed closely related to each other, as

the following proposition shows. For two functions f,g ∈ R
�k , we define the inner product

〈f |g〉α,k as

(3.2) 〈f |g〉α,k := ∑
η∈�k

μα,k(η)f (η)g(η),

and let L2(μα,k) denote the corresponding L2-space of functions on �k .

PROPOSITION 3.1. The following two properties are valid for all k ∈ N:

(a) (adjoint property) for all f ∈ R
�k and g ∈ R

�k−1 ,

〈akg|f 〉α,k = k

|α| + k − 1

〈
g|a†

k−1f
〉
α,k−1;

(b) (orthogonal decomposition) L2(μα,k) = Imak ⊕⊥ Kera†
k−1.

PROOF. We fix f ∈ R
�k and g ∈ R

�k−1 . Then,

〈akg|f 〉α,k = ∑
η∈�k

μα,k(η)akg(η)f (η) = ∑
x∈V

∑
η∈�k :ηx≥1

μα,k(η)ηxf (η)g(η − δx).

Rearranging by substituting ξ := η − δx , this becomes∑
x∈V

∑
ξ∈�k−1

μα,k(ξ + δx)(ξx + 1)f (ξ + δx)g(ξ)

= ∑
x∈V

∑
ξ∈�k−1

k(αx + ξx)

|α| + k − 1
μα,k−1(ξ)f (ξ + δx)g(ξ),
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where in the equality we used (1.2). Thus, applying the definitions of a†
k−1 and 〈·|·〉α,k−1, the

right-hand side equals∑
ξ∈�k−1

k

|α| + k − 1
μα,k−1(ξ)a

†
k−1f (ξ)g(ξ) = k

|α| + k − 1

〈
g|a†

k−1f
〉
α,k−1,

which concludes the proof of part (a).
(b) Suppose that f ∈ Imak and g ∈ Kera†

k−1. Then, by part (a), since f = akh for some
h ∈ R

�k−1 ,

〈f |g〉α,k = 〈akh|g〉α,k = k

|α| + k − 1

〈
h|a†

k−1g
〉
α,k−1 = 0,

where the last equality holds since g ∈ Kera†
k−1. This proves that Imak and Kera†

k−1 are

orthogonal. Moreover, dimImak = |�k−1| since ak is injective, and dimKera†
k−1 ≥ |�k| −

|�k−1| by the dimension theorem. Thus, by orthogonality, we conclude that dimKera†
k−1 =

|�k| − |�k−1|, and that L2(μα,k) = Imak ⊕⊥ Kera†
k−1. �

A simple consequence of the previous proposition and (2.3) is that the following identity
holds: for k ∈ N,

(3.3) a
†
k−1Lk = Lk−1a

†
k−1.

Indeed, for all f ∈ R
�k and g ∈ R

�k−1 , we calculate using part (a) of Proposition 3.1 as〈
g|a†

k−1Lkf
〉
α,k−1 = |α| + k − 1

k
〈akg|Lkf 〉α,k = |α| + k − 1

k
〈Lkakg|f 〉α,k,

where the second identity holds since Lk is self-adjoint on L2(μα,k). Then, by (2.3) and again
by part (a) of Proposition 3.1, this equals

|α| + k − 1

k
〈akLk−1g|f 〉α,k = 〈

Lk−1g|a†
k−1f

〉
α,k−1 = 〈

g|Lk−1a
†
k−1f

〉
α,k−1,

where the last equality follows from the fact that Lk−1 is self-adjoint on L2(μα,k−1). Thus,
we have proved that 〈

g|a†
k−1Lkf

〉
α,k−1 = 〈

g|Lk−1a
†
k−1f

〉
α,k−1

holds for all g ∈ R
�k−1 and f ∈ R

�k , which indeed impiles (3.3).
According to part (b) of Proposition 3.1, we easily obtain the following lemma.

LEMMA 3.2. For k ∈ N, we have

−Lkf = λf if and only if f ∈ Imak or f ∈ Kera†
k−1.

3.2. Decomposition of Dirichlet forms. For k ∈ N, we define the Dirichlet form Eα,k(f )

evaluated at f ∈ R
�k as

(3.4) Eα,k(f ) := 〈f |−Lkf 〉α,k.

Moreover, we let Dα(φ) denote the Dirichlet form at φ ∈ R
V subjected to RW(α):

(3.5) Dα(φ) := ∑
x∈V

αx

|α|φ(x)(−Aαφ)(x) = 1

|α|
∑

x,y∈V

αxαycxyφ(x)
(
φ(x) − φ(y)

)
.
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Then, we have the following variational representation of the spectral gap (e.g., [49]):

(3.6) gapk(α) = inf
f ∈R�k :f �=const.

Eα,k(f )

Varα,k(f )
,

where Varα,k(f ) := 〈f |f 〉α,k − 〈f 〉2
α,k , with 〈f 〉α,k := 〈f |1〉α,k . Similarly, it holds that

(3.7) gapRW(α) = inf
φ∈RV :φ �=const.

Dα(φ)

varα(φ)
,

where varα(φ) := 〈φ|φ〉L2(α) − 〈φ〉2
L2(α)

, with 〈φ〉L2(α) := 〈φ|1〉L2(α). Here, L2(α) denotes

the L2 function space on V with respect to the probability measure (αx/|α|)x∈V .
Suppose that f ∈ Kera†

k−1 for k ∈ N. Then, since ak1(η) = ∑
x∈V ηx = k, we calculate

〈f |1〉α,k = 1

k
〈f |ak1〉α,k = 1

|α| + k − 1

〈
a

†
k−1f |1〉

α,k−1 = 0,

where the second equality holds by part (a) of Proposition 3.1. This implies that the expecta-
tion of f with respect to μα,k is zero, and thus

(3.8) Varα,k(f ) = ∑
η∈�k

μα,k(η)f (η)2.

In this subsection, we prove the following lemma, which is partially motivated from [28].
The idea of proof is to decompose on Kera†

k−1 the k-Dirichlet form Eα,k(·) into lower-order
Dirichlet forms Dβ(·) for some suitably chosen β = β(α).

LEMMA 3.3. Suppose that f ∈ Kera†
k−1. Then, we have

Eα,k(f ) ≥ k
(

inf
ξ∈�k−1

gap
RW

(α + ξ)
)
Varα,k(f ).

PROOF. For k ∈ N and f ∈ Kera†
k−1, we calculate Eα,k(f ) = 〈f | − Lkf 〉α,k as∑

η∈�k

∑
x,y∈V

μα,k(η)f (η)ηxcxy(αy + ηy)
(
f (η) − f (η − δx + δy)

)
= ∑

x∈V

( ∑
η∈�k :ηx≥1

μα,k(η)ηxf (η)
∑
y∈V

cxy(αy + ηy)
(
f (η) − f (η − δx + δy)

))
.

Writing η − δx =: ξ ∈ �k−1 for each fixed x ∈ V , the right-hand side can be rewritten as∑
x∈V

∑
ξ∈�k−1

μα,k(ξ + δx)(ξx + 1)f (ξ + δx)
∑
y∈V

cxy(αy + ξy)
(
f (ξ + δx) − f (ξ + δy)

)
.

By (1.2), it holds that

(3.9) μα,k(ξ + δx)(ξx + 1) = Zα,k−1

Zα,k

μα,k−1(ξ)(αx + ξx), x ∈ V, ξ ∈ �k−1.

Thus, by using the shortcut fξ (x) := f (ξ + δx) for x ∈ V and ξ ∈ �k−1, we get

Eα,k(f ) = Zα,k−1

Zα,k

∑
x∈V

∑
ξ∈�k−1

μα,k−1(ξ)fξ (x)
∑
y∈V

cxy(αx + ξx)(αy + ξy)
(
fξ (x) − fξ (y)

)
.

Renormalizing and rewriting, this is equal to(|α| + k − 1
)Zα,k−1

Zα,k

∑
ξ∈�k−1

μα,k−1(ξ)
∑

x,y∈V

fξ (x)
cxy(αx + ξx)(αy + ξy)

|α| + k − 1

(
fξ (x) − fξ (y)

)
.
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Adopting the notation in (3.5) to rewrite the second summation above, altogether we get

(3.10) Eα,k(f ) = (|α| + k − 1
)Zα,k−1

Zα,k

∑
ξ∈�k−1

μα,k−1(ξ)Dα+ξ (fξ ).

By (3.7) with α + ξ in place of α, the Dirichlet form Dα+ξ (fξ ) on the right-hand side of
(3.10) is bounded from below by

gapRW(α + ξ)varα+ξ (fξ ).

Thus, we have verified that

(3.11) Eα,k(f ) ≥ (|α| + k − 1
)Zα,k−1

Zα,k

∑
ξ∈�k−1

μα,k−1(ξ)gapRW(α + ξ)varα+ξ (fξ ).

Observe that since f ∈ Kera†
k−1, we have

varα+ξ (fξ ) = ∑
x∈V

αx + ξx

|α| + k − 1
fξ (x)2 −

(∑
x∈V

αx + ξx

|α| + k − 1
f (ξ + δx)

)2

= ∑
x∈V

αx + ξx

|α| + k − 1
fξ (x)2.

Thus, plugging this identity into (3.11) yields

Eα,k(f ) ≥ Zα,k−1

Zα,k

∑
ξ∈�k−1

∑
x∈V

μα,k−1(ξ)gapRW(α + ξ)(αx + ξx)fξ (x)2

≥
(

inf
ξ∈�k−1

gapRW(α + ξ)
)Zα,k−1

Zα,k

∑
x∈V

∑
ξ∈�k−1

μα,k−1(ξ)(αx + ξx)f (ξ + δx)
2.

This last expression outside parenthesis can be rewritten as

Zα,k−1

Zα,k

∑
x∈V

∑
ξ∈�k−1

μα,k−1(ξ)(αx + ξx)f (ξ + δx)
2

= ∑
x∈V

∑
ξ∈�k−1

μα,k(ξ + δx)(ξx + 1)f (ξ + δx)
2

= ∑
x∈V

∑
η∈�k :ηx≥1

μα,k(η)ηxf (η)2 = k
∑

η∈�k

μα,k(η)f (η)2 = k Varα,k(f ),

where the first identity holds by (3.9), the second one holds by substituting η := ξ + δx , the
third one holds by exchanging the order of summations and η ∈ �k , and the fourth one holds
by (3.8). Therefore, we conclude the proof of the lemma. �

3.3. Min–max theorem for eigenvalues. Here, we apply the well-known min–max the-
orem for eigenvalues (e.g., [49], Theorem 1.2.10) to obtain a lower bound for the term
infξ∈�k−1 gapRW(α + ξ) that appears in Lemma 3.3.

LEMMA 3.4. For every α = (αx)x∈V and k ∈ N, it holds that

inf
ξ∈�k−1

gapRW(α + ξ) ≥ αmin

αmin + k − 1
gap
RW

(α).
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PROOF. Let us compare the Dirichlet forms and the L2-norms associated to RW(α) and
RW(α + ξ). We claim that, for all φ : V →R and ξ ∈ �k−1,

(3.12)
|α|

|α| + k − 1
Dα(φ) ≤ Dα+ξ (φ),

αmin(|α| + k − 1)

|α|(αmin + k − 1)
‖φ‖2

L2(α+ξ)
≤ ‖φ‖2

L2(α)
.

The first inequality of (3.12) is trivial, since (recall ξ ∈ �k−1)

|α|
|α| + k − 1

Dα(φ) = 1

2(|α| + k − 1)

∑
x,y∈V

cxyαxαy

(
φ(x) − φ(y)

)2

≤ 1

2

∑
x,y∈V

cxy

αx + ξx

|α| + k − 1
(αy + ξy)

(
φ(x) − φ(y)

)2 = Dα+ξ (φ).

The second inequality of (3.12) is also immediate by observing that

αmin(|α| + k − 1)

|α|(αmin + k − 1)

∑
x∈V

αx + ξx

|α| + k − 1
φ(x)2 ≤ 1

|α|
∑
x∈V

αx

αx + ξx

αx + k − 1
φ(x)2

≤ ∑
x∈V

αx

|α|φ(x)2,

where for the first and second inequalities we used, respectively,
αmin

αmin + k − 1
≤ αx

αx + k − 1
and ξx ≤ k − 1, x ∈ V.

By applying as, for example, in [49], Theorem 1.2.11, the min–max theorem for eigenval-
ues and the comparison inequalities in (3.12), we get

αmin

αmin + k − 1
λα

j ≤ λ
α+ξ
j , j = 0,1, . . . , n − 1,

where 0 = λα
0 < λα

1 ≤ · · · ≤ λα
n−1 are the eigenvalues of the generator −Aα and 0 = λ

α+ξ
0 <

λ
α+ξ
1 ≤ · · · ≤ λ

α+ξ
n−1 are the eigenvalues of the generator −Aα+ξ . In particular, for j = 1, we

obtain the desired comparison inequality for the spectral gaps, which concludes the proof of
the lemma. �

3.4. Proof of lower bound in Theorem 1.1. Finally, we present a formal proof of the
lower bound in Theorem 1.1.

PROOF OF LOWER BOUND IN THEOREM 1.1. Recall from (3.1) that we aim to prove
that

(3.13) (1 ∧ αmin)gapRW(α) ≤ gapk(α), k ∈ N.

We proceed by an induction on k ∈ N. First, (3.13) is obvious for k = 1. Next, suppose that
(3.13) holds for k − 1, and we prove (3.13) for k ≥ 2. By (3.6) and Lemma 3.2, we have

gapk(α) = inf
f ∈R�k :f �=const.

Eα,k(f )

Varα,k(f )

=
(

inf
f ∈Imak :f �=const.

Eα,k(f )

Varα,k(f )

)
∧

(
inf

f ∈Kera†
k−1:f �=const.

Eα,k(f )

Varα,k(f )

)
.

(3.14)

Since ak : R�k−1 → R
�k lifts all the eigenfunctions of −Lk−1 to −Lk , it is readily verified

that

(3.15) inf
f ∈Imak :f �=const.

Eα,k(f )

Varα,k(f )
= gap

k−1
(α) ≥ (1 ∧ αmin)gapRW(α),
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where the inequality holds by the induction hypothesis. Moreover, by Lemmas 3.3 and 3.4,
we have

inf
f ∈Kera†

k−1:f �=const.

Eα,k(f )

Varα,k(f )
≥ k

(
inf

ξ∈�k−1
gapRW(α + ξ)

)

≥ αmink

αmin + k − 1
gap
RW

(α).

(3.16)

It is straightforward to check that

(3.17)
αmink

αmin + k − 1
≥ 1 ∧ αmin for all k ≥ 2.

Collecting (3.14), (3.15), (3.16), and (3.17), we conclude that

gapk(α) ≥ (1 ∧ αmin)gapRW(α),

which proves (3.13) for k. Therefore, by induction on k, we conclude the proof of (3.13) and
thus the proof of Theorem 1.1. �

4. Proof of Theorem 1.3. the BEP and SIP are related via an intertwining relation (e.g.,
[45], Proposition 5.1): for all k ∈ N and f ∈ R

�k , we have

(4.1) LΛf = ΛLkf with Λ : R�k →R
�V ,Λf (ζ ) := ∑

η∈�k

( ∏
x∈V

ζ
ηx
x

ηx !
)
f (η).

Thanks to this connection and the assertion in Theorem 1.1, once we check that the spectrum
of L on L2(�V ,π) is pure point, the proof of Theorem 1.3 boils down to verifying the
validity of the following two claims:

• −gapRW(α) belongs to the spectrum of L (Lemma 4.1);
• each eigenvalue of L is also an eigenvalue of Lk given in (1.1), for some k ∈ N

(Lemma 4.2).

The fact that L has a pure point spectrum may be shown as follows. The generator L is self-
adjoint on L2(�V ,π), thus, its spectrum is real. Moreover, for every k ∈ N, the generator L
(see (1.4)) is easily seen to leave invariant the subspace of all polynomials of degree at most k

in the variables (ζx)x∈V . Each of these subspaces is finite-dimensional, ensuring a decompo-
sition of L in terms of finitely-many eigenvalue/eigenfunction pairs when restricted therein.
By density of polynomials in L2(�V ,π), this eigendecomposition, suitably orthonormal-
ized, gives rise to an orthonormal basis of L2(�V ,π) consisting of eigenfunctions of L. In
conclusion, the generator L on L2(�V ,π) admits a pure point real spectrum.

We verify that −gapRW(α) belongs to the spectrum of L in the following lemma, whose
proof is analogous to that of Lemma 2.2.

LEMMA 4.1. Let ψ : V → R be an eigenfunction for Aα associated to −gapRW(α).
Then, the first-order polynomial f : �V →R in the variables (ζx)x∈V given by

(4.2) fψ(ζ ) := ∑
x∈V

ψ(x)ζx, ζ ∈ �V ,

is an eigenfunction for L associated to the same eigenvalue.

PROOF. Let g ∈ R
�1 be given by g(δx) := ψ(x), x ∈ V . Then, recalling (4.1), the func-

tion in (4.2) reads as

fψ = Λg.
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In view of this representation for fψ , the injectivity of Λ, and the intertwining relation (4.1),
the desired claim follows as in the proof of Lemma 2.2. �

In the following lemma, we show that each eigenfunction f of L corresponds to an eigen-
function of Lk , for some k ∈ N, both associated to the same eigenvalue.

LEMMA 4.2. Let f ∈ L2(�V ,π) be a nonconstant eigenfunction of L associated to the
eigenvalue −λ < 0. Then, there exist k ∈ N and g ∈ R

�k such that g is an eigenfunction of Lk

associated to the eigenvalue −λ < 0.

PROOF. By the discussion at the beginning of this section, all eigenfunctions of L are
polynomials in the variables (ζx)x∈V of degree at most k, for some k ∈ N. Hence, we may
rewrite f as follows:

(4.3) f (ζ ) =
k∑

�=0

∑
η∈��

g�(η)
∏
x∈V

ζ
ηx
x

ηx ! =
k∑

�=0

Λg�(ζ ),

for some k ∈ N and functions g� ∈ R
�� , � = 0,1, . . . , k. In the formula above, we included

the factor (
∏

x∈V ηx !)−1 just for convenience, so to recover an expression like that in (4.1).
Now, by applying the generator L to the function f in (4.3) and using (4.1), we get

Lf (ζ ) =
k∑

�=0

∑
η∈��

L�g�(η)
∏
x∈V

ζ
ηx
x

ηx ! =
k∑

�=0

ΛL�g�(ζ ).

The assumption Lf + λf = 0 yields

k∑
�=0

∑
η∈��

{
L�g�(η) + λg�(η)

} ∏
x∈V

ζ
ηx
x

ηx ! = 0,

which holds for all ζ ∈ �V if and only if each term in the bracket equals zero. Finally, since at
least one among the functions g�, � > 0, is nonzero, this ensures that −λ < 0 is an eigenvalue
for L�. �

APPENDIX: LOOKDOWN REPRESENTATION FOR SIP

In this appendix, we provide a self-contained proof of the injectivity of the operator ak :
R

�k−1 → R
�k (2.1) and the intertwining relation (2.3). Relations of this kind play a major

role in the context of interacting particle systems and population genetics (e.g., [11, 16, 17,
22, 39] and references therein). For the particular case of SIP, we know at least three proofs of
the identity in (2.3). The first one is by a direct (but lengthy) computation; the second one is by
Lie algebraic representations of the generator Lk (see (1.1)) in terms of products of “single-
site” analogues of ak and a

†
k−1 (e.g., [22]); the third one is by a lookdown representation of

SIP, in the spirit of the seminal work [15]. For this appendix, we follow this third approach,
as it seems the least known, yet, it provides a probabilistic insight into the identity in (2.1)
and several related properties of the particle system.

In a nutshell, the main idea is to describe SIP as arising from a nonsymmetric hierarchical
version of it, for which the corresponding intertwining relation is then straightforward. A hi-
erarchical structure is recovered by first assigning labels to particles (which do not change
all throughout the dynamics), and then devising jumping rates which depend also on labels.
Following a standard terminology, we imagine labeled particles being assigned lanes, stacked
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one on top of the other, so that the particle with the smallest label represents the bottom parti-
cle, whereas the highest-label particle is the top particle. In this language, we derive SIP from
a model in which high particles “look down” to low particles, but not vice versa.

Let us now introduce some general notation to describe the position and evolution of these
labeled particles, and fix an integer k ≥ 2, representing the total number of labeled parti-
cles, all throughout this appendix. For all x = (x1, . . . , xk) ∈ V k and permutations σ ∈ Sk ,
let σx := (xσ(1), . . . , xσ(k)) ∈ V k . Further, let Sk : RV k → R

V k
denote the symmetrization

operator: for all ϕ ∈ R
V k

and x ∈ V k ,

(A.1) Skϕ(x) := 1

k!
∑
σ∈Sk

ϕ(σx).

Finally, the function �k : V k → �k , defined as

(A.2) �k(x) :=
k∑

i=1

δxi
,

removes the labels from particles.

A.1. Annihilation operators. Next to the annihilation operator ak : R�k−1 → R
�k de-

fined in (2.1) and well-suited for unlabeled particle configurations, we introduce a top-
particle annihilation operator Jk :RV k−1 →R

V k
, given, for all ϕ ∈ R

V k−1
, by

(A.3) Jkϕ(x) := ϕ(x1, . . . , xk−1), x = (x1, . . . , xk) ∈ V k.

Up to permuting the labels uniformly at random, ak is just the unlabeled version of this
operator (up to a constant factor). This is the content of the following lemma.

LEMMA A.1. For all g ∈R
�k−1 , we have akg ◦ �k = kSkJk(g ◦ �k−1).

PROOF. For every x = (x1, . . . , xk) ∈ V k and ϕ := g ◦ �k−1 ∈R
V k−1

, we get

1

k
akg

(
�k(x)

) = 1

k

k∑
i=1

g
(
�k(x) − δxi

)

= 1

k

k∑
i=1

1

(k − 1)!
∑

σ∈Sk :σ(k)=i

ϕ(xσ(1), . . . , xσ(k−1))

= 1

k!
∑
σ∈Sk

Jkϕ(σx)

= SkJkϕ(x),

where we used the definition of ak in (2.1), that of ϕ and Sk−1, and finally that of Jk and Sk .
This concludes the proof of the lemma. �

The next lemma establishes the injectivity of both annihilation operators, a property that
we used, for example, for the proof of the upper bound in Theorem 1.1.

LEMMA A.2 (Injectivity). Both Jk :RV k−1 →R
V k

and ak :R�k−1 →R
�k are injective.
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PROOF. The injectivity of Jk is obvious from the definition in (A.3), because Jkϕ(x) =
0 ∈ R

V k
if and only if ϕ(x1, . . . , xk−1) = 0 ∈ R

V k−1
, for all x = (x1, . . . , xk) ∈ V k . The proof

of injectivity of ak does not follow at once from the representation in Lemma A.1, because
Sk is not one-to-one (recall that k ≥ 2); therefore, we take an alternative route.

Partition �k−1 into disjoint subsets {�(�)
k−1}�=0,1,...,k−1, given by

�
(0)
k−1 := ∅, �

(�)
k−1 :=

{
ξ ∈ �k−1 : max

x∈V
ξx = k − �

}
, � = 1, . . . , k − 1.

Observe that �
(�)
k−1 may be empty. The injectivity of ak follows from the following claim: for

all g ∈ R
�k−1 and � = 1, . . . , k − 1,

(A.4) akg = 0 and g = 0 on �
(�−1)
k−1 imply g = 0 on�

(�)
k−1,

where we interpret “g = 0 on ∅” as a void condition. We now prove (A.4) for � = 1, . . . ,

k − 1. Consider ξ ∈ �
(�)
k−1 with ξy = maxx∈V ξx ; then,

0 = akg(ξ + δy) = ∑
x∈V

(ξx + δx,y)g(ξ − δx + δy) = (ξy + 1)g(ξ) ,

where the first identity used the assumption akg = 0 on �k , the second one simply used the
definition of akg(ξ + δy), whereas the last one used that ξ − δx + δy ∈ �

(�−1)
k−1 for all x �= y

and the assumption that g = 0 on �
(�−1)
k−1 . This yields (A.4) and, thus, the desired result. �

A.2. Labeled versions of SIP and intertwining relations. There are at least two la-
beled versions of SIPk(G,α), depending on how one models the interaction of the labeled
particles (the noninteracting part of the dynamics, namely, the rate cxyαy to jump from x to
y ∈ V , is the same for the two models): the symmetric and the lookdown versions (see also
Remark A.6 below). These models may be informally described as follows.

Let two labeled particles be sitting on x and y ∈ V , respectively. In the symmetric version,
they interact with rate 2cxy ≥ 0 and, regardless of their labels, either one of them joins, with
probability 1/2, the site of the other one. This is described by the following generator, which
acts on functions ϕ ∈ R

V k
and x ∈ V k , as

(A.5) Lkϕ(x) = ∑
x,y∈V

cxy

k∑
i=1

δx,xi

(
αy +

k∑
j=1

δy,xj

)(
ϕ

(
xy
i

) − ϕ(x)
)
,

where xy
i ∈ V k denotes the configuration in which the ith coordinate of x ∈ V k is set equal

to y ∈ V . In the lookdown version, two labeled particles at x, y ∈ V still interact at rate 2cxy ,
but, with probability one, only the particle with the higher label jumps on top of the low-label
one. This dynamics is encoded in the following generator:

(A.6) L̂kϕ(x) = ∑
x,y∈V

cxy

k∑
i=1

δx,xi

(
αy + 2

i−1∑
j=1

δy,xj

)(
ϕ

(
xy
i

) − ϕ(x)
)
.

Consequently, in this second model, the first/bottom particle moves as RW(G,α), indepen-
dently from all the other particles. More generally, the ith particle is influenced by each parti-
cle with label j < i, and not by those with label j > i. In particular, removing the top particle
from the lookdown process either at time t = 0 or time t > 0 does not affect in any way
the evolution of the first k − 1 particles. At the level of finite-dimensional distributions, this
simple consideration implies the following intertwining relation for the lookdown system, as
explained in the following lemma.
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LEMMA A.3 (Intertwining for lookdown process). We have JkL̂k−1 = L̂kJk .

PROOF. The claim follows at once from the definition (A.3) of Jk and the fact that the
action of L̂k (see (A.6)) on functions in R

V k
that are constant with respect to the kth coordi-

nate gives back the action of L̂k−1. �

Clearly, removing labels from the symmetric model (see (A.5)) yields back SIPk(G,α),
whose generator Lk is given in (1.1). At the level of finite-dimensional distributions, this
means that

(A.7) SkLk(f ◦ �k) = LkSk(f ◦ �k) = (Lkf ) ◦ �k, f ∈ R
�k .

We remark that this fact holds true for any particles’ labeling, since the dynamics does not
actually depend on labels. What is slightly less evident is that, at any time, we obtain the
distribution of SIPk(G,α) after removing the labels of the lookdown model, provided that
the particles are initially labeled uniformly at random. This identity in law is one of the
remarkable achievements of [15], which has been considerably generalized since then (e.g.,
[16, 17] and references therein). We provide a proof for our case below. For this purpose,
recall the definitions (A.1), (A.6), (A.2), and (1.1).

PROPOSITION A.4 (From lookdown to SIP). For all f ∈ R
�k , we have

SkL̂k(f ◦ �k) = (Lkf ) ◦ �k.

PROOF. In view of (A.7), it suffices to prove

(A.8) SkL̂k = LkSk.

Moreover, we find more instructive to show the details only for the case k = 2 (which was
also discussed in [19], Section 4.2.3). In fact, the general case k ≥ 2 follows (up to some
notational complications) from this case k = 2, because, by linearity, one can deal separately
with terms involving different pairs of particles at the time. Henceforth, let us prove (A.8) for
k = 2. Fix the positions of the two particles, say x, y ∈ V . Then, for all ϕ ∈R

V 2
, we have

S2L̂2ϕ(x, y) = 1

2

(
L̂2ϕ(x, y) + L̂2ϕ(y, x)

)
= cxyαy

2

(
2ϕ(y, y) − ϕ(y, x) − ϕ(x, y)

)
+ cxyαx

2

(
2ϕ(x, x) − ϕ(y, x) − ϕ(x, y)

)
+ cxy

2

(
2ϕ(y, y) − 2ϕ(x, y) + 2ϕ(x, x) − 2ϕ(y, x)

)
= cxyαy

(
S2ϕ(y, y) − S2ϕ(x, y)

)
+ cxyαy

(
S2ϕ(x, x) − S2ϕ(x, y)

)
+ cxy

(
S2ϕ(y, y) + S2ϕ(x, x) − 2S2ϕ(x, y)

) = L2S2ϕ(x, y).

This concludes the proof. �

We now have all we need to prove the intertwining relation (2.3).

PROPOSITION A.5 (Intertwining for SIP). We have akLk−1 = Lkak .
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PROOF. Clearly, we have

(A.9) SkJk = SkJkSk−1.

Hence, for all f ∈R
�k−1 , we get

1

k
(akLk−1f ) ◦ �k = SkJk

(
(Lk−1f ) ◦ �k−1

) ⇐= Lemma A.1

= SkJkLk−1Sk−1(f ◦ �k−1) ⇐= equation (A.7)

= SkJkSk−1L̂k−1(f ◦ �k−1) ⇐= Proposition A.4

= SkJkL̂k−1(f ◦ �k−1) ⇐= equation (A.9)

= SkL̂kJk(f ◦ �k−1) ⇐= Lemma A.3

= LkSkJk(f ◦ �k−1) ⇐= Proposition A.4

= 1

k
LkSk

(
(akf ) ◦ �k

) ⇐= Lemma A.1

= 1

k
(Lkakf ) ◦ �k, ⇐= equation (A.7)

where for the second-to-last line we also used that S 2
k = Sk . �

We conclude this appendix with a few comments on stationarity and time-reversal of the
lookdown process. We leave the verification of these claims to the reader.

REMARK A.6 (Invariant measure and time-reversal). For both symmetric and lookdown
models,

ωk(x) := αx1(αx2 + δx2,x1) · · · (αxk
+ ∑k−1

j=1 δxk,xj
)

|α|(|α| + 1) · · · (|α| + k − 1)
, x = (x1, . . . , xk) ∈ V k,

is the unique invariant measure (provided G is connected). More specifically, the symmet-
ric model is reversible with respect to ωk , while this is not the case for the lookdown one.
This, in particular, implies that the lookdown model admits a nontrivial time reversal process.
The exact form of the corresponding infinitesimal generator L̂∗

k does not play a role in our
argument; we only mention that the jump rate of the ith particle may depend on the posi-
tions of all the other particles. Finally, SIPk(G,α) arises also from this time-reversal process:
SkL̂k = L̂∗

kSk , and L̂∗
k satisfies an intertwining relation with the “labeled” version of a†

k−1.

Acknowledgments. SK wishes to express his gratitude to the Institute of Science and
Technology Austria (where the project was initiated) and the University of Trieste (where the
project was completed) for the warm hospitality during his stays. FS thanks Pietro Caputo and
Matteo Quattropani for fruitful discussions. The authors are grateful to the two anonymous
referees for their insights and careful reading of the manuscript.

Funding. SK was supported by NRF-2019-Fostering Core Leaders of the Future Basic
Science Program/Global Ph.D. Fellowship Program, the National Research Foundation of
Korea (NRF) grant funded by the Korean government (MSIT) (No. 2022R1F1A106366811
and 2022R1A5A6000840) and KIAS Individual Grant (HP095101) at the Korea Institute for
Advanced Study.



4918 S. KIM AND F. SAU

REFERENCES

[1] ALDOUS, D. and LANOUE, D. (2012). A lecture on the averaging process. Probab. Surv. 9 90–102.
MR2908618 https://doi.org/10.1214/11-PS184

[2] BARTHE, F. and WOLFF, P. (2009). Remarks on non-interacting conservative spin systems: The case of
gamma distributions. Stochastic Process. Appl. 119 2711–2723. MR2532220 https://doi.org/10.1016/
j.spa.2009.02.004

[3] BIANCHI, A., DOMMERS, S. and GIARDINÀ, C. (2017). Metastability in the reversible inclusion process.
Electron. J. Probab. 22 Paper No. 70, 34. MR3698739 https://doi.org/10.1214/17-EJP98

[4] BRISTIEL, A. and CAPUTO, P. (2024). Entropy inequalities for random walks and permutations. Ann. Inst.
Henri Poincaré Probab. Stat. 60 54–81. MR4718374 https://doi.org/10.1214/22-aihp1267

[5] CAPUTO, P. (2003). Uniform Poincaré inequalities for unbounded conservative spin systems: The
non-interacting case. Stochastic Process. Appl. 106 223–244. MR1989628 https://doi.org/10.1016/
S0304-4149(03)00044-9

[6] CAPUTO, P. (2004). Spectral gap inequalities in product spaces with conservation laws. In Stochastic Anal-
ysis on Large Scale Interacting Systems. Adv. Stud. Pure Math. 39 53–88. Math. Soc. Japan, Tokyo.
MR2073330 https://doi.org/10.2969/aspm/03910053

[7] CAPUTO, P. (2008). On the spectral gap of the Kac walk and other binary collision processes. ALEA Lat.
Am. J. Probab. Math. Stat. 4 205–222. MR2429910

[8] CAPUTO, P., LABBÉ, C. and LACOIN, H. (2020). Mixing time of the adjacent walk on the simplex. Ann.
Probab. 48 2449–2493. MR4152648 https://doi.org/10.1214/20-AOP1428

[9] CAPUTO, P., LABBÉ, C. and LACOIN, H. (2022). Spectral gap and cutoff phenomenon for the Gibbs sam-
pler of ∇ϕ interfaces with convex potential. Ann. Inst. Henri Poincaré Probab. Stat. 58 794–826.
MR4421608 https://doi.org/10.1214/21-aihp1174

[10] CAPUTO, P., LIGGETT, T. M. and RICHTHAMMER, T. (2010). Proof of Aldous’ spectral gap conjecture. J.
Amer. Math. Soc. 23 831–851. MR2629990 https://doi.org/10.1090/S0894-0347-10-00659-4

[11] CARINCI, G., GIARDINÀ, C. and REDIG, F. (2021). Consistent particle systems and duality. Electron. J.
Probab. 26 Paper No. 125, 31. MR4320949 https://doi.org/10.1214/21-ejp684

[12] CORUJO, J. (2023). On the spectrum and ergodicity of a neutral multi-allelic Moran model. ALEA Lat. Am.
J. Probab. Math. Stat. 20 505–546. MR4567719 https://doi.org/10.30757/alea.v20-18

[13] DELLO SCHIAVO, L., PORTINALE, L. and SAU, F. (2024). Scaling limits of random walks, harmonic
profiles, and stationary nonequilibrium states in Lipschitz domains. Ann. Appl. Probab. 34 1789–1845.
MR4728158 https://doi.org/10.1214/23-aap2007

[14] DIACONIS, P. and SALOFF-COSTE, L. (1993). Comparison theorems for reversible Markov chains. Ann.
Appl. Probab. 3 696–730. MR1233621

[15] DONNELLY, P. and KURTZ, T. G. (1996). A countable representation of the Fleming-Viot measure-valued
diffusion. Ann. Probab. 24 698–742. MR1404525 https://doi.org/10.1214/aop/1039639359

[16] ETHERIDGE, A. M. and KURTZ, T. G. (2019). Genealogical constructions of population models. Ann.
Probab. 47 1827–1910. MR3980910 https://doi.org/10.1214/18-AOP1266

[17] ETHERIDGE, A. M., KURTZ, T. G., LETTER, I., RALPH, P. L. and LUNG, T. T. H. (2024). Looking for-
wards and backwards: Dynamics and genealogies of locally regulated populations. Electron. J. Probab.
29 Paper No. 28, 85. MR4705167 https://doi.org/10.1214/24-ejp1075

[18] FLOREANI, S., REDIG, F. and SAU, F. (2022). Orthogonal polynomial duality of boundary driven parti-
cle systems and non-equilibrium correlations. Ann. Inst. Henri Poincaré Probab. Stat. 58 220–247.
MR4374677 https://doi.org/10.1214/21-aihp1163

[19] FRANCESCHINI, C., GONÇALVES, P. and SAU, F. (2022). Symmetric inclusion process with slow bound-
ary: Hydrodynamics and hydrostatics. Bernoulli 28 1340–1381. MR4388941 https://doi.org/10.3150/
21-bej1390

[20] FRASSEK, R. and GIARDINÀ, C. (2022). Exact solution of an integrable non-equilibrium particle system.
J. Math. Phys. 63 Paper No. 103301, 35. MR4493574 https://doi.org/10.1063/5.0086715

[21] GIARDINÀ, C., KURCHAN, J. and REDIG, F. (2007). Duality and exact correlations for a model of heat
conduction. J. Math. Phys. 48 033301, 15. MR2314497 https://doi.org/10.1063/1.2711373

[22] GIARDINÀ, C., KURCHAN, J., REDIG, F. and VAFAYI, K. (2009). Duality and hidden symmetries
in interacting particle systems. J. Stat. Phys. 135 25–55. MR2505724 https://doi.org/10.1007/
s10955-009-9716-2

[23] GIARDINÀ, C., REDIG, F. and VAFAYI, K. (2010). Correlation inequalities for interacting particle systems
with duality. J. Stat. Phys. 141 242–263. MR2726642 https://doi.org/10.1007/s10955-010-0055-0

[24] GONÇALVES, P. and JARA, M. (2014). Nonlinear fluctuations of weakly asymmetric interacting
particle systems. Arch. Ration. Mech. Anal. 212 597–644. MR3176353 https://doi.org/10.1007/
s00205-013-0693-x

https://mathscinet.ams.org/mathscinet-getitem?mr=2908618
https://doi.org/10.1214/11-PS184
https://mathscinet.ams.org/mathscinet-getitem?mr=2532220
https://doi.org/10.1016/j.spa.2009.02.004
https://mathscinet.ams.org/mathscinet-getitem?mr=3698739
https://doi.org/10.1214/17-EJP98
https://mathscinet.ams.org/mathscinet-getitem?mr=4718374
https://doi.org/10.1214/22-aihp1267
https://mathscinet.ams.org/mathscinet-getitem?mr=1989628
https://doi.org/10.1016/S0304-4149(03)00044-9
https://mathscinet.ams.org/mathscinet-getitem?mr=2073330
https://doi.org/10.2969/aspm/03910053
https://mathscinet.ams.org/mathscinet-getitem?mr=2429910
https://mathscinet.ams.org/mathscinet-getitem?mr=4152648
https://doi.org/10.1214/20-AOP1428
https://mathscinet.ams.org/mathscinet-getitem?mr=4421608
https://doi.org/10.1214/21-aihp1174
https://mathscinet.ams.org/mathscinet-getitem?mr=2629990
https://doi.org/10.1090/S0894-0347-10-00659-4
https://mathscinet.ams.org/mathscinet-getitem?mr=4320949
https://doi.org/10.1214/21-ejp684
https://mathscinet.ams.org/mathscinet-getitem?mr=4567719
https://doi.org/10.30757/alea.v20-18
https://mathscinet.ams.org/mathscinet-getitem?mr=4728158
https://doi.org/10.1214/23-aap2007
https://mathscinet.ams.org/mathscinet-getitem?mr=1233621
https://mathscinet.ams.org/mathscinet-getitem?mr=1404525
https://doi.org/10.1214/aop/1039639359
https://mathscinet.ams.org/mathscinet-getitem?mr=3980910
https://doi.org/10.1214/18-AOP1266
https://mathscinet.ams.org/mathscinet-getitem?mr=4705167
https://doi.org/10.1214/24-ejp1075
https://mathscinet.ams.org/mathscinet-getitem?mr=4374677
https://doi.org/10.1214/21-aihp1163
https://mathscinet.ams.org/mathscinet-getitem?mr=4388941
https://doi.org/10.3150/21-bej1390
https://mathscinet.ams.org/mathscinet-getitem?mr=4493574
https://doi.org/10.1063/5.0086715
https://mathscinet.ams.org/mathscinet-getitem?mr=2314497
https://doi.org/10.1063/1.2711373
https://mathscinet.ams.org/mathscinet-getitem?mr=2505724
https://doi.org/10.1007/s10955-009-9716-2
https://mathscinet.ams.org/mathscinet-getitem?mr=2726642
https://doi.org/10.1007/s10955-010-0055-0
https://mathscinet.ams.org/mathscinet-getitem?mr=3176353
https://doi.org/10.1007/s00205-013-0693-x
https://doi.org/10.1016/j.spa.2009.02.004
https://doi.org/10.1016/S0304-4149(03)00044-9
https://doi.org/10.3150/21-bej1390
https://doi.org/10.1007/s10955-009-9716-2
https://doi.org/10.1007/s00205-013-0693-x


SPECTRAL GAP OF THE SYMMETRIC INCLUSION PROCESS 4919

[25] GRIFFITHS, R. C. (2014). The �-Fleming-Viot process and a connection with Wright-Fisher diffusion. Adv.
in Appl. Probab. 46 1009–1035. MR3290427 https://doi.org/10.1239/aap/1418396241

[26] GROSSKINSKY, S., REDIG, F. and VAFAYI, K. (2011). Condensation in the inclusion process and related
models. J. Stat. Phys. 142 952–974. MR2781716 https://doi.org/10.1007/s10955-011-0151-9

[27] GROSSKINSKY, S., REDIG, F. and VAFAYI, K. (2013). Dynamics of condensation in the symmetric inclu-
sion process. Electron. J. Probab. 18 no. 66, 23. MR3078025 https://doi.org/10.1214/EJP.v18-2720

[28] HERMON, J. and SALEZ, J. (2019). A version of Aldous’ spectral-gap conjecture for the zero range process.
Ann. Appl. Probab. 29 2217–2229. MR3984254 https://doi.org/10.1214/18-AAP1449

[29] HERMON, J. and SALEZ, J. (2023). Modified log-Sobolev inequalities for strong-Rayleigh measures. Ann.
Appl. Probab. 33 1301–1314. MR4564432 https://doi.org/10.1214/22-aap1847

[30] JANVRESSE, E., LANDIM, C., QUASTEL, J. and YAU, H. T. (1999). Relaxation to equilibrium of conser-
vative dynamics. I. Zero-range processes. Ann. Probab. 27 325–360. MR1681098 https://doi.org/10.
1214/aop/1022677265

[31] JATUVIRIYAPORNCHAI, W., CHLEBOUN, P. and GROSSKINSKY, S. (2020). Structure of the condensed
phase in the inclusion process. J. Stat. Phys. 178 682–710. MR4059956 https://doi.org/10.1007/
s10955-019-02451-9

[32] KIM, S. (2021). Second time scale of the metastability of reversible inclusion processes. Probab. Theory
Related Fields 180 1135–1187. MR4288339 https://doi.org/10.1007/s00440-021-01036-6

[33] KIM, S. and SEO, I. (2021). Condensation and metastable behavior of non-reversible inclusion processes.
Comm. Math. Phys. 382 1343–1401. MR4227174 https://doi.org/10.1007/s00220-021-04016-y

[34] KIPNIS, C. and LANDIM, C. (1999). Scaling Limits of Interacting Particle Systems. Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sciences] 320. Springer, Berlin.
MR1707314 https://doi.org/10.1007/978-3-662-03752-2

[35] LABBÉ, C. and PETIT, E. (2022). Hydrodynamic limit and cutoff for the biased adjacent walk on the sim-
plex. Available at arXiv:2203.04008.

[36] LANDIM, C., MARCONDES, D. and SEO, I. (2023). Metastable behavior of weakly mixing Markov
chains: The case of reversible, critical zero-range processes. Ann. Probab. 51 157–227. MR4515693
https://doi.org/10.1214/22-aop1593

[37] LANDIM, C., PANIZO, G. and YAU, H. T. (2002). Spectral gap and logarithmic Sobolev inequality for un-
bounded conservative spin systems. Ann. Inst. Henri Poincaré Probab. Stat. 38 739–777. MR1931585
https://doi.org/10.1016/S0246-0203(02)01108-1

[38] LANDIM, C., SETHURAMAN, S. and VARADHAN, S. (1996). Spectral gap for zero-range dynamics. Ann.
Probab. 24 1871–1902. MR1415232 https://doi.org/10.1214/aop/1041903209

[39] LIGGETT, T. M. (2005). Interacting Particle Systems. Classics in Mathematics. Springer, Berlin. Reprint of
the 1985 original. MR2108619 https://doi.org/10.1007/b138374

[40] LU, S. L. and YAU, H.-T. (1993). Spectral gap and logarithmic Sobolev inequality for Kawasaki and
Glauber dynamics. Comm. Math. Phys. 156 399–433. MR1233852

[41] MONTENEGRO, R. and TETALI, P. (2006). Mathematical aspects of mixing times in Markov chains. Found.
Trends Theor. Comput. Sci. 1 x+121. MR2341319 https://doi.org/10.1561/0400000003

[42] PYMAR, R. and RIVERA, N. (2023). Mixing of the symmetric beta-binomial splitting process on arbitrary
graphs. Available at arXiv:2307.02406.

[43] QUASTEL, J. (1992). Diffusion of color in the simple exclusion process. Comm. Pure Appl. Math. 45 623–
679. MR1162368 https://doi.org/10.1002/cpa.3160450602

[44] QUATTROPANI, M. and SAU, F. (2023). Mixing of the averaging process and its discrete dual on
finite-dimensional geometries. Ann. Appl. Probab. 33 936–971. MR4564423 https://doi.org/10.1214/
22-aap1838

[45] REDIG, F. and SAU, F. (2018). Factorized duality, stationary product measures and generating functions.
J. Stat. Phys. 172 980–1008. MR3830295 https://doi.org/10.1007/s10955-018-2090-1

[46] SALEZ, J. (2023). Universality of cutoff for exclusion with reservoirs. Ann. Probab. 51 478–494.
MR4546624 https://doi.org/10.1214/22-aop1600

[47] SALEZ, J. (2024). Spectral gap and curvature of monotone Markov chains. Ann. Probab. 52 1153–1161.
MR4736702 https://doi.org/10.1214/24-aop1688

[48] SALEZ, J., TIKHOMIROV, K. and YOUSSEF, P. (2023). Upgrading MLSI to LSI for reversible Markov
chains. J. Funct. Anal. 285 Paper No. 110076, 15. MR4620718 https://doi.org/10.1016/j.jfa.2023.
110076

[49] SALOFF-COSTE, L. (1997). Lectures on finite Markov chains. In Lectures on Probability Theory and
Statistics (Saint-Flour, 1996). Lecture Notes in Math. 1665 301–413. Springer, Berlin. MR1490046
https://doi.org/10.1007/BFb0092621

https://mathscinet.ams.org/mathscinet-getitem?mr=3290427
https://doi.org/10.1239/aap/1418396241
https://mathscinet.ams.org/mathscinet-getitem?mr=2781716
https://doi.org/10.1007/s10955-011-0151-9
https://mathscinet.ams.org/mathscinet-getitem?mr=3078025
https://doi.org/10.1214/EJP.v18-2720
https://mathscinet.ams.org/mathscinet-getitem?mr=3984254
https://doi.org/10.1214/18-AAP1449
https://mathscinet.ams.org/mathscinet-getitem?mr=4564432
https://doi.org/10.1214/22-aap1847
https://mathscinet.ams.org/mathscinet-getitem?mr=1681098
https://doi.org/10.1214/aop/1022677265
https://mathscinet.ams.org/mathscinet-getitem?mr=4059956
https://doi.org/10.1007/s10955-019-02451-9
https://mathscinet.ams.org/mathscinet-getitem?mr=4288339
https://doi.org/10.1007/s00440-021-01036-6
https://mathscinet.ams.org/mathscinet-getitem?mr=4227174
https://doi.org/10.1007/s00220-021-04016-y
https://mathscinet.ams.org/mathscinet-getitem?mr=1707314
https://doi.org/10.1007/978-3-662-03752-2
http://arxiv.org/abs/2203.04008
https://mathscinet.ams.org/mathscinet-getitem?mr=4515693
https://doi.org/10.1214/22-aop1593
https://mathscinet.ams.org/mathscinet-getitem?mr=1931585
https://doi.org/10.1016/S0246-0203(02)01108-1
https://mathscinet.ams.org/mathscinet-getitem?mr=1415232
https://doi.org/10.1214/aop/1041903209
https://mathscinet.ams.org/mathscinet-getitem?mr=2108619
https://doi.org/10.1007/b138374
https://mathscinet.ams.org/mathscinet-getitem?mr=1233852
https://mathscinet.ams.org/mathscinet-getitem?mr=2341319
https://doi.org/10.1561/0400000003
http://arxiv.org/abs/2307.02406
https://mathscinet.ams.org/mathscinet-getitem?mr=1162368
https://doi.org/10.1002/cpa.3160450602
https://mathscinet.ams.org/mathscinet-getitem?mr=4564423
https://doi.org/10.1214/22-aap1838
https://mathscinet.ams.org/mathscinet-getitem?mr=3830295
https://doi.org/10.1007/s10955-018-2090-1
https://mathscinet.ams.org/mathscinet-getitem?mr=4546624
https://doi.org/10.1214/22-aop1600
https://mathscinet.ams.org/mathscinet-getitem?mr=4736702
https://doi.org/10.1214/24-aop1688
https://mathscinet.ams.org/mathscinet-getitem?mr=4620718
https://doi.org/10.1016/j.jfa.2023.110076
https://mathscinet.ams.org/mathscinet-getitem?mr=1490046
https://doi.org/10.1007/BFb0092621
https://doi.org/10.1214/aop/1022677265
https://doi.org/10.1007/s10955-019-02451-9
https://doi.org/10.1214/22-aap1838
https://doi.org/10.1016/j.jfa.2023.110076


4920 S. KIM AND F. SAU

[50] SASADA, M. (2013). On the spectral gap of the Kac walk and other binary collision processes on d-
dimensional lattice. In Symmetries, Integrable Systems and Representations. Springer Proc. Math. Stat.
40 543–560. Springer, Heidelberg. MR3077700 https://doi.org/10.1007/978-1-4471-4863-0_23

[51] SHIMAKURA, N. (1977). Équations différentielles provenant de la génétique des populations. Tohoku Math.
J. (2) 29 287–318. MR0504058 https://doi.org/10.2748/tmj/1178240658

[52] VAN GINKEL, B., REDIG, F. and SAU, F. (2016). Duality and stationary distributions of the “immediate
exchange model” and its generalizations. J. Stat. Phys. 163 92–112. MR3472095 https://doi.org/10.
1007/s10955-016-1478-z

https://mathscinet.ams.org/mathscinet-getitem?mr=3077700
https://doi.org/10.1007/978-1-4471-4863-0_23
https://mathscinet.ams.org/mathscinet-getitem?mr=0504058
https://doi.org/10.2748/tmj/1178240658
https://mathscinet.ams.org/mathscinet-getitem?mr=3472095
https://doi.org/10.1007/s10955-016-1478-z
https://doi.org/10.1007/s10955-016-1478-z

	Introduction, models, and main results
	SIP and its spectral gap
	BEP and its spectral gap
	Related work, proof strategy, and open problems
	Functional inequalities and comparison techniques
	Aldous' spectral gap conjecture and related examples
	Discussion on proof strategy
	Spectral gap identity and Gibbs samplers
	Open problems

	Structure of the paper

	Proof of upper bound in Theorem 1.1
	Proof of lower bound in Theorem 1.1
	Preliminaries
	Decomposition of Dirichlet forms
	Min-max theorem for eigenvalues
	Proof of lower bound in Theorem 1.1

	Proof of Theorem 1.3
	Appendix: Lookdown representation for SIP
	Annihilation operators
	Labeled versions of SIP and intertwining relations

	Acknowledgments
	Funding
	References

