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Abstract

In the recent years, different strategies have been studied to mitigate the impact of CO2 

emissions on the global environment. In particular, CO2 reduction has emerged as a 

promising approach for recycling this gas and the direct conversion to fuels or chemicals. 

Despite great improvements in the last decades, the recycling of CO2 still suffers a 

mismatch between the lab and the industrial scales due to the high costs of the entire 

process and the lifetime of the catalysts. Catalysts play a pivotal role in CO2 reduction 

applications, and their characteristics, such as catalytic activity, selectivity, and long-

term stability, are crucial for enabling the feasibility of this process at an industrial scale. 

Nanostructuration has been identified as a key factor in tailoring the morphology at the 

nanoscale and enhancing the overall performance of catalyst materials. The presented 

work focuses on the development and characterization of nanostructured catalysts for 

CO2 reduction. The use of advanced synthetic techniques as well as morphological, 

textural and (electro)chemical characterizations allowed to optimize various catalysts for 

different applications at the forefront of research. Cu-based catalysts were explored 

toward the eCO2RR. Firstly, well-defined nanoparticles of Cu2O were synthetized and 

widely characterized toward eCO2RR, revealing different catalytic behavior and a low 

selectivity toward a particular product. Moreover, operando XAS characterization 

confirmed a rapid reduction to metal Cu. To overcome these limitations, the study 

explores the formation of heterostructures and the utilization of 2D materials like g-C3N4, 

RGO and MoS2, leading to an improved catalytic selectivity and productivity. On the 

other hand, the preparation of bimetallic CuSn alloys via an easy and scalable urea glass 

route can open new perspectives for the affordability of this process at an industrial-scale 

level. Another approach to exploit nanostructuration for the reduction of CO2 

investigated the employing of TiN nanotubes decorated with metal nanoparticles as 

catalyst for gas-phase photothermal reduction of CO2. Further considerations regarding 

optimization and environmental impact are fundamental to enable large-scale CO2 

reduction processes. Continued research and development in these areas are essential to 

bridge the gap between laboratory-scale advancements and industrial-scale 

implementation of CO2 recycling technologies. 
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Negli ultimi anni, diverse strategie sono state studiate al fine di mitigare l'impatto delle 

emissioni di CO2 sull'atmosfera. In particolare, la riduzione di CO2 risulta essere un 

promettente approccio per il riuso di questo gas e la sua diretta conversione in 

combustibili o prodotti chimici. Nonostante i grandi miglioramenti degli ultimi decenni, 

questi metodi presentano ancora una differenza tra l’utilizzo ai fini di ricerca e 

l’applicabilità a livello industriale a causa degli alti costi dell'intero processo e della 

durata dei catalizzatori. I catalizzatori svolgono un ruolo fondamentale in questa 

tipologia di applicazioni e le loro caratteristiche, come l'attività catalitica, la selettività 

e la stabilità nel tempo, sono aspetti cruciali per permettere l’utilizzo di questi processi 

a livello industriale. La nanostrutturazione è un fattore chiave per ottimizzare la 

morfologia del catalizzatore su scala nanometrica e migliorarne le prestazioni 

complessive. 

 Il lavoro presentato verte sullo sviluppo e la caratterizzazione di catalizzatori 

nanostrutturati per la riduzione di CO2. L'uso di tecniche sintetiche avanzate e 

caratterizzazioni morfologiche, tessiturali e (elettro)chimiche, ha permesso di ottimizzare 

vari catalizzatori per diverse applicazioni. In particolare, catalizzatori a base di Cu sono 

stati studiati per il processo di riduzione elettrochimica della CO2 (eCO2RR). In primo 

luogo, nanoparticelle di Cu2O dalla forma specifica sono state sintetizzate e studiate 

come catalizzatori nel processo di eCO2RR, mostrando un diverso comportamento 

catalitico e una bassa selettività verso un particolare prodotto della riduzione. Inoltre, la 

caratterizzazione XAS in operando ha confermato una rapida riduzione del materiale a 

Cu metallico. Per superare questi limiti, lo studio esplora la formazione di eterostrutture 

e l'utilizzo di materiali 2D come g-C3N4, RGO e MoS2, mostrando una migliore selettività 

catalitica e produttività nei confronti di determinati prodotti. Inoltre, la sintesi di leghe 

di CuSn bimetalliche attraverso un metodo facile e scalabile come il cosiddetto “Urea 

Glass Route” può aprire nuove prospettive per l’utilizzo di questo processo a livello 

industriale.  

Nanotubi di TiN decorati con nanoparticelle metalliche sono infine stati utilizzati come 

catalizzatori per la riduzione fototermica di CO2. 

Ulteriori considerazioni relative all'ottimizzazione e all'impatto ambientale sono 

fondamentali per consentire processi di riduzione di CO2 su larga scala. Il continuo 

sviluppo in queste aree è essenziale per colmare il divario tra i progressi nella ricerca e 

l'implementazione su scala industriale delle tecnologie di riciclaggio della CO2. 
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Chapter 1 

Introduction 

1.1 Global warming and increasing of CO2 concentration 

In the last centuries, the world’s population has observed a general improvement in living 

conditions and expectations thanks to the development of new technologies and the higher 

availability of goods or services. In addition to this, other problems have risen in parallel, 

in particular linked to the increased demand of natural resources for industrial 

applications, to the greater quantity of residual waste and to a constant and rapid increase 

of polluting emissions. Several phenomena are linked to the average increasing of global 

temperatures due to the so-called global warming. Also referred as climate change, global 

warming refers to the long-term increase in average earth temperatures linked to 

anthropogenic factors and the consequent increase of the concentration in the atmosphere 

of poisonous gases such methane and carbon dioxide [1]. Under normal conditions, 

greenhouse gases can trap heat within the atmosphere, creating a natural “greenhouse 

effect” that keeps the earth’s temperature stable to support biological life. However, if the 

concentrations of these gases increases rapidly due to anthropogenic reasons, the 

greenhouse effect enhances, causing a general increase in global temperatures and leading 

to a variety of impacts including sea level rise, more frequent and severe weather events 

and ecological upheavals [2–4]. According to recently available data from the National 

Oceanic and Atmospheric Administration (NOAA), the global average atmospheric CO2 

concentration in 2021 was 414.7±0.1 parts per million (ppm), which is the highest 

concentration of CO2 in the atmosphere in millions of years (Figure 1.1 A) [5]. Although 

the concentration of greenhouse gases has always fluctuated in different eras, the main 

cause of global warming is certainly linked to human beings and their impact on the 

earth’s ecosystem. Indeed, the NOAA report claims that a large fraction of these 

emissions is related to developed or developing nations such as USA, Europe, China and 

India (Figures 1.1 B). 
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Figure 1.1: A) CO2 concentration in the atmosphere over the years. B) Territorial (solid 

lines) and consumption (dashed lines) emissions for Europe, USA, India and China over 

the years. From [5]. 

 

Several causes of CO2 increase had been identified, mainly related to the combustion of 

fossil fuels, industries and agriculture. In particular, the large quantities of fossil fuels 

such as coal, oil or natural gas that are burnt for producing electricity, heating or industrial 

purposes release large amounts of carbon dioxide into the atmosphere, as shown in Figure 

1.2. 

 

Figure 1.2: Global CO2 emissions over years from the different fuels. From [5].  

 

These human activities have caused a significant increase in the concentration of CO2 

(and other gases) in the atmosphere since the industrial revolution, with huge impacts on 

global temperatures and natural disasters, but also on the economy and geopolitics [6]. In 
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the absence of serious and urgent global warming mitigation strategy for the coming 

years, leading to a step drop in greenhouse gas emissions by 2030, the global temperature 

increase will exceed 1.5°C in the coming decades, leading to irreversible loss of the most 

fragile ecosystems, and crisis after crisis for the most vulnerable people and societies [7]. 

Governments and international institutions are considering addressing these challenges 

through a transition to renewable energy sources, the electrification of transport and 

investments in policies or research. But to drastically limits the impact of the global 

warming on our planet, it is essential to reduce greenhouse gas emissions and minimize 

the effects of our activities through a change in economic models and the way we manage 

the wastes. The first step in tackling the problems related to global warming is to consider 

the overall environmental impact of a particular activity in terms of natural resources, 

pollution and costs thanks to the Life-Cycle Assessment (LCA) [8]. LCA is a common 

method for understanding the effects on environment of a particular process (or product) 

during its entire life cycle, including the extraction of raw materials, their industrial 

processing, transportation and end-of-life management (such as recycling or disposal). 

This is an essential tool for assessing the impact of a process or product, while 

understanding which steps need to be optimized in order to improve sustainability and 

limit the negative effects of industrial processes on the global atmosphere [9]. A typical 

LCA can be divided into four distinct phases, all of which are essentials for defining the 

overall impact of a product / process (Figure 1.3): Definition of goal and scope, analysis 

of the inventory, evaluation of the impact and interpretations of the data collected [10].  

 

Figure 1.3: Different steps of a Life Cycle Assessment.  

 

Evaluating of overall impact of a process is certainly important to deal with the increasing 

of CO2 concentration but it is not enough without a complete change of the economical 

way to conceive an industrial process. Indeed, the take-make-dispose model (or the so-
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called linear economy), with the production and direct consumption of goods and services 

without waste treatments, is a significant driver of the increased release of greenhouse 

gases. This model is no longer accepted by international institutions, and it is necessary 

to consider a change in the economic system, which provides for the complete waste 

treatment and recycling during the entire productive process. The circular economy model 

can offer an effective way to improve all these aspects through an appropriate reduction 

of waste and the promotion of recycling and regeneration of materials (Figure 1.4) [11]. 

Furthermore, the circular economy can contribute to mitigate the climate change effects 

through the rational use of renewable energy sources and a contemporaneous limitation 

of fossil fuels [12]. 

 

Figure 1.4: Scheme of a circular economy. From [13].   

 

In general, several actions are required to achieve a fully circular economy, including a 

totally renewed way of designing and producing a given good, optimized supply chain 

management and improved consumer behavior [14]. What this cycle currently does not 

account is the use of the CO2 already emitted as a source for the chemical industry. It is 

therefore possible to imagine one smaller cycle in which common molecules, such as 

CO2, are used as starting building blocks for the synthesis of products with high added 

value (i.e. hydrocarbons or alcohols). To fully understand which processes we can exploit 

to convert CO2 into other products, a brief overview regarding the chemistry and 

reactivity of CO2 is presented in the followings.  
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1.2 The chemistry and the reactivity of CO2  

Carbon dioxide (CO2) is a colorless and odorless gas that occurs naturally in nature and 

in which two atoms of oxygen are bonded with a central atom of carbon through covalent 

bond. Figure 1.5 shows the 3d linear structure of the CO2 molecule, a non-polar molecule 

characterized by a high rate of symmetry.  

 

Figure 1.5: Molecule of CO2. 

 

The characterization of CO2 is not trivial due to its stable and symmetric structure and the 

most common way to characterize it is by vibrational spectroscopies such as Infrared (IR) 

or Raman spectroscopy [15]. CO2 has three normal vibrational modes (Figure 1.6): the 

symmetric and antisymmetric modes and the bending mode [16]. The three modes are 

different, and they show different activity toward the two aforementioned techniques: 

while the first mode is Raman active, the other two vibrations are IR active. In particular, 

the symmetric linear molecular geometry of CO2 results in unique vibrational features, 

characterized by two intense peaks, referred as 𝜈1and 𝜈3 bands, which correspond to 

symmetric and antisymmetric stretching vibrations respectively. The 𝜈1 band occurs at 

around 1388 cm-1 and this intense peak is sensitive to changes in the bond length of the 

C-O bonds in CO2 and can be used to determine the concentration of CO2 in a sample. In 

addition to these two intense peaks, the vibrational feature of CO2 also contains weaker 

peaks corresponding to bending vibrations and combination bands. 



 

6 

 

 

Figure 1.6: Characteristic vibrations of CO2 molecule. 

 

The chemistry of CO2 is complex and has huge environmental implications. Indeed, its 

relative chemical stability inhibits reactivity under normal conditions, so that CO2 is able 

to chemically react under specific conditions. For instance, in aqueous solutions, carbon 

dioxide dissolves and reacts with water to form H2CO3 which can further dissociate to 

HCO3
- and CO3

2- as shown in equation 1.1. 

     𝐶𝑂2(𝑔) + 𝐻2𝑂(𝑙) ⇌  𝐻2𝐶𝑂3(𝑎𝑞) ⇌  𝐻(𝑎𝑞)
+ +𝐻𝐶𝑂3(𝑎𝑞)

− ⇌ 2  𝐻(𝑎𝑞)
+ +  𝐶𝑂3(𝑎𝑞)

2−        (1.1) 

This reaction is fundamental to drive and control the acidity of natural waters such as 

oceans or lakes [17]. Carbon dioxide can also react with some metals to form metal 

carbonates. For example, when CO2 reacts with calcium oxide (CaO), it forms calcium 

carbonate (CaCO3), which is the primary component of limestone and other sedimentary 

rocks, having important implications on the formation of geological structures such as 

caves and coral reefs (equation 1.2). 

                                                         𝐶𝑎𝑂(𝑠) + 𝐶𝑂2(𝑔) → 𝐶𝑎𝐶𝑂3(𝑠)                                 (1.2) 

While the solubility in non-aqueous media is considerably higher, the concentration of 

CO2 dissolved in H2O is quite low. For example, in KHCO3 solutions at concentrations 

from 0.1 to 1.5 M, the concentration of dissolved CO2 is only about 33 mM to 45 mM at 

room temperature [18]. CO2 can be liquefied under high pressure and find applications in 

a wide range of industries such as [19,20]: 

• Refrigeration; 
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• Food and beverage industries; 

• Methanol and other chemical syntheses; 

• Medical applications; 

• Oil and gas industry. 

Reducing CO2 emissions and recycling it can be efficient ways to contrast the general 

increasing of CO2 concentration in the air and mitigate the negative effects of climate 

change. Different strategies can be implemented to reduce CO2 emissions, such as 

improving of the energy efficiency of industrial plants, equipment or domestic building 

by optimizing the facilities and limiting transport [21,22]. On the other hand, Carbon 

Capture and Storage (CCS) technologies are also investigated to capture the concentrated 

CO2 emissions from industrial processes and store them in long-term storage locations 

[23,24]. Another way to reduce CO2 emissions is to increase the use of renewable energy 

(such as solar, wind or hydropower) in order to maximize the use of green energies, 

limiting the emissions of CO2 related to the use of electricity produced from fossil fuels 

[25].  

A promising approach to limit the negative effects of the increasing of CO2 emissions is 

recycling and the subsequent conversion to higher value-added chemical compounds such 

as hydrocarbons or alcohols [26]. These processes firstly involve the capture of the 

emitted CO2 and its reduction to form building blocks for other chemical processes. 

Recycling of CO2 has the potential to significantly limit the concentrations of this gas on 

earth’s atmosphere and create new economic opportunities, but it is essential to 

understand that the development of technologies devoted to recycling of CO2 is still 

primordial and requires significant investments and improvements. In the next section, 

typical processes for CO2 recycling and conversion are presented, with particular 

attention to the electrochemical CO2 Reduction Reaction (eCO2RR) and the synthesis of 

e-Fuels.  
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1.3 Different ways to perform CO2 Reduction: the case of electrochemical CO2 

Reduction Reaction 

A large variety of methods can be exploited to perform the reduction of CO2 (Figure 1.7); 

They are promising and under study, but at the same time they all have weaknesses that 

limit their use in industrial applications.  

 

Figure 1.7: Typical methods for reduction of CO2. 

 

One of the most common ways to convert CO2 is thermal reduction. With this process 

CO2 is converted into other carbon-based compounds (such as CO or C) by exploiting 

high temperatures or pressures on a particular reactor vessel [27,28]. In particular, one 

common process is the so-called reverse Water Gas Shift reaction (rWGS), in which CO2 

and H2 react, under studied conditions, to form a mixture of CO and H2O, a typical starting 

point for other catalytic processes such as Fischer-Tropsch [29]. Due to its intrinsic 

endothermic behavior, rWGS is favored with the increasing of the overall temperature of 

the process; other factors that help to improve the efficiency of the reaction are the H2:CO 

ratio and a lower contact times [30]. rWGS can be studied as a stand-alone process to 

form syngas, but also as a starting point for other important catalytic reactions, such as in 

example the CO2 methanation reactions (or Sabatier reaction) [31]. However, the 

relatively high temperature of the processes introduces some important limitations, 

mostly related to the low life expectancy of reactors or catalysts, as well as a higher cost 
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in terms of dissipated energy and capital costs. One of the most important tasks of 

research is to achieve high conversion rates and selectivity using thermal processes but 

maintaining at the same time a good level of energy efficiency. Researchers are studying 

different experimental conditions (such as gas composition or temperature of the process) 

in order to improve the overall catalytic rate [32,33]. Methanol synthesis is another 

relevant industrial process that utilize enormous quantities of CO2 in combination with 

CO and hydrogen to form this essential building block for chemical processes [34]. 

Conventionally, methanol is produced from syngas via hydrogenation of CO and CO2, 

following the chemical reaction presented in equation 1.3.  

                                                      𝐶𝑂2 + 3𝐻2 ⇋ 𝐶𝐻3𝑂𝐻 +  𝐻2𝑂                                 (1.3) 

Due to the massive demand of methanol (more than 200 kTons per day), the recycling of 

CO2 from atmosphere or industrial processes has significant potential for growth as a 

commodity chemical or fuel toward methanol production [35]. 

Another promising method is the biochemical conversion of CO2, a process able to 

exploits the capability of some microorganisms or enzymes to exploit CO2 as carbon 

source for the synthesis of other chemicals via biological processes. In example, certain 

bacteria are able to convert CO2 into methane through a process called methanogenesis 

[36]. The idea behind this family of processes is to mime the natural photosynthesis where 

photosynthetic organisms (such as bacteria, algae or plants) convert CO2 into different 

organic compounds, referred as biofuels or bio-based chemicals [37]. Even if in general 

biological processes have several advantages mainly related to the low environmental 

impact, the methods still suffer of a low efficiency and limited scalability (requirement 

of long operational times and large space). Therefore research is currently exploring a 

number of innovative strategies, such as synthetic biology or genetic engineering to 

address these problems [38,39].  

Homogeneous and heterogeneous photocatalytic reduction of carbon dioxide is a 

challenging and deeply investigated process that involves light instead of thermal energy 

and the use of a particular photocatalyst to convert CO2 into other molecules such as CO, 

methane, formic acid or alcohols. In particular, heterogeneous photocatalytic CO2 

reduction exploit the capability of a semiconductor that is able to absorb light of an 
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opportune wavelength and to promote electrons from valence band to the conduction band 

leaving a hole in the valence band (Figure 1.8).  

 

 

Figure 1.8: Photoinduced generation of electron-hole pairs: 1) A radiation with an 

opportune wavelength promotes the generation of an electron in the conduction band 

(CB) and a hole in the valence band (VB). 2) These carriers can migrate to the surface of 

the catalyst to catalyze the half reactions. 3) Process of recombination of the carriers. 

 

The exciton couple that is formed through the absorption of a photon is able to catalyze 

the semi reactions of the process, in particular the reduction of carbon dioxide [40]. 

Photocatalysis has several advantages over traditional chemical processes, including its 

potential for green and sustainable chemistry, as well as its ability to operate at room 

temperature and atmospheric pressure [41]. However, this process suffers of different 

drawbacks including the low activity or stability of photocatalysts, the low lifetime of the 

exciton couple and the presence of contaminants that can easily poison the catalytic 

centers [42,43]. In addition to these problems, research is focusing on the optimization of 

photocatalysts, exploring a range of materials including metal oxides, metal sulfides and 

carbon-based materials or finding new synthetic strategies such as nanostructuration, 

doping with heteroatoms or formation of heterostructures [44–46]. Many researchers are 

investigating new hybrid synthetic methods where photocatalysis is coupled with other 

material functionalities [47,48]. For example, photothermal processes combine 

photocatalysis and thermal effects [49]. Localized Surface Plasmon Resonance (LSPR) 
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has been proved to be able to efficiently convert light into local heat, driving the 

thermocatalytic CO2 reduction along with or promoting the photocatalytic conversion of 

CO2 [50]. 

Compare to the aforementioned processes, the electrochemical CO2 Reduction Reaction 

(CO2RR or eCO2RR), often coupled with the utilization of renewable energy sources 

(such as solar or wind), is able to operate under mild conditions (less demanding with 

respect to thermal catalysis) or without the need of complex additional operations such as 

in the case of enzyme or microorganisms management [51]. Furthermore, the possibility 

of exploiting different technologies and electrochemical configurations, allows to use 

these processes even on an industrial scale, with easy implementation on existing 

infrastructures. The compounds that are produces from eCO2RR are referred as E-fuels 

(or electrofuels) if the products are produced using renewable sources of energy [52]. 

eCO2RR is performed in an electrochemical cell, a particular device where electrical 

energy is converted into chemical energy, performing a non-spontaneous process. A 

general explanation of different electrochemical setups is presented in chapter 1.5 focused 

on the study of electrocatalytic devices for CO2RR.  

As already observed for photocatalytic process, also for the eCO2RR the catalyst plays a 

key role. The material must have some common features in order to be used efficiently 

as working electrode toward the CO2 reduction such as a low overpotential, high 

selectivity toward a particular CO2RR product and high stability over time [53]. In 

particular, the selectivity is a very important parameter to describe an electrocatalysts due 

to the different reduction processes that can occur during CO2 reduction. Many reaction 

products can take place during CO2RR even if, depending on the working conditions, 

only part of them are easily formed [54]. The main half reactions and the relevant 

concurring hydrogen evolution reaction are summarized in Table 1.1:   
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Table 1.1: Main half reactions involved on eCO2RR.  

 

The mechanism of eCO2RR is complex and depends on several factors such as the 

material, the applied voltage, the cell configuration or the local CO2 concentration. 

Different intermediate species have been proposed to be involved in the reaction 

mechanism. The reaction pathway can be schematically summarized in four main steps 

(Figure 1.9): 1) adsorption of a CO2 molecule on the surface of the active material; 2) 

diffusion of electrons and/or protons to form a particular CO2 intermediate; 3) other 

further electronation that happen in order to form the final product; 4) desorption of the 

final product from the surface of the electrode [55]. The number of involved electrons or 

protons transfer during these steps depends mostly by the adsorption capability of the 

involved intermediates, affecting the catalytic pathway of the process and leading to the 

formation of different products.   

 

Figure 1.9: Steps of eCO2RR on the surface of a catalyst: A) adsorption of CO2 molecule 

on the surface of the catalyst; B) and C) flow of the charge carriers and rearrangement 

of the product; D) desorption of the product from the surface of the catalyst. 
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In particular, the catalytic pathway of CO2RR on Cu-based catalysts (the aim of this 

thesis) have been previously investigated by Schouten et al, proposing that it starts from 

the formation of a negatively charged carboxyl radical 𝐶𝑂2
.−(Figure 1.10) followed by its 

adsorption on the surface of the electrocatalysts [56]. At this point the reaction can 

proceed via two different pathways: the carboxyl radical can be reduced to form formate, 

that is easily desorbed in solution, or to form CO. Carbon monoxide can be also 

protonated to carbonyl and then to methane; or, if the concentration of adsorbed CO on 

the surface is particularly high, can dimerize, forming ethylene or other Cn products.   

 

Figure 1.10: Proposed mechanism for the eCO2RR on a Cu surface. From [56]. 

 

Great efforts had been done to optimize the cell setup, the cathodic material and the 

overall catalytic process, but the present systems still are not able to fulfill the industrial 

requirements for large scale applications. First, major efforts must be made to synthetize 

a catalyst capable to selectively drive the process toward the desired product. The control 

of the selectivity is fundamental to minimize undesirable effect of catalyst poisoning or 

subsequent problem of products separation. Moreover, despite enormous research efforts 

towards CO2 conversion in C2+ products, this process is still not economically feasible as 

a proper balance of overall costs (including costs related to the electrical source and 

separation of the different products) need to be done [57–59]. 

Summarizing, e-fuels have the potential to be a promising solution to reduce greenhouse 

gas emission by using renewable energy sources and recycling CO2 emitted from those 

industrial sectors where decarbonization is difficult to achieve but much more research in 

material and devices design is still needed. 
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1.4 The role of nanostructuration on the catalytic process 

The heterogeneous reduction of CO2 has the potential to produce valuable chemicals and 

fuels while simultaneously reducing greenhouse gas emissions. The different methods 

presented in chapter 1.3 are characterized by promising advantages with still significant 

drawbacks that limit or preclude their use on real industrial applications. The scalability 

and economic viability of these approaches is still under debate, mainly due to the 

significant required energy inputs and the need of sophisticated and dedicated equipment 

that affect the overall cost of the processes. Moreover, the high stability of CO2 molecule 

reduces the overall conversion efficiency. The difficulties in fully understand the 

particular catalytic pathways for emerging materials is still an important limitation on 

their optimization. The large variety of parameters that can affect the reaction mechanism 

often results in low selectivity, with subsequent increased costs related to the separation 

of the different products [60].  

From this point of view the catalyst play a fundamental role in guiding the CO2 reduction 

toward a particular product. The ability to tune the structure and morphology of a 

heterogeneous catalyst at nanoscale level is a powerful tool to modulate catalytic 

properties in general and therefore, also in the case of CO2 reduction. Improved catalytic 

performances upon fine control of size, exposed facets or composition have been shown 

to occur in metal-based oxides, metals, carbon-based materials or molecular compounds 

[61,62]. Different strategies have been exploited to tailor materials at the nanoscale, 

including top-down (i.e., ball milling or nanofabrication) and bottom-up (through 

chemical synthesis or self-assembly approaches) methods. By rational modification of a 

catalyst, the coordination of atoms can change and the number of under coordinate atoms 

can increase, promoting the adsorption of molecules and favoring the overall reactivity 

(Figure 1.11) [63]. For example, one promising strategy to improve the catalytic behavior 

of a system is the selection of the exposed facets through facet engineering [64]. Other 

approaches can be useful for the optimization of a catalyst activity such as the obtainment 

of porous or 2D morphologies. Porosity can be either intrinsic to the chemical structure 

or been created through post-synthetic modification, for instance by etching of alloyed 

NPs [65,66]; the result is a catalyst characterized with an extremely high surface area and 

an intrinsically enhanced activity. The obtainment of an active nanostructure is important 

for enhancing reactivity, but to guarantee stability it is necessary that the nanostructure 
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do not undergoes structural modifications such as sintering or coarsening. Therefore, 

nanomaterials are often supported on inert or active supports/co catalysts [67]. These 

supports can be also nanostructured such as 2D flat g-C3N4, graphene and derivates or 

MoS2. When these supports are used in electrochemical applications, they must be able 

to compensate the low charge mobility typical of metal oxides. This is achieved by 

making high and homogeneous dispersion of the nanoparticles onto conductive supports 

[68]. The close contact between catalyst and support implies an efficient electron and 

mass transfer.  

 

Figure 1.11: Different approaches for the improvement of catalytic behavior of a 

material through increasing of the number of active sites or increasing of intrinsic 

activity. From [69]. 

 

1.5 Different electrochemical setups for CO2 Reduction Reaction 

Electrochemistry is a branch of chemistry where the interactions that occurs between a 

material and an electrical voltage are studied and rationalized. Electrocatalysis interprets 

the effects of an applied potential on the interface between an electrode and an electrolyte. 

This allows to study redox reactions that occurs at the electrode surface and to obtain 

indications of the catalytic behavior of the material toward a particular faradaic process. 

Beside a general behavior, where the reagents of the semi reactions are consumed to form 

products through flowing of electrons, there are different phenomena that could introduce 

deviations from the ideality. For example, an unavoidable consequence of an applied 

potential is the “charging” of the electrode – electrolyte interface: free charges (holes or 
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electrons) accumulate on the electrode surface, while in the electrolyte there is a buildup 

of the opposite ions. This result in the formation of a double layer (i.e., a capacitor), and 

a subsequent capacitive current readable by a potentiostat. Moreover, diffusion of the 

involved species from bulk solution to the surface of the electrode (where the semi-

reaction occurs) can limit the mechanism of the process and affects the overall behavior 

[70].  

To perform electrochemical processes and understand the chemistry involved in the 

reaction, it is necessary to have at least a second electrode to close the circuit and isolate 

the entire setup from external interferences. Among different electrochemical cells, three-

electrode configuration is the most used setup and the choice for the electrochemical 

characterization performed throughout this Ph.D. thesis. In this particular configuration, 

a working electrode (WE), at which the reaction of interest takes place, is faced with a 

reference electrode (RE) and a counter electrode (CE), where the counter-reaction occurs 

to close the electric circuit. In the case of CO2RR performed in aqueous electrolytes, the 

WE is a negatively charged cathode where CO2 and protons are reduced, while on the 

counter electrode H2O is oxidized to O2 through Oxygen Evolution Reaction (OER) 

process. The RE is fundamental in those measurements because it is used as a reference 

for the applied voltages, thanks to its non-polarizability and the stability of its potential 

over the time [71]. Different reference electrodes are commonly used for these 

measurements (in our case Ag/AgCl or Saturated Calomel Electrode, SCE). Generally, 

potentials are referred/converted to the Reversible Hydrogen Electrode (RHE), a RE that 

takes in account the variation of the voltage due to a different pH [72]. In order to well 

compare the results obtained along this work with respect to the state-of-the art, the 

voltage values recorded vs. Ag/AgCl sat. had been converted to RHE.  

From a theoretical point of view, the working potential of an electrochemical cell (𝑉) is 

directly related to the thermodynamic potentials of the considered reactions (𝐸). Beside 

this, different parameters can affect the effective voltage of the cell: for this reason, other 

terms need to be added in the typical expression of voltage (Equation 1.4). These factors 

are mostly related to the electrode material or the composition of the electrolyte and are 

describe as: the overpotential that need to be applied in order to have detect reasonable 

currents (𝜂), the Ohmic loss due to the intrinsic resistance of an electrochemical setup 
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(𝑉Ω) and the stabilization voltage (𝑉𝑡), corresponding to the potential variation due to the 

degradation of the material during the measure [73].  

                                                   𝑉 = 𝐸 +  𝜂 +  𝑉Ω +  𝑉𝑡                                                          (1.4) 

All these contributions result in higher operative voltages and resistive heating that could 

affect the overall efficiency of the electrochemical process and the stability of the entire 

setup. From this point of view, the minimization of all the different contributions is 

essential to drive the entire process in an efficient and sustainable way. Overpotentials 

can be limited by the optimization of the material constituting the electrode, while ohmic 

losses can be drastically mitigated by optimizing the design of the electrochemical device 

[74].  

In order to study the catalytic properties of a new material devoted for a particular 

electrochemical process, usually it is appropriate to first use a basic electrochemical 

device, without membranes to avoid multiple interfaces. For this reason, the 

electrochemical characterization is usually performed preliminarily in a single chamber 

cell where the working electrode is typically separated from the other two electrodes, RE 

and CE, each confined in a bridge and separated from the electrolyte solution by glass 

frits. Moreover, the possibility to use a Rotating Disk Electrode (RDE) with a fixed 

geometrical area allows to neglect the issues related to a low diffusion of the involved 

species and perform hydrodynamic studies (Figure 1.12). More in dept studying of a 

particular material can be done in more sophisticated setups varying the electrodes or with 

the addition of a membrane. 

 

Figure 1.12: Schematic representation of a typical 3-electrode electrochemical cell with 

a Rotating Disk Electrode. 
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A more complex electrochemical device respects the single-chamber cell is the so-called 

H-cell (Figure 1.13). In this kind of electrochemical setup, working electrode and counter 

electrode are located in two different reaction chambers, separated by a membrane and 

filled with the chosen electrolyte [75]. 

 

Figure 1.13: Schematic representation of a H-cell. From [75]. 

 

The reference electrode is generally introduced in the same chamber of the working 

electrode, in order to easily control the voltage on the side of the interested process. The 

catalyst can be a powder deposited on conductive supports like carbon paper, glassy 

carbon or metal plates. During the catalytic experiment, CO2 flows on both sides of the 

device and the gas phase products are collected from the headspace and sent to online 

Gas Chromatography analysis. The membrane is a fundamental part for the correct 

functioning of the device, due to its ability to face the hydrostatic pressure from one or 

both sides of the cell, avoiding at the same time the crossover of different products and 

their re-oxidation on the counter electrode [76]. Membranes must be permeable to charge 

carriers to maintain the charge neutrality in the system during operation. Polymer 

membranes are rated for their charge conductivity and their permeability to other 

chemicals. While their backbone is based on inert and resistant polymers, the different 

chemical and structural features of the commercial-available membranes are tailormade 

in order to fit the desired working conditions (pH of media, minimal permeability to 

reactants and products). For example, the permeability of the charge carriers on the two 

sides of a H-cell is guaranteed by the different terminal groups of the chosen membrane. 

Even the different electrolyte (and so even the choice of the operative pH) affects the 

selection of the membrane: in case of CO2RR performed under acidic conditions, the use 
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of Nafion® membranes is suggested, thanks to their capability to transport protons; On 

the other hand, the use of Sustainion® membranes is particularly appropriate for 

electrocatalytic processes performed in alkaline environments. The main advantages of 

the H-cells are the compact dimensions, ease of use and clean and ability to rapid screen 

of catalysts. On the other hand, besides many successful works on the lab-scale, H-cells 

suffers of difficulties on the scaling up, in particular in terms of exposed surface area of 

the catalyst and the difficulties to reach industrial current densities [77].  

A more sophisticated device useful for CO2RR characterization is the liquid phase 

electrolyzer (or flow cell), an implementation of H-cell where the two compartments are 

separated using a particular membrane (Figure 1.14). The main difference with a H-cell 

is the direct contact of feeding gas (CO2), electrolyte and electrode, forming an interface 

called Triple Phase Boundary (TPD). This is possible thanks to the presence of a Gas 

Diffusion Electrode (GDE) composed of a conductive hydrophilic surface on one side (in 

contact with the electrolyte), and a hydrophobic and porous structure where the gas can 

flow. The GDE is able to improve the intimate contact between the catalyst, the gaseous 

reactant and the electrolyte, minimizing at the same time the resistance due to the 

insulating gas bubbles of products formed during the electrochemical process [78]. 

Compared to the typical H-cell, a flow cell with a GDE is able to improve the mass 

transportations and shorter the diffusion path of CO2, limiting at the same time the activity 

of HER process [79]. As a result of these advantages, a nanostructured material, tested in 

a flow cell, can showed improved activity toward the considered process, allowing to use 

higher industrial-scaled current densities [80,81]. As reported for other configurations, 

also Polymer Electrolyte Membrane (PEM) cells show some disadvantages that limits 

their use in CO2RR applications. First the high ohmic losses on these particular devices 

can be significant. due to the presence of many different interfaces and the typical high 

applied current densities [78]. Moreover, different issues are reported regarding the 

management of H2O, the geometrical limitations of these devices and the low stability of 

the GDL under operative conditions [82].   
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Figure 1.14: Schematic representation of a Liquid electrolyzer. Insert: cross section of a 

GDL (gas diffusion layer). 

 

One of the main goals of electrocatalysis is the fully understanding of the mechanisms 

that control the competition between different possible reactions that can occur on the 

catalysts surface, rationalizing at the same time which catalytic pathways are favored. 

The ultimate goal is to drive both the activity and the selectivity of the process toward a 

selected product, especially in multi-steps processes. This is the case of CO2RR, where 

carbon dioxide can be converted to a large range of products[83]. To summarize, it is 

important to consider that real industrial conditions are different from those of lab-scale 

tests. This implies that the indications obtained in preliminary investigations on simplified 

electrochemical cells might not be directly or easily transfer to or compared with more 

realistic industrial cases. In the specific case of CO2RR process, typical experiments are 

conducted under pure CO2 feeding, a condition totally different than the industrial context 

where the CO2 supplied is less pure and where the purification increase the overall costs 

of the process. Working under real conditions means also that the CO2 feedstock could 

have some contaminants that can poison the catalysts and make them less efficient toward 

the CO2 conversion. 

 

1.6 Aim and outline of the thesis 

CO2 recycling is an essential and promising class of processes where CO2 is reused and 

converted in useful fuels or chemicals; however, it still suffers of poor selectivity of the 

products, low efficiencies and stability of the catalysts. Among the different way to 

catalyze CO2 reduction, electrocatalytic CO2RR processes can be able to face the 

increased demand and industrial scaling-up productivities. The present Ph.D. thesis was 
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focused on the development of a synthetic route to prepare Cu-based catalysts for 

electrochemical CO2RR, analyzing the activity, the selectivity and stability, with attention 

to the evaluation of the catalyst nanostructure. 

In the first chapter background introduction is reported, focusing on the most important 

ways to convert CO2 into other high-value added compounds. After a short overview on 

the role of CO2 as greenhouse gas and circular economy, the key features of the different 

processes of CO2 reduction are presented, focusing on the electrocatalytic CO2RR and 

the role of nanostructure to prepare efficient catalysts.  

In chapter 2 an overview of the different synthetic methods and characterization 

techniques is presented, focusing on structural (XRD), morphological (TEM and SEM) 

and electrochemical techniques.  

In chapter 3, synthesis and characterization of Cu2O nanoparticles with two different 

morphologies (cubic and rhombo dodecahedral) are presented. These nanoparticles have 

been used as electrocatalysts toward the formation of E-fuels through eCO2RR, 

highlighting the different behavior of the two shapes in terms of current and selectivity. 

Moreover, the effects of the electrochemical catalytic process on the obtained 

nanoparticles have been studied by operando or post-characterizations such as EXAFS 

or SEM. Chapter 4 discusses the formation of Cu2O-based heterostructures based on 

different supports such as g-C3N4, RGO or MoS2. This is part of the strategy to increase 

stability and selectivity of the original unsupported Cu2O nanoparticles. In particular, 

syntheses of different composites are presented with a deep characterization of the 

features of the materials, focusing the attention on the study of CO2RR activity.  

In chapter 5, the problem of stability is further tackled by making bimetallic alloys and 

structures based on Cu and Sn through a facile and scalable urea glass route. The XRD 

characterization revealed the intrinsic relationships between the two metal of the 

materials and the electrochemical CO2RR studies confirmed an improved catalytic 

activity toward the reduction of CO2 respect of the monometallic catalysts. 

In chapter 6, a promising TiN nanotube array for gas phase photothermal catalytic CO2 

reduction is briefly presented. The focus was on optimizing the cell 

configuration/working conditions to obtain decent and promising catalytic performances.  
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A summary of the work and some future perspectives are presented in chapter 7. 
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Chapter 2 

Characterization techniques  

2.1 Introduction 

Materials can exhibit unique new properties or behaviors when synthesized at the 

nanoscale [1,2]. Therefore, adequate structure and morphology characterization of 

nanomaterials is of paramount importance to understand the relationship between 

nanostructure and performances. Consistently, a brief description of the experimental 

techniques used in this Ph.D. thesis is reported. Several characterizations have been used 

to study the structure, morphology and texture of the investigated nanomaterials. In 

particular, X-ray Diffraction and Raman spectroscopies are widely used techniques to 

unravel the structure of the synthetized materials and, in the case of carbon-based 

structures, to investigate the nature of organic species adsorbed on the surface of the 

catalysts. On the other hand, X-Ray Photoelectron Microscopy and X-ray Absorption 

Spectroscopy are useful tools to study the chemical state and composition of the catalyst 

surface and of the bulk, respectively. Microscopy characterization is used to investigate 

morphological features of a material. 

Many efforts have been dedicated to study the different synthetized materials from an 

electrochemical point of view. Therefore, in the following subchapters it will be presented 

also a rapidly overview of the most common electrochemical techniques and 

characterizations, both under Direct Current (DC) and Alternate Current (AC) fields. To 

conclude, a short overview of the different experimental procedures is presented.  

 

2.2 Powder X-Ray Diffraction 

X-Ray Diffraction (XRD) is a widely-used technique to investigate the structure of 

materials [3]. XRD is based on the diffraction phenomenon that occurs when x-ray 

photons are scattered by crystallographic lattice planes. The diffracted photons are 

characterized on a maximum of the intensity when a constructive interference occur 

between the waves, as described by the Bragg’s law (equation 2.1): 
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                                                        𝑛𝜆 = 2𝑑𝑠ⅇ𝑛𝜃                                                   (2. 1) 

where 𝑛 correspond to the diffraction order, 𝜆 the wavelength of the incident x-ray, 𝑑 is 

the interplanar spacing and 𝜃 is the incident angle of the beam. 

The analysis of the diffraction pattern gives information regarding the different lattice 

planes of the material, the typical features of the unit cell and the crystallite size. In 

particular, the crystallite size is directly extrapolated from the width of considered 

reflections on the XRD diffractogram, by applying the Scherrer’s equation (equation 2.2):  

                                                              𝜏 =
𝐾𝜆

𝛽 𝑐𝑜𝑠 𝜃
                                                                  (2.2) 

where 𝜏 is the crystallite mean size, 𝐾 is a constant related to the peak shape, 𝜆 is the x-

ray wavelength, 𝛽 is the full width at half maximum (FWHM) and 𝜃 is the Bragg angle. 

From the analysis of equation 2.2, it is possible to observe that materials with small 

crystallite size are directly related to broad reflections with higher FWHM. Based on the 

same principle, amorphous materials display no sharp reflections but only broad bands 

due to the absence of long-range order. Beside these considerations, Scherrer’s law is not 

always reliable due to the dependency of the broadening to other factors such as the 

presence of grain boundaries or dislocations, crystalline mismatch and intrinsic stress or 

impurities in the crystalline lattice. In addition, the 𝛽 value may be affected by 

instrumental factors. In this Ph.D. thesis, the crystalline structure of the different materials 

was investigated by X-ray diffraction (XRD) using a high-resolution X-ray powder 

diffractometer (PANalytical X’Pert Pro MPD) with Cu Kα radiation (λ = 0.1541 nm). 

The measurements were performed in Bragg−Brentano geometry in a 2θ range of 

10−100° with a step size of 0.033°. 

 

2.3 Raman Spectroscopy 

Raman spectroscopy is a technique used to characterize the chemical phase of a sample 

by studying the vibrations of modes related to the scattering of light [3]. In this technique, 

a laser is used to irradiate a sample, and the scattered light is collected and analyzed. The 

particular light source can be either at the same wavelength as the incident laser light 

(Rayleigh scattering) or at a different wavelength due to the vibrational energy of the 
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sample molecules (Raman scattering). The Raman scattering occurs due to the inelastic 

scattering of the incident photons by the molecular vibrations of the sample. By 

measuring the Raman scattering, information about the vibrational modes of the sample 

can be obtained. The different information can be used to identify the molecular structure 

of the sample or to study its physical properties. In particular, Raman is exploited to 

understand the vibrational modes for crystalline materials through the analysis of the 

characteristic vibrations of a probe atom in the sample crystalline cell. 

There are two types of Raman spectroscopy: spontaneous and stimulated. In spontaneous 

Raman spectroscopy, the sample is irradiated with a laser and the scattered light is 

collected and analyzed. In stimulated Raman spectroscopy, two laser beams are used: one 

to excite the sample and a second to probe the Raman scattering. This technique can 

provide higher sensitivity and faster acquisition times compared to spontaneous Raman 

spectroscopy. 

In Raman spectroscopy, the scattered light at a different frequency (Raman scattering) is 

due to the interaction between the incident laser light and the vibrational modes of the 

molecules in the sample. Vibrational modes are the specific ways in which the atoms in 

a molecule, or in a crystalline cell, can vibrate relative to each other. Each vibrational 

mode has a specific energy associated with it, and this energy can be probed by Raman 

spectroscopy. When the incident laser light interacts with the sample, it excites the 

vibrational modes of the molecules causing them the transition to higher vibrational 

states. Some of the scattered light from the sample has a frequency that corresponds to 

the difference in energy between the initial and final vibrational states of the molecules. 

This Raman scattered light carries information about the vibrational modes of the 

molecule or of the atoms in the crystalline lattice and can be used to identify the molecular 

/ crystalline structure of the sample or to study its physical properties. Different types of 

vibrational modes can be excited in Raman spectroscopy, including stretching modes 

(related to the stretching of chemical bonds), bending modes (related to the bending of 

chemical bonds), and torsional modes. Torsional modes involve the twisting of chemical 

bonds. The frequencies and intensities of the Raman scattered light depend on the types 

of vibrational modes that are excited and the molecular or crystalline structure of the 

sample. Overall, Raman spectroscopy provides a powerful tool for studying the 

vibrational modes of molecules or crystalline materials and has a wide range of 
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applications in many scientific fields [4]. Raman spectra have been acquired using a 

Renishaw InVia™ confocal Raman microscope coupled with three lasers with 

respectively 533, 632 and 785 nm as wavelength.  

 

2.4 X-Ray Photoelectron Spectroscopy  

X-ray Photoelectron Spectroscopy (XPS) is a technique that exploit the photoelectric 

effect to evaluate the binding energy of electrons and their kinetic energy and to have 

information regarding the chemical state of the first layers of a sample. Indeed, due to the 

short inelastic mean free path of the photoelectrons in matter, photoemission 

spectroscopies give reliable composition information only at the surface and nearby (1-

10 nm thickness). Thanks to this interesting feature, XPS is a very useful tool to evaluate 

phenomena that occurs on the surface of catalysts and their effects on its chemical state 

[5,6]. Moreover, XPS gives much information about the chemical nature of the nearest 

neighbours and the hybridization state of different species with a large variety of materials 

such as metals, semiconductors, polymers and, in general, nanostructured materials [7,8]. 

Besides the interesting information gives by this technique, XPS shows even limitations, 

mostly related to the experimental setups used to these characterizations. In fact, generally 

XPS require high vacuum or ultra-high vacuum conditions (<10-9 millibar), that limits the 

uses of this techniques for ex-situ experiments. Moreover, ultra-high vacuum or x-ray 

could affect the texture of the sample, modifying its structure during the analysis.  

As the energy of the x-ray is known (i.e. 1486.7 eV for Al Kα sources) and the kinetic 

energies of emitted electrons are measured during the analysis, the electron binding 

energy can be obtained by applying the energy conservation equation (equation 2.3): 

                                                    𝐵𝐸 = 𝐸𝑝 − (𝐸𝑘 + 𝛷)                                                     (2.3) 

with BE being the electron binding energy, Ep is the x-ray photon energy, Ek the 

photoelectron kinetic energy (measured during analysis) and Φ is the work function.  

An XPS spectrum shows the detected photoelectrons as counts toward their Binding 

Energy and each element has its own characteristic spectrum, where the different 

oxidation states are referred and related to its electronic configuration. Even if the counts 

are proportional to the amount of the particular element in a small sampling volume, the 
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quantitative accuracy of the technique is affected by different parameters such as the 

intensity of the obtained signal, the homogeneity and uniformity of the sample or the 

signal to noise ratio. To improve the overall quality of the acquired spectra, it is possible 

to perform these measurements exploiting synchrotron radiation. A typical instrument for 

XPS analysis is made with characteristic parts that includes a x-ray source, different 

chambers where sample is placed and ultra-high vacuum is maintained and a series of 

electromagnetic lenses that allows to focalize the photoemitted electrons. The analytical 

part is based on an electron energy analyser (Figure 2.1), composed by two hemispherical 

conductive magnets, and a detector. 

 

Figure 2.1: Scheme of a typical XPS instrument. 

 

2.5 X-ray Absorption Spectroscopy 

X-ray Absorption Spectroscopy (XAS) is a useful technique employed for the study of 

local geometric and electronic structure of matter [9]. In particular, XAS measures the 

dependency of the variation of x-ray absorption coefficient on varying the energy of the 

x-ray near the absorption edge of a particular element. The definition of the absorption 
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coefficient μ(E) rise directly from the Lambert Beer’s law, when x-rays pass through a 

body of l as length. This law allows to understand the relationship between the energy of 

the transmitted radiation 𝐼𝑡(𝑙) and the incident radiation 𝐼0 by the equation 2.4: 

                                                                     𝐼𝑙(𝑙) = 𝐼0ⅇ−𝜇(𝐸)𝑙                                                    (2.4) 

Where 𝐼𝑙 is the transmitted intensity and 𝜇(𝐸) is the energy-dependent x-ray absorption 

coefficient. At larger energy regions, 𝜇(𝐸) varies approximately as (equation 2.5): 

                                                              𝜇(𝐸) ≈
𝑑𝑍4

𝑚𝐸3
                                                            (2.5) 

Where d is the target density, Z the atomic number and m the atomic mass. Accordingly 

with equation 2.5, the absorption coefficient 𝜇(𝐸) is directly proportional to the atomic 

number of the elements and it decreases with increasing of the radiation energy. At the 

smallest x-ray energies for which the photon can be absorbed, the photoelectron will be 

excited to unoccupied bound states of the absorbing atom. This can lead to a strong 

increase of the absorption coefficient at particular x-ray energies corresponding to the 

energy difference between the core level and the unoccupied states (pre-edge absorption 

bands). When photon energy increases, transitions to continuum states are promoted and 

the obtained wave can scatter at the neighbouring atoms, causing an interference between 

the emitted and scattered waves that could induce a variation of the 𝜇(𝐸). This 

interference, that depends even on the geometry of the system, the distribution of the 

atoms that bound the central atom or the wavelength of the photoelectron, can be 

constructive or destructive, causing an energy-dependent final state and a dependency of 

absorption coefficient from the energy of the radiation [10]. Three main regions can be 

distinguished from the analysis of an XAS spectra (Figure 2.2) such as the pre-edge 

region, the X-Ray Absorption Near Edge Structure (XANES) and the Extended 

Absorption Fine Structure (EXAFS).  
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Figure 2.2: Characteristic regions of a typical XAS spectrum. 

 

XANES spectra are dependent on the different chemical bonding of the considered 

species, and it can exhibit different features based on the chemical oxidation states of the 

involved species. These features are affected by multiple scattering phenomena, and they 

could depend on the local geometry of the absorbing atom. The analysis of XANES region 

can gives useful information related to the coordination chemistry of the absorbing atom, 

the possible hybridizations of the orbitals and, more in general, the chemical state of the 

different crystal phases [11,12]. Besides improvements in recent years, theoretical 

simulations of XANES spectra are still demanding. Therefore, XANES spectra are 

generally compared with those of pure standards and in many cases, the XANES analysis 

is empirically based on linear combinations of spectra of “reference compounds”. In the 

EXAFS region (photon energies above 30 eV after the edge), the core electron is 

promoted to the continuum state and the signal depends on the neighbouring environment 

of the absorbing atom. EXAFS spectra give much information related to the coordination 

chemistry of the system, in particular in terms of type and number of neighbour atoms, 

and interatomic distances [13].  

XAS experiments are typically performed at synchrotron facilities since there is the need 

of the variation of the incident radiation energy. In a typical XAS beamline, x-rays are 

firstly separated and selected based on the different wavelength trough a double crystal 

monochromator and send to the sample by appropriate mirrors. During these experiments, 

the energy of the radiation is tunned, and the absorption coefficient is measured. In this 
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configuration, the measure of 𝜇(𝐸) can be obtained by direct measure of the incident and 

transmitted intensities of the radiation (so-called transmission mode) or by the measure 

of the incident radiation and the decay ones such as fluorescent radiation of Auger 

electrons (Fluorescence or electron yield mode) (Figure 2.3). 

 

Figure 2.3: Schematic representation of a typical XAS experimental facility. 

 

In general, the two regions of the spectrum are analysed separately due to the different 

information that can be extracted. Data analysis is characterized by different characteristic 

steps where the first is the so-called normalization of the spectrum, where the contribution 

of sample thickness is removed prior to the fitting process. The normalization of XANES 

spectra is performed by subtracting the pre-edge line from the measured spectrum over 

the whole energy range and division by Δμ0 prior to levelling the spectrum after the 

threshold.  

The elaboration of EXAFS region is generally more difficult, and more processing steps 

are required. First, the fine structure X(E) is obtained from the absorption background by 

fitting the pre- and post-edge lines. The pre-edge is subtracted from the experimental 

spectrum at every energy value and the background μ0(E) is approximated by a spline 

function that approaches the post-edge line at energies over the absorption edge. The 

difference between absorption coefficient μ(E) and the background μ0(E) is normalized 

toward Δμ0, resulting in the fine structure X(E). To find X(k) the threshold energy E0 is 

needed: this is typically considered as the maximum of the derivative of μ(E) toward E or 

as the energy value determined at half height of the step. Following, a Fourier transform 

(FT) into R-space is applied, giving useful information regarding all the contributions 

related with the scattering process. Due to the difficulties of interpretations of FT 
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functions, both real and imaginary part need to be considered in the processing steps to 

achieve a complete interpretation of the experimental measure.  

 

2.6 Microscopy techniques 

Acquisition of accurate and representative images of nanomaterials, approaching atomic 

resolution is mandatory in the field of nanotechnology. In this respect, electron 

microscopies are pivotal for the investigation of nanostructured materials. Modern 

electron microscopes are suitable for the morphological structural study of many different 

materials such as nanoparticles, clusters or heterostructures.  

The first fundamental parameter of a microscope (in particular for electron microscopy) 

is its resolution, defined as the minimum distance where two different objects can be 

distinguished. In a Transmission Electron Microscopy (TEM), the limitations of a typical 

optical microscope are easily overcome thanks to its high resolution [14]. The resolution 

of a microscope depends on several parameters, but it is mainly related to aberration and 

diffraction. Aberration is explained by geometrical optics and is limited by enhancing the 

optical quality of the instrument. Diffraction, on the other hand, is tangled to the nature 

of the wave used for the observation. If considering diffraction only, the maximum 

theoretical resolution that a microscope can achieve is related to the radiation wavelength, 

according to the Rayleigh criterion, that puts the resolution limit of any imaging process 

to the order of the wavelength used. From this concept it is possible to understand that 

normal optical microscopes are not suitable for the characterization of nanomaterials due 

to their low maximum theoretical resolution. On the other hand, the resolution of an 

electron microscope allows to achieve nanoscale magnifications. 

In a typical TEM instrument, the electrons are accelerated by a voltage V, acquiring a 

potential energy eV that is converted to kinetic energy of the electrons at the end of the 

accelerating section. Equating the two energies, the momentum as a function of the 

potential can be defined (equation 2.6 and 2.7): 

                                                                    ⅇ𝑉 =
1

2
𝑚0𝑉2                                                          (2.6) 

                                                                    𝑝 = √2𝑚0ⅇ𝑉                                                          (2.7) 
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The value of 𝜆 of an electron can be obtained by substituting equation 2.7 in the typical 

De Broglie’s relationship. For instance, an electron accelerated to 100 keV has a 

wavelength of about 0.004 nm, that is 100 times smaller than the diameter of an atom. In 

addition, increasing the accelerating voltage, the electron’s wavelength will decrease. 

However, it must be highlighted that equations 2.6 and 2.7 do not consider the relativistic 

effect that cannot be neglected for energies above 100 keV. Moreover, there are even 

some practical limitations related to the microscopes to take in account (such as the 

homogeneity of the magnetic lenses or some aberrations effects), limiting the resolution 

of this technique [15]. Nevertheless, atomic scale resolution is achievable by the use of 

modern instruments like aberration corrected TEM (AC-TEM) in which spatial and 

spectral resolution is significantly improved, even when using low accelerating voltages 

(Figure 2.4) [16]. The possibility to have great resolutions without using high accelerating 

voltages is definitely advantageous in case of unstable materials, where a strong electron 

beam could affect the nanostructuration or the stability of the sample [17].  

 

Figure 2.4: Spatial resolution of different microscopy instruments over the years.  

 

In a typical TEM instrument, an electron beam is generated on the top of a vertical column 

and directed to pass through a sample positioned in a holder aligned with the beam (Figure 

2.5). Two common types of electron sources are used in a TEM instrument that are 

thermionic emission source and Field Emission Gun (FEG) and they are characterized by 

the way electrons are generated. After that the electrons are generated from the source, 

these particles are accelerated by an electrostatic field before entering the column; the 
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strength of the field control the kinetic energy of the electrons. The column is kept under 

ultra-high vacuum in order to drastically reduce the scattering of electron beams due to 

the presence of gaseous atoms. Some electron lenses are positioned along the column and 

helps to maintain the beam focused and aligned to the sample. When the beam reaches 

the specimen, the electrons pass through the sample, interacting with its crystal structure 

and generating diffracted and non-diffracted electrons. These electrons are focused by 

another lens to the back focal plane (BFP), where a diffraction pattern is formed and in 

which every spot is related to the reflection of crystal planes in one particular orientation. 

Images and diffraction patterns are visualized on a fluorescent screen and may be digitally 

recorded using a camera positioned below this screen. 

 

Figure 2.5: Schematic representation of a TEM column. 

 

Generally, the diffraction pattern is obtained by selecting a specific area with particular 

lenses, in order to avoid the saturation of the camera sensor. This operation generates the 

so-called Selected Area Electron Diffraction images (SAED) [18]. After this selection of 

the diffraction pattern area, different detections systems could be used (Figure 2.6). The 

direct diffracted electrons could form the so-called Bright Field (BF) mode, while those 

collected from scattered electrons result in Dark Field (DF) mode. The BF detector is 

aligned to the transmitted electrons while the DF detector is annular and surrounds the 

BF detector. Another detector, positioned at very high angles with respect to the 
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transmitted beam, can be mounted on the TEM instrument (High Angle Annular Dark-

Field detector, HAADF). The images obtained by this detector have a high z-contrast and 

this technique is particularly advantageous for detecting heavy metal nanostructures. 

High Resolution TEM (HR-TEM) consists in the use of high voltages to increase the 

resolution of the typical measurements and it is very useful to characterize crystalline 

lattices, planar distances or eventual defects on the crystalline structure [19]. On the other 

hand, the use of high voltages could induce some modifications or damages to the 

structure of the sample and there are still issues related to the representation of a 

crystalline 3D structure in a 2D image. 

 

Figure 2.6: Schematic representation of the various detectors in a TEM. 

 

From the inelastic interactions of the electrons with the sample, in which energy is 

transferred, it is possible to obtain information regarding the composition of a sample. 

Energy transfer from an incoming high energy electron to core electrons of the atoms 

sample may result in the ionization of the atom itself forming a hole that can recombine 

with higher energy level electrons releasing the excess under x-ray photons. These 

photons are characteristic of the atoms nature from which it was emitted and they can 

collected and analysed using x-ray Energy Dispersive Spectroscopy (EDS), building a 

spectrum of the elemental composition of the sample [20]. 

Scanning Electron Microscopy (SEM) is another common microscopy technique where 

an electronic beam is focalized on a specimen and used to create an imagine that shows 
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the morphology of the sample. In particular, SEM exploit the secondary electrons (SE) 

emitted from the sample to form the image allowing the morphological characterization 

even to thick samples. Secondary electrons are the most common electrons used for 

imaging due to high abundance and they are arbitrarily defined as electron with less than 

50 eV of energy after the exit from the sample. A SEM instrument is made of different 

main components such as the electron source, electron lenses, the specimen and the 

detectors (Figure 2.7).  

 

Figure 2.7: Schematic representation of a typical SEM instrument. 

 

The secondary electron detector (SED) is the main tool to form the image on a SEM due 

to the high amount of emitted secondary electrons. These electrons form images of the 

morphology of the sample, but they cannot give information regarding its composition. 

To do this, SEM can be equipped with a BackScatter Electron Detector (BSED) that is 

able to detect the backscattered electrons that are more energetic and very sensitive to the 

atomic number, giving information regarding which atoms are present in the specimen. 

In this Ph.D. thesis, the morphology of fabricated nanostructures was investigated using 

a Hitachi FE-SEM 4800 scanning electron microscope (SEM) and TEM JEOL 2010 with 

a LaB6 emission gun operating at 160 kV for TEM images. For EDX measurements, the 

samples were diluted in EtOH, sonicated for 3 min and were drop-casted on grids. 



 

42 

 

Samples were then examined under Jeol-7900F SEM microscope with accelerating 

voltage of 5 kV. 

 

2.7 Electrochemical methods and apparatus 

2.7.1 Theoretical Bases of Electrocatalytic processes and techniques 

The importance of electrochemistry rises from the ability to drive the energy of an 

electron on an electrode surface by applying a voltage difference. In particular, in a 

reductive process, the electron could transfer from the electrode to the considered 

molecule if the potential energy is higher than the Lowest Unoccupied Molecular Orbital 

of the species (Figure 2.8). 

 

Figure 2.8: Representation of electron transfer in an electrode. From Reference [19]. 

 

Moreover, the applied bias is an external parameter controlled by the operator and that 

means that it can be exploited for the calculation of the thermodynamic (through 

evaluation of 𝐸0 or Δ𝐺) and kinetic (𝑖0, 𝑘0) that rule the process.  

Electrochemical techniques can be divided in two main groups: the Direct Current (DC) 

techniques such as Cyclic Voltammetries (CVs), Linear Sweep Voltammetries (LSVs), 

ChronoAmperometries (CAs) or ChronoPotentiometries (CPs) and the Alternating 

Current (AC) methods, i.e. Electrochemical Impedance Spectroscopy (EIS). Cyclic 

Voltammetry is a potential sweep technique, where the voltage is scanned in a fixed 

window in a reversible way, by using a triangular pulse (Figure 2.9) [21].   
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Figure 2.9: Shape of the pulse (A) and the signal (B) in a Cyclic Voltammetry. 

 

During the first part of the CV (the anodic sweep), the potential changes at a fixed rate 

from V0 to V1. If a peak in the voltammogram (Figure 2.8 B) is registered, an oxidation 

is taking place. The height of the peak is affected by different parameters such as the 

reactant concentration, the scan rate of the process and the diffusional properties of the 

electroactive species. The relationship between the current of the peak and the 

electrochemical features of the process in a solution is described by the Randles-Sevcik 

equation (equation 2.8): 

                                                𝑖𝑃 = 0.4463 𝑛 𝐹 𝐴 𝐶 (
𝑛 𝐹 𝑣 𝐷

𝑅𝑇
)

1
2⁄

                                (2.8) 

Where 𝑖𝑃 is the current maximum, n is the number of electrons transferred, A the electrode 

surface area, F the Faraday Constant, D is the diffusion coefficient, C is the concentration 

of the reactant, v is the scan rate, R is the Gas constant and T is the temperature. 

The particular shape of the CV curve is due to the diffusion of the species to the electrode. 

Indeed, the peak current potential (Ep) is the potential at which the rate of reaction on the 

interface between the electrode and the electrolyte is equal to the diffusion rate of the 

reactant from the solution to the interface. The same considerations can be done for the 

second part of the CV (the cathodic sweep), where a reduction can take place. The 

analysis of the position, the shape and the area of the peaks is fundamental to rationalize 

the electrochemical processes that occurs in the system. 

Similarly to CVs, LSVs are potential sweep techniques where a single electrochemical 

process is monitored due the application of a particular voltage difference (Figure 2.10). 
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Figure 2.10: Shape of the pulse (A) and the signal (B) in a Linear Sweep Voltammetry. 

 

Chrono-dependent methods (CA and CP) are techniques where current (CA) or potential 

(CP) is measured over the time, while the other parameter is fixed at a chosen value [22]. 

The typical form of a CA (Figure 2.11) follows the Cottrell equation (equation 2.9):  

                                                              𝑖 =
𝑛 𝐹 𝐴 𝑐𝑗

0𝐷𝑗
1

2⁄

(𝜋𝑡)
1

2⁄
                                                                (2.9) 

Where 𝑐𝑗
0 is the initial concentration of the analyte j. The shape of the CA curve depends 

on the diffusion of the analyte to the surface of the electrode. Indeed, as the analyte reacts 

at the electrode interface, its local concentration is depleted, and the current will decay 

over time until either the analyte is completely consumed (i = 0) or an equilibrium with 

diffusion is reached (i = ieq). 

 

Figure 2.11: Excitation (A) and Response (B) waves for Chrono Amperometry (blue) and 

Chrono Potentiometry (red). 
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It is important to underline that all the discussed techniques fits well when reversible 

systems (Redox couples with very fast kinetics) are considered. In the case of 

nanostructured electrocatalysts, that represent the main subject of this study, the behavior 

will deviate from ideal due to the presence of other processes such as change in structure 

and morphology, leading a different electrode kinetics. 

Electrochemical Impedance Spectroscopy (EIS) provides information about the 

phenomena that occur at the electrode-electrolyte interface by evaluating the resistive or 

capacitive properties of a system [23]. As previously noted, EIS uses an AC sinusoidal 

excitation signal as a probe collecting the impedance value at varying AC frequencies. 

Impedance is defined as expression of the opposition that an electronic component, 

circuit, or system offers to alternating and/or direct electric current. EIS response can be 

studied with an equivalent circuit, in which every component (such as resistors, capacitors 

and inductors) corresponds to a particular phenomenon in the cell. The simplest case is 

represented by a pure resistance R across which a sinusoidal voltage is applied. The 

current can be calculated by the Ohm’s law (i = V/R) and its onset is instantaneous, 

leading to a sinusoidal current wavefunction in phase with the bias. However, if we 

consider a capacitor in the same situation, the potential and current wavefunctions will be 

out of phase. Indeed, when the capacitor starts charging the current is maximized, while 

when the potential is at its peak, the capacitor is fully charged and no current passes (the 

capacitor acts as a brake). This difference in phases can be expressed more easily with 

complex notation, as the real and imaginary parts can facilitate calculations.  

The simplest model for a cell, the Randles circuit, presents a resistor coupled with a 

capacitor and a resistor in parallel and the corresponding EIS gives a semicircle in a 

Nyquist plot (real impedance values vs imaginary impedance values) (Figure 2.12).  

 

Figure 2.12: Randles equivalent circuit for a typical electrode and relative Nyquist plot. 
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To understand the connection between Randles circuit and an electrochemical cell, we 

can evaluate each component at a time. The first resistance (RΩ) and the capacitance (Cdl) 

depend on the nature of the electrode-electrolyte interface. RΩ, also called uncompensated 

resistance (Ru), is the resistance of the electrolyte between the Working Electrode (WE) 

and the Reference Electrode (RE) (Figure 2.12). The Cdl capacitance is instead caused by 

the accumulation of ions in solution on the electrode surface when a bias is imposed. Cdl 

is mainly dependent on the electrode and can be used to calculate the Electrochemical 

Surface Area (ECSA) of different catalytic materials. The Charge Transfer Resistance 

(Rct) can be derived from the Butler-Volmer equation (equation 2.10):  

                                                                          𝑅𝑐𝑡 =
𝑅𝑇

𝑛𝐹𝑖0
                                                             (2.10) 

From this relation, it can be seen that 𝑅𝑐𝑡 and 𝑖0 (exchange current) are inversely 

proportional: this means that faster kinetics have lower charge transfer resistance values. 

As previously noted, a normal Randles circuit will give a semicircle-shaped response in 

the R(Z) vs -Im(Z) space (i.e. Nyquist plot). The real response of an electrochemical 

system affects the non–ideal shape of Nyquist response by varying the typical figure of 

the plot. Two differences are particularly important to properly fit an EIS Nyquist plot. 

First, the semicircle can appear depressed (not perfectly spherical). This deviation from 

the model is due to the roughness of the electrode surface [24]. To fit properly this shape, 

a Constant Phase Element (CPE) can be used. The admittance (Y, the inverse of the 

impedance) of a CPE is: 

                                                          𝑌𝐶𝑃𝐸 = 𝑄0(𝑤𝑖)𝑛                                               (2.11) 

With 0 < n < 1. When n = 1 the CPE behaves as a pure capacitor, while for n = 0 the 

CPE behaves as a pure resistor (equation 2.11). Usually, values of n near 0.8 are assumed 

for electrode surfaces, resulting in a slightly depressed semicircle. A second correction is 

at the end of the semicircle (low frequencies), where diffusion limitations can give rise to 

a linear response in the Nyquist plot. To fit this data, a Warburg element (W) can be used 

to model semi-infinite linear diffusion, in other words unrestricted diffusion to a large 

planar electrode. The presence of the Warburg element can be recognized from a straight 

line with a 45° slope.  
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2.7.2 Electrochemical setup  

The electrochemical experiments were performed using a Metrohom Autolab PG302N 

electrochemical workstation, integrated with an EIS module and the full equipment for 

Rotating Disk Electrode (RDE) and Rotating-Ring Disk Electrode (RRDE) 

measurements. Purely electrochemical characterizations were carried out in a three 

electrode-setup, using a Saturated Calomel Electrode (SCE) as reference electrode, Pt 

wire as counter electrode and a Rotating disk electrode (RDE, Metrohm, with a geometric 

area of 0.196 cm2) as working electrode. For simple electrochemical characterizations 

(LSVs, CVs or EIS) a single compartment cell was used (Figure 2.13), equipped with a 

bridge with a Vycor® frit to separate the catholyte (electrolyte in contact with the 

cathode) from the anolyte (electrolyte in contact with the anode). The reference electrode 

was connected through the electrolyte of the working electrode with a Luggin capillary. 

On the other hand, CAs and FEs measurements were performed in a single compartment 

gas tight electrochemical cell where a Pt filament (CE) was faced to an Ag/AgCl sat. 

Reference Electrode (RE) and the working electrode. Toray® Carbon paper was used as 

conductive support for the dropcasting of the investigated materials. 

 

Figure 2.13: Setup for electrochemical characterization using RDE (A) and for CO2RR 

tests (B). 
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All measured potentials for CVs and LSVs were corrected for ohmic losses estimated 

through EIS analysis and converted to Reversible Hydrogen Electrode (RHE). 

Electrochemical active surface area (𝐸𝐶𝑆𝐴) and Roughness factor (𝑅𝐹) values were 

calculated via the capacitive current near OCP at different scan speeds and using the 

capacitance of blank RDE electrode as reference (𝐶𝑏𝑟) (equation 2.12 and 2.13) [25,26].  

                                                              𝑖𝐶 = 𝐶𝐷𝐿 ∗ 𝑣𝑠𝑐𝑎𝑛                                                         (2.12) 

                                                𝐸𝐶𝑆𝐴 =  𝑅𝐹 ∗  𝐴𝑔𝑒𝑜𝑚 =
𝐶𝐷𝐿

𝐶𝑏𝑟
∗ 𝐴𝑔𝑒𝑜𝑚                                (2.13) 

Electrochemical impedance spectroscopy (EIS) measurements were performed using a 

frequency response analyzer (FRA, AutoLab 302 N, Metrohm) at room temperature. EIS 

spectra were recorded at OCP under pure Ar atmosphere with a 10 mV amplitude voltage 

perturbation in the maximum frequency range from 100 kHz to 1 Hz.  

Faradaic Efficiency (FE) was calculated from the concentration of the different products 

during the time. The following equation 2.14 is valid for any product either in solution or 

in the gas phase:  

                                                                   𝐹𝐸 =
𝑛𝑒∗𝑛∗𝐹

𝑄
                                                           (2.14) 

Where:  

• 𝑛𝑒 is the number of electrons involved in the particular reaction. 

• 𝑛 is the moles of product.  

• 𝐹 is the Faraday constant (96 485 C mol-1).  

• 𝑄 is the charge obtained from integration of the CA (as an absolute value).  

Other typical PEM (Polymer Electrolyte)-based electrochemical setups had been used 

such as Flow cell electrolyzer and H-cell (Figure 2.14). This cell is a 5cm x 5 cm x 5 cm 

cube of poly carbonate, with a 4 mL volume for the single compartment and where a 

glassy carbon act as support and a Pt foil as counter electrode.  
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Figure 2.14: Homemade H-cell.  

 

2.8 Experimental procedures 

Preparation of the ink for electrochemical experiments 

In a typical procedure, 3.0 mg of catalyst had been dissolved in a solution of 0.9 mL of 

high pure milliQ H2O, 0.100 mL of i-propanol and 50 μL of Nafion. The obtained ink had 

been sonicated for one hour in order to disperse the catalyst and the following Working 

Electrodes (WE) had been prepared by dropcasting of a fixed amount of the solution on 

an opportune electrochemical support.  

Electrochemical characterization of materials using RDE 

The working electrode was prepared by dropcasting 10 μL of the ink (in two different 

depositions of 5 μL) on a polished Rotating Disk Electrode (RDE) with an area of 0.196 

cm2. All the electrochemical characterization had been performed by rotating the RDE at 

1600 RPM in a 0.1 M KHCO3 solution and connecting the entire setup to a Autolab 

PGSTAT302N as potentiostat workstation. The determination of ElectroChemical 

Surface Area (ECSA) had been performed by collecting chrono voltammetry in Ar 

atmosphere had in a range where no faradaic processes occur (from -0.2 V to -0.3 V vs 

SCE). The measure was repeated at different scan rates in order to analyze the trend of 

the capacitive current by varying the scan rate. The capacitance was obtained from the 
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linear regression of the experimental values and it was normalized using the capacitance 

of blank RDE as a background. The obtained ECSA was used to normalize all the 

performed measurements. Linear Sweep Voltammetries had been performed by choosing 

-1.3 V, -1.5 V and -1.7 V (vs SCE) as lower voltage limit and using a scan rate of 5 mV/s. 

Each LSV at a single voltage was repeated for three times to desorb all the gaseous species 

adsorbed on the surface of the electrode and have a clear indication of the electrochemical 

behavior of bare materials. Chrono Amperometries were collected by tracking the current 

at the same voltages of CVs during 90 minutes of experiment. All the experiments were 

done both in Ar and CO2 atmosphere, correcting the voltage with iR compensation.  

CO2RR experiments 

In a typical procedure for CO2RR characterization, 100 μL of ink (two depositions of 50 

μL) had been deposited on both sides of a Toray® carbon paper support, covering an area 

of 10 mm x 5 mm. The second side of the support was covered with the catalyst and not 

with insulating material; indeed, it was observed from preliminary experiments that the 

presence of the protective layer alters the results obtained from chromatographic 

measurements. This electrode is used as WE in a three electrodes cell, coupled with a 

platinum wire (1.00 mm thick, 99.9 % of purity, Sigma Aldrich) as CE and an Ag/AgCl 

sat. electrode as RE. The electrochemical tests were performed using 15 mL of KHCO3 

0.1 M as electrolyte (purity > 99.95%, Sigma Aldrich) by purging 20 mL/min of CO2 (Ar 

has been used for blank experiments). 

The different materials have been tested by performing a CA for three hours and 

analyzing the gaseous composition through an on-line gas-cromatography (Agilent 7890) 

and the liquid products by ionic chromatography by taking 1 mL of electrolyte and 

replacing it with fresh electrolyte. A 5 cycle-CV with a scan rate of 100 mV/s had been 

performed before each electrocatalytic experiments in order to clean the surface of the 

catalyst from the adsorbed gaseous species. CAs had been studied at voltages of -1.3 V, 

-1.5 V and -1.7 V vs Ag/AgCl sat. (respectively -0.7 V, -0.9 V and -1.1 V vs RHE) and 

using the equation (2.15) it is possible to convert the voltages to RHE. 

𝑉𝑅𝐻𝐸 = 𝑉𝐴𝑔/𝐴𝑔𝐶𝑙 + 0.197 𝑉 + 0.059 ×  𝑝𝐻                                                                                 (2.15) 

Each WE was substituted at the end of each complete electrochemical characterization. 

Gas and ionic-chromatography measurements 
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The analysis of the gaseous products (CO, CH4, CH2CH2, CH3CH3) was performed using 

a J&W Select Permanent Gases/CO2 column connected to a methanizer and a FID 

detector. The analysis of H2 amount was performed using a Molsieve 5A plot column 

(Restek, 30m, 0.53 mm ID, 30 m film) connected to a TCD detector. Formate 

accumulated in the liquid phase has been determined by ion chromatography using a 

Metrohm 833 instrument, mounting a column Metrosep A Supp 19-250/4.0 with eluent 

NaHCO3 1.0 mM / Na2CO3 3.2 mM.  

 

2.9 Conclusions 

In this chapter, it has been presented a short overview of the main characterization 

techniques used in this thesis. The next chapters, will present and discuss the most 

relevant results obtained, starting from the synthesis and the electrochemical 

characterization of well-defined Cu2O nanoparticles and their composites, to conclude 

with the studies of catalytic behavior of TiN nanotubes as solar absorber for gas-phase 

photocatalytic CO2 reduction. 
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Chapter 3 

Well-defined Cu2O nanoparticles as catalyst toward eCO2RR 

3.1 Introduction 

Cuprous Oxide (Cu2O) is a cheap and nontoxic p-type semiconductor widely used as 

catalyst in various applications [1]. In particular, in the recent years, well defined Cu2O 

nanostructures have received attention due to their peculiar behavior [2]. Thanks to the 

rational choice of the exposed facets called facet engineering, several properties of the 

material can be tuned, affecting the overall catalytic activity [3].  

Facet engineering is ruled by a large number of phenomena, mostly related to the 

nucleation process or the growth of the seeds into nanocrystals [4]. The growth of well-

defined nanoparticles is controlled by the minimization of the surface energy and several 

parameters influence it from a thermodynamic and kinetic point of view. During this 

process, seeds of nucleation are selectively bounded with the molecules of surfactants, 

hindering the growth of some peculiar facets [5]. As result of the different growth rate for 

blocked and unblocked planes, characteristic exposed facets can disappear, shaping the 

crystals with the obtained final structure [6,7]. Shape-controlled Cu2O nanoparticles 

exhibit facet-dependent properties such as optical behavior, adsorption of target 

molecules and selectivity toward particular catalytic processes [8,9].  

Different wet chemical procedures are used for the synthesis of morphologically 

controlled Cu2O nanocrystals. These methods are based on reducing agents able to 

convert Cu-based precursors to Cu2O, providing a fixed structure to the final material 

[10]. The obtained final shape of the nanoparticles is affected by different parameters 

such as pH [11], concentration of surfactants or reducing agents [12,13] and the presence 

of specific inorganic ions [14,15]. Narrow sizes distributions have been obtained with 

these methods; however, further improvements of the synthesis are required to optimize 

the final dimensions. Moreover, stabilizers or surfactants typically form strong surface 

bonds with nanoparticles, requiring efforts to remove them, preventing collapse of the 

nanostructures [16].  

Well-defined Cu2O-based nanostructures are used as catalyst in a large variety of 
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applications such as photocatalytic processes [17–21], dye degradations [22,23], 

organocatalytic reactions [24] and electrocatalytic CO2RR [25,26]. The tunable 

selectivity toward different products, optical properties and catalytic behavior through 

facet engineering plays a pivotal role on the diffuse uses of Cu2O as electrocatalytic 

system [27]. In the last years, the capability of Cu to form C-C bonds has been exploited 

to catalyze the direct electrochemical transformation of CO2 into more high value-added 

molecules [28,29]. The catalytic behavior of Cu2O-based nanoparticles as electrocatalyst 

is direct correlated to the exposed facets of the material. For instance, DFT calculations 

revealed that {100} facet increases the C-C coupling while the {111} allows an easier 

desorption of ethylene [28]. Beside the promising performances of the material, metal Cu 

is able to catalyze the formation of more than 16 different CO2RR products, introducing 

problems related to the low selectivity and high costs of separation [30].  

Here, well-defined Cu2O nanoparticles were synthetized through a wet-chemical method. 

Two different morphologies were chosen: Cubic (CU Cu2O) and Rhombo-Dodecahedral 

(RD Cu2O) (Figure 3.1). Cubic is the most stable structure of Cu2O; it is full bounded 

with {100} facets and it can directly convert CO to C2H4 through a CO dimer pathway 

thanks to the strong affinity with the CO [31]. On the other hand, RD Cu2O is bounded 

with twelve {110} facets and, besides the reported lower stability than CU Cu2O, it is 

interesting for the wide number of higher-add values that catalyze such as acetate, formate 

or ethanol [32]. Different efforts have been dedicated to characterize the obtained 

nanoparticles from a chemical, structural and morphological points of view. The nature 

of crystalline structure and the chemical phase of Cu2O nanocrystals were analyzed means 

of XRD and Raman, confirming the purity of obtained Cu2O material. SEM and TEM 

characterization revealed that Cu2O nanoparticles can be easily obtained with cubic and 

rhombo-dodecahedral morphology, showing averages diameters of 200 nm (with σ=20 

nm) for CU Cu2O and 280 nm (σ=30 nm) for RD Cu2O. The facet dependent behavior of 

the two nanoparticles was confirmed by studying the formation of triazoles via click 

reaction using the materials as catalysts [33,34]. Furthermore, the electrocatalytic 

characterization of the two morphologies towards CO2RR revealed an improved 

formation of ethylene for CU Cu2O, highlighting however a poor selectivity towards the 

desired products and a partial reduction during the electrochemical process.  
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Figure 3.1: Cubic (left) and rhombo-dodecahedral (right) nanoparticles. 

 

3.2 Experimental section 

Preparation of Cu2O nanoparticles with different morphology 

All reagents were of analytical grade and used without further purifications. Sodium 

Dodecyl Sulfate (SDS), CuCl2, NH2OH*HCl and NaOH were used as precursor for the 

preparation of the Cu2O nanoparticles.  

CU and RD Cu2O nanoparticles were prepared by a wet chemical method following a 

published procedure [35]. In a typical experiment, 0.348 g of SDS have been mixed with 

Milli-Q H2O (35.65 mL for CU and 27.80 mL for RD) and stirred at 30°C for 10 minutes. 

2 mL of a CuCl2 0.1 M solution were introduced dropwise under vigorous stirring. The 

formation of Cu2O nanoparticles starts when 0.72 mL of NaOH 1M and a fixed volume 

of NH2OH*HCl (1.6 mL for CU and 9.48 mL for RD) was added very quickly to the 

solution of CuCl2. The different volume ratio of NH2OH*HCl allowed the variation of 

the shape of the obtained Cu2O. The mixture was aged for 60 min at 30°C, while the color 

of the solution changed from light blue to orange and confirming the formation of Cu2O. 

The nanoparticles were washed three times with absolute ethanol, separate from the 

solution by filtration and dried for 12 hours at 45°C in order to remove the surfactants 

from the surface. 
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Click Reaction using Cu2O nanoparticles 

In a typical experiment, 0.25 mmol of benzyl bromide (Sigma Aldrich) and 0.40 mmol of 

NaN3 (Sigma Aldrich) were mixed in a flask containing 5 mL of absolute ethanol. The 

flask was heated at 55° C under Ar atmosphere and stirred at 500 rpm and, after 10 

minutes, 1.0 eq of phenyl acetate were added. At this point, Cu2O nanoparticles were 

mixed with the reactive blend. For a correct comparison between the two shapes of 

nanoparticles, a fixed quantity of nanoparticles was weighted in order to have a similar 

exposed surface (0.87 m2). The reaction had been performed for 8 hours, tracking the 

variation of the concentration of the reagents and products by using 1-decanol as internal 

standard. After that reaction was stopped, the mixture was separated via centrifugation 

and the nanoparticles were washed three times with absolute ethanol in order to perform 

recycling tests. The solvent was removed under vacuum to isolate the final product and 

the resulting crude was washed two times with H2O and separated using an equal amount 

of ethyl acetate. The organic product was dried under vacuum and separated using a 

chromatographic column. 

Electrochemical characterization of Cu2O nanoparticles 

The electrochemical experiments were performed in the typical 3-electrodes system, 

using the procedures mentioned in chapter 2.8. All the voltages were referred to RHE 

electrode and the measurements have been corrected toward the iR drop and the 

geometrical electrode area in order to neglect the effects of the surface and the ohmic 

resistance of the electrochemical setup.  

 

3.3 Results and discussion 

3.3.1 Characterization of Cu2O nanoparticles 

Well-defined Cu2O nanocrystals were obtained at room temperature by mixing an 

aqueous solution of CuCl2, sodium dodecyl sulphate (SDS) as surfactant, sodium 

hydroxide, and hydroxylamine hydrochloride as reducing agent (Figure 3.2). Moreover, 

by an easy cleaning protocol, it was possible remove all the surfactants from the surface 

of Cu2O nanoparticles. 
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Figure 3.2: Synthetic route to obtain Cu2O nanoparticles with a well-controlled shape. 

 

The obtained final morphology is correlated to the pH of the solution and the strength of 

the reductive environment [35]. Indeed, systematic shape evolution from Cubic (CU) to 

Rhombo-Dodecahedral (RD) nanocrystals was achieved by adjusting the volume of 

reducing agent. In particular, CU NPs are formed at a faster rate than RD NPs, confirming 

the dependency of the final morphology of the nanoparticles to the growth rates of the 

different facets [36].  

The study of the chemical phase of the synthetized materials is fundamental to investigate 

the purity of the obtained copper oxide and its implications on the catalytic behavior of 

the material. Structural analysis of the pristine materials performed by XRD is shown in 

Figure 3.3.  

 

Figure 3.3: XRD diffractogram of CU (red) and RD (blue) Cu2O nanoparticles. 
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Raman spectroscopy allowed to confirm the purity of the chemical phase, even for 

amorphous materials. With this characterization, copper (I) oxide can be discriminate 

from copper (II) oxide through the determination of characteristic vibrations. The Raman 

spectrum of CU and RD Cu2O is shown in Figure 3.4, where the characteristic peaks of 

Cu2O phase are marked with numbers.  

 

Figure 3.4: Raman spectra of well-defined Cu2O nanoparticles collected using a 533 nm 

Laser. 

  

The spectrum shown in Figure 3.4 helps to identify the different characteristic vibrations 

and discriminate the different phase of copper. The peaks present at 630 cm-1 is common 

to both oxides, however, the region below than 200 cm-1 allows to discriminate the type 

of oxide due to the absence of peaks related to CuO. Table 3.1 reports the characteristics 

Cu2O Raman peaks. 

Raman shift values (cm-1) 

Commercial CU RD Reference Simmetry 

115 114 118 72-110 Eu/Γ25
- 

146 148 148 146-153 T1u/Γ15
-(1) 

217 219 218 220 Eu/Γ25
- second order 

312 309 328 307-338 A2u/Γ2
- 

 

Table 3.1: Characteristic vibrations of Cu2O and comparison with experimental values. 
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The Eu mode at 115 cm-1 and the T1u mode at 150 cm-1 are related to the rotation of the 

Cu tetrahedra around their centers and the A2u mode at 330 cm-1 corresponds to the 

oscillations of the copper atoms along the diagonal axes of the cubic structure (Figure 

3.5) [37,38]. On the other hand, the intense vibration observed at 220 cm-1 is related to 

the second order of the Eu mode [39]. 

 

Figure 3.5: Vibrational modes of Cu2O from [37]. 

 

The determination of the reflectance spectrum allowed to have an estimation of the band 

gap of the material [40]. Tauc Plots of the two morphologies are shown in Figure 3.6. The 

energy gap of Cu2O was calculated from the reflectance spectrum using the Kubelka-

Munk transformation (Figure 3.6). 

 

Figure 3.6: Calculated Tauc plot for CU Cu2O (A) and RD Cu2O (B). 

 

The values of band gap were extrapolated from Tauc plots, obtaining an Eg of 1.99 eV 

for CU Cu2O and 1.90 eV for RD Cu2O, comparable with reported values for similar 

nanostructures [41,42]. 

The chemical state of the Cu2O undergo to oxidation due to the presence of oxygen. To 

evaluate the surface chemical state of the material, XPS analysis was performed in the 
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Cu2p region, revealing the absence of the strong satellite peaks related to CuO and 

confirming the effective Cu2O phase even on the surface of the nanoparticles (Figure 3.7) 

[43]. 

 

Figure 3.7: XPS analysis of Cu2p region for CU Cu2O (left) and RD Cu2O (right). 

 

SEM and TEM characterizations show the formation of cubic and rhombo-dodecahedral 

Cu2O nanoparticles, exposing respectively {100} and {110} facets (Figure 3.8). From the 

analysis of the obtained SEM and TEM images, it was possible to obtain a statistical 

distribution of the sizes of the Cu2O nanoparticles, revealing averages diameters of 200 

nm (with σ=20 nm) for CU Cu2O and 280 nm (σ=30 nm) for RD Cu2O (Figure 3.9). 

 

Figure 3.8: SEM and TEM images of CU Cu2O (A and C) and RD Cu2O (B and D). 
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Figure 3.9: Analysis of average sizes of CU Cu2O (A) and RD Cu2O (B) nanoparticles. 

Counts 400 nanoparticles. 

 

3.3.2 Click reaction 

Cu2O nanoparticles with different shapes show a diverse catalytic behavior that depends 

on the surface concentration of metal atoms on the different crystal facets. Copper-

catalyzed Azide-Alkyne Cycloaddition (CuAAC) can be a useful benchmark for the 

direct evaluation of the facet dependent properties and as proof of the dependency of the 

behavior on the exposed facets [44]. 

CuAACs are widely used reactions in organic chemistry, pharmaceutical synthesis and 

medical applications [45–47]. In this family of processes, a terminal or internal alkyne 

reacts with an organic azide to form a molecule with a triazole ring via a “click reaction”. 

This reaction was firstly reported as a thermal process, but it was characterized of harsh 

conditions and low conversion rates. In the early years of the third millennium, the group 

of Meldal in Denmark and the group of Fokin and Sharpless in the United States, 

discovered independently that copper-based materials can efficiently catalyze these 

processes under mild conditions. The reaction can proceed with both electron-deficient 

or electron-rich azides, in both protic and aprotic solvents. CuAAC occurs with good 

conversion yields and without any particular byproducts obtaining 1,2,3-triazole 

heterocycle as a typical product [48]. Triazole ring is generally inert to most organic 

reactions (especially hydrolysis, oxidation and reduction) and it is stable at medium-high 

temperatures. Moreover, triazole ring own aromaticity and is also capable to form 

hydrogen bonds with other molecules, rising interesting properties of this molecule [49]. 
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Figure 3.10: Formation of triazole through Cu-catalyzed Click reaction. 

 

Cu2O nanoparticles were therefore used as catalysts towards the formation of 1-benzyl-

4-phenyl-1H-1,2,3-triazole (BPT) in a single pot reactor where phenyl acetylene, benzyl 

bromide and sodium azide were mixed and heated at 50 °C for 8 hours (Figure 3.10). The 

trend of reagents and products was monitored during the reaction through GC-MS 

analysis, using 1-decanol as internal standard. The variation of concentration of the 

different species (such as phenyl acetylene) was tracked during the 8 hours of reaction, 

evidencing an increase of the concentration of BPT and a different behavior between the 

two chosen shapes (Figure 3.11). 

 

Figure 3.11: Evolution of the concentration of phenyl acetylene (A) and triazole (B) 

during 8 hours of experiments for the two morphologies of Cu2O nanoparticles. 

 

The two morphologies of Cu2O nanoparticles presented different behaviors towards the 

formation of the triazole. In particular, RD nanoparticles converted the reagents faster 

than CU, as already reported in literature [44]. Upon completion of the reaction, the NMR 

spectra of the obtained product indicate the formation of the desired BPT (Figure 3.12).  
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Figure 3.12: NMR assignation for isolated BPT. 

 

Recyclability tests were performed to investigate the stability of the two morphologies 

during the catalytic process (Figure 3.13). In a typical procedure, after the first reaction 

test, the nanoparticles were separated, washed with absolute ethanol and dried in order to 

use them in the following catalytic test. Each morphology was studied for several cycles, 

evidencing a decreasing of the comsumption of phenyl acetylene and a limited formation 

of BPT, suggesting low stability for the Cu2O nanoparticles under these conditions. 

 

Figure 3.13: Recyclability tests for CU and RD Cu2O nanoparticles. A) Conversion % of 

phenyl acetylene during the experiments. B) Corresponding increasing of the relative 

amount of BPT. 

 

The low stability of the nanoparticles was confirmed by SEM characterization. SEM 

images of RD Cu2O after each cycle are presented in Figure 3.14. The catalytic process 
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has dramatic influences on the morphology of the nanoparticles, leading to an increased 

rugosity of the nanoparticles and a subsequent disappearing of the exposed facets. 

 

Figure 3.14: SEM images of RD Cu2O nanoparticles after three consecutive catalytic of 

click reaction. A) Pristine material. B) After the first catalytic test. C) After the second 

catalytic test. D) After the third catalytic test. 

 

3.3.3 Electrochemical characterization of Cu2O nanoparticles 

CU and RD nanoparticles of Cu2O were characterized from an electrochemical point of 

view. The Electro Chemical Surface Area (ECSA) was determined in order to evaluate 

the active area of the two morphologies and to normalize all the following analysis. Figure 

3.15 presents the CVs obtained at different rates. The plot of the faradaic currents 

calculated from these curves towards the scan rates allowed to have an estimation of the 

capacitance, the Roughness Factor (Rf) and the desired ECSA of the two different shapes 

of Cu2O nanoparticles [50] (Figure 3.16). From the analysis of the linear trends presented 

in Figure 3.16, it was possible to obtain an ECSA value of (2.2±0.2)*10-1 cm2 for CU 

Cu2O and (3.7±0.2)*10-1 cm2 for RD Cu2O. The ECSA values indicates a higher surface-

active area for RD Cu2O instead of CU Cu2O. The analysis of ECSA is a very important 

tool to normalize all the performed measurements and to neglect the dependency from 

the area.  
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Figure 3.15: Cyclic voltammetries for CU Cu2O (A) and RD Cu2O (B) at different scan 

rates by varying the voltage between -0.3 V to -0.2 V vs SCE. Compensated toward the 

iR drop. 

 

 

Figure 3.16: ECSA calculations for CU Cu2O (red) and RD Cu2O (blue). 

 

CVs (Figure 3.17 A, B and C) revealed the typical behavior of copper based-

electrocatalysts [51]. In particular, the presence of a reduction peak around -1.0 V, 

corresponds to the reduction of Cu+ to copper metal [52]. This reversible change is more 

relevant in RD nanoparticles instead of CU Cu2O, suggesting an easier conversion of the 

material to Cu and a lower stability. Furthermore, both the structures showed a similar 

trend of the current and a general increase activity when the experiment are performed in 

CO2 atmosphere, indicating a higher reactivity under CO2RR flow. 
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Figure 3.17: Linear Sweep voltammetries and Chrono Amperometries at -1.3 V (A and 

D), -1.5 V (B and E) and -1.7 V (C and F) for CU Cu2O (red) and RD Cu2O (blue). All 

the voltages are vs SCE and corrected with iR compensation. Dotted lines correspond to 

the experiment performed in Ar atmosphere while the full line in CO2 atmosphere. 

 

Similar results were obtained from CA tests (Figure 3.17 D, E and F) where a higher 

current for the experiments under CO2 atmosphere was observed, suggesting an improved 

activity of the catalyst with these experimental conditions.  

The application of a voltage to Cu2O-based WE during a CO2RR experiment have 

implication on the chemical state of the material, causing a rapid reduction to metal 

copper that affect the catalytic behavior towards CO2RR. Indeed, Oxide Derived Cu 

materials are widely exploited as catalysts for the formation of C2+ products even because 

they show improved catalytic behavior compared the pristine Cu materials [53,54]. The 

partial reduction of the catalysts to metal copper become a good strategy to drive the 

catalytic behavior toward the formation of desired products. 

 

3.3.4 Electrocatalytic CO2RR 

CO2RR experiments were performed in a gas tight electrochemical cell connected to a 

GC for the direct analysis of the gaseous products over the time (Figure 3.18).  
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Figure 3.18: Schematic setup of CO2RR experiments. 

 

As already explained in the paragraph 2.8, the working electrodes were prepared by 

dropcasting of the ink based on Cu2O nanoparticles on both the sides of a Toray® carbon 

paper. The sonication of the ink did not affect the morphology or the roughness of the 

nanoparticles and the deposition allowed a good distribution of the catalyst on the carbon-

based support (Figure 3.19). CO2RR tests were done using both the shapes of pristine 

Cu2O as catalyst, in order to investigate the role of exposed facets on selectivity toward 

CO2RR. Chronoamperometries were performed for three hours at different voltages (-0.7 

V, -0.9 V and -1.1 V vs RHE) and the different products were monitored through GC and 

IC. 

 

Figure 3.19: SEM images of pristine CU Cu2O (A) and RD Cu2O (B) dropcasted on Toray 

paper. 
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The obtained current densities, moles of products and FEs for CU Cu2O and RD Cu2O at 

the different operative voltages of -0.7 V, -0.9 V and -1.1 V vs RHE are presented 

respectively in Figure 3.20, 3.21 and 3.22. 

The current of RD Cu2O is higher than CU Cu2O in all the presented cases, reporting an 

overall increased production of all the products. Chromatography analysis showed that 

both materials can catalyze the formation of a wide spectrum of different products, 

especially at higher voltages. In particular, as it is possible to observe from the analysis 

of FEs presented in Figures 3.21 and 3.22, H2, CO, HCOOH and ethylene were found at 

the voltage of -0.9 V and -1.1 V vs RHE; some traces of methane were detected for RD 

nanoparticles at -1.1 V vs RHE. CAs under Ar-saturated electrolyte showed no other than 

HER activity, confirming that the reduction is at the expense of dissolved CO2 in solution 

(Figure 3.23). Indeed, when CO2 was bubble on the electrolyte, HER was suppressed and 

the 𝐹𝐸𝐻2
dropped to 20 % for CU Cu2O and 25% for RD Cu2O.  

 

Figure 3.20: A) 3-hrs CA under CO2 atmosphere at the voltage of -0.7 V vs RHE. B) mol 

of CO2RR products after 3-hrs CA for CU Cu2O (red) and RD Cu2O (blue). FEs toward 

gaseous and liquid products at the voltage of -0.7 V vs RHE for CU Cu2O (C) and RD 

Cu2O (D). 
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Figure 3.21: A) 3-hrs CA under CO2 atmosphere at the voltage of -0.9 V vs RHE. B) mol 

of CO2RR products after 3-hrs CA for CU Cu2O (red) and RD Cu2O (blue). FEs toward 

gaseous and liquid products at the voltage of -0.9 V vs RHE for CU Cu2O (C) and RD 

Cu2O (D). 

 

Figure 3.22: A) 3-hrs CA under CO2 atmosphere at the voltage of -1.1 V vs RHE. B) mol 

of CO2RR products after 3-hrs CA for CU Cu2O (red) and RD Cu2O (blue). FEs toward 

gaseous and liquid products at the voltage of -1.1 V vs RHE for CU Cu2O (C) and RD 

Cu2O (D). 
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Figure 3.23: Representative Chrono amperometry at -0.9 V vs RHE performed under Ar 

atmosphere (A) and analysis of FE for different products for RD Cu2O. 

 

At the same time, the reactivity toward CO2RR products drastically increased, as it is 

possible to observe in Figures 3.24 where the ratios between CO2RR products and H2 at 

different voltages are presented. Cubic Cu2O showed a heightened activity toward 

ethylene production, as result of the improve reactivity of {100} facets toward the 

formation of this molecule [55], with an average FE of about 30% over the time. On the 

other hand, RD boosts the formation of formic acid, and both materials show good CO 

production, especially at the voltage of -0.9 V vs RHE. Traces of CH4 were detected 

during the electrochemical characterization but the contribute to the overall FE is 

negligible (𝐹𝐸𝐶𝐻4
< 1 %), meaning that the investigated materials are not active toward 

the formation of Hydrocarbons. In general, some electrons are lost probably due to non-

tracked products (i.e. methanol [56]) or side reactions at the electrode (such as reduction 

of copper oxide to metal copper), resulting in an overall FE lower than 100%, especially 

for first minutes of experiments. 
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Figure 3.24: Ratio between the CO2RR products and H2 at different voltages for the two 

morphologies (CU Cu2O red, RD Cu2O blue). 

 

3.3.5 Scaling up of CO2RR 

Further analyses were performed in order to characterize the selectivity of pristine 

materials even using other electrochemical setups. This is relevant because the selectivity 

of a material depends on all the phenomena that occur in the interface electrode-

electrolyte [57,58]. The different interaction between catalyst and the chosen support 

affects the porosity of the active layer and drastically affect the overall reactivity of the 

system. For these reasons, electrocatalytic CO2RR had been performed in two others 

electrochemical devices particularly devoted for these applications: an H-cell and a flow 

cell electrolyzer. A H-cell is a two-chamber device commonly used for electrochemical 

screening of catalytic activity of a material, thanks to its small dimensions and volume of 

electrolytes (Figure 3.25) [59]. 

 

Figure 3.25: H-cell used for CO2RR characterization. 



 

74 

 

 

1 hr-chronoamperometries (at -1.1 V vs RHE) has been performed on the two pristine 

materials, revealing a different selectivity at the representative voltage respect the results 

obtained with gas-tight electrochemical cell (Figure 3.26). In particular, smaller 𝐹𝐸𝐶𝑂 

were obtained, with a subsequent increasing of the HER activity for both the 

morphologies. Even in this case an improved 𝐹𝐸𝐶𝐻2𝐶𝐻2
 was observed for CU Cu2O 

respect than RD Cu2O.  

 

Figure 3.26: A) CA obtained for the two shapes of Cu2O with H-cell at the voltage of -

1.1 V vs RHE (Red: CU Cu2O; Blue: RD Cu2O). Analysis of Faradaic Efficiencies toward 

different products at the same voltage (B: CU Cu2O; C: RD Cu2O). 

 

As already introduced in the chapter 1.5, an electrolyzer is a complete electrochemical 

device where electricity is used to perform electrochemical processes such as CO2RR 

[59]. Electrolyzers and flows cells help to fulfill the gap to the large-scale devices thanks 

to the possibility of use commercially-relevant current densities and to an easier control 

of the gaseous feeding [60,61]. The pristine materials were studied toward CO2RR in a 

flow cell by performing 1 hr-chronopotentiometries (CP) at fixed applied current 

densities (50 mA/cm2). The obtained CP and FEs for CU Cu2O and RD Cu2O are reported 

in Figure 3.27. The characteristic trend of the voltage on the presented CP is related to 

the formation of bubbles on the surface of GDL support, insulating the catalyst from the 

solution while the bubbles are growing. As it is possible to observe, CU Cu2O showed a 

rapid change on the selectivity from CO to H2, supporting a partial reduction of the 

catalyst (Figure 3.27 B). The observed variation of the selectivity is less evident on the 

RD Cu2O, where the 𝐹𝐸𝐶𝑂 reached almost 30% after one hour of catalytic test (Figure 

3.27 C).  
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Figure 3.27: A) CP obtained for the two shapes of Cu2O with electrolyzer by applying 50 

mA/cm2 (Red: CU Cu2O; Blue: RD Cu2O). Analysis of Faradaic Efficiencies toward 

different products (B: CU Cu2O; C: RD Cu2O). 

Despite these results, the average potentials obtained during a CP using flow cell are quite 

high (-1.3 V vs RHE for both the pristine materials) due to limitations of the diffusions 

and to overvoltage in the cell [62].  

 

3.3.6 Effects of electrochemical characterization on Cu2O 

As it was clearly observed in the case of Click reaction (chapter 3.3.2), a catalytic reaction 

can have major effects on the morphology of Cu2O, in particular in terms of roughness of 

the surface and/or exposed facets. Furthermore, the presence of the reductive peak of 

Cu2O to metal copper during electrochemical CO2RR confirmed the low stability of the 

material, especially for the case of rhombo-dodecahedral nanocrystals. To investigate the 

effects of CO2RR experiments on the surface of the nanoparticles and mainly, the 

chemical state of the catalyst, post characterizations of the different electrodes had been 

performed. In particular, SEM images of CU and RD Cu2O after electrochemical CP tests 

are shown in Figure 3.28 (to be compared with fresh materials presented in Figure 3.8).  
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Figure 3.28: Electrochemical characterization on Cu2O nanostructures after CP 50 

mA/cm2. A) and B) CU Cu2O; C) and D) RD Cu2O. 

 

CO2RR experiments affected the surface of nanoparticles, making them rougher and with 

the edges less sharp and defined. These effects were dramatic especially for the rhombo-

dodecahedral material (Figure 3.28 C and D), where several nanoparticles were collapsed 

and it is difficult to define a particular exposed facet, confirming again the lower stability 

of RD Cu2O compared to CU Cu2O.  

The characterization of Cu-oxidation state during or after CO2RR is not trivial due to low 

amount of material deposited on the electrode and fast re-oxidation occurring when 

reduced catalyst is exposed to air. Several attempts were done in order to get some 

structural and chemical information about the state of Cu2O after the tests, but the amount 

of material was too low to find any important behavior. In particular, low angle XRD and 

XPS were used for this purpose, without any particular success (Figure 3.29). XRD after 

electrochemical characterization revealed only one intense peak related to the carbon-

based support, as already reported in literature [63]. On the other hand, quantitative 

analysis of XPS spectra showed an oxidated copper phase, probably related to the 

subsequent exposition on the air after the CO2RR. 
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Figure 3.29: XRD (A) and XPS (B) of Cu2p region after electrochemical characterization. 

Material: CU Cu2O on Toray® carbon paper. 

 

To unveil the effects of the electrochemical characterization on the chemical state of the 

catalysts, operando XAS characterization during the CO2RR process were performed on 

the SAMBA beamline of Soleil Synchrotron. Here, the electrochemical tests were 

performed in a home-made system where the catalyst was firstly dropcasted on a graphite 

foil (Figure 3.30).  

 

Figure 3.30: Experimental setup for operando XAS characterization during CO2RR. 

 

With the experimental setup, it was possible to monitor the chemical state of copper by 

collecting XANES spectra during the electrochemical CO2RR. The operando 

experiments at -0.7 V vs RHE (-1.3 V vs Ag/AgCl sat.) for CU and RD Cu2O revealed a 
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rapid conversion of Cu2O to metal copper, confirming the effects of reductive voltage on 

the working catalyst and explaining the lack of FE for the first minutes of 

chronoamperometry (Figure 3.31). In particular, with the application of a constant 

voltage, the pre-edge peak became less intense and broader, with a contemporaneous 

change of the characteristic features of Cu2O above the edge to the usual peaks of metal 

copper [64].  

 

Figure 3.31: Trend of Cu reduction during electrochemical CO2RR at -0.7 V vs RHE for 

CU Cu2O (left) and RD Cu2O (right). 

 

The experimental spectra are linear combinations of the references (metal Cu and Cu2O) 

weighted for their fraction over the time. Thus, by comparing Figure 3.31 with those of 

the references, it was possible to investigate the variation of the composition of copper 

phase during the time (Figure 3.32 A and B). Interestingly, a significant fraction of Cu(I) 

species (about 21% for CU Cu2O and 15% for RD Cu2O) can still be observed even at 

the end of 1 hr-chrono amperometry (Figure 3.32). Further increase of the potential has 

implication just on the rate of the reduction from Cu2O to Cu, without relevant 

modifications of the final fractions of Cu(0) and Cu(I) (Figure 3.32 C and D). Here, the 

lower stability of RD Cu2O was suggested due to the faster conversion and the higher 

concentration of metal copper over the time. This low stability of the material and the 

rapid conversion to metal copper is a strong limitation and need to be faced in order to 

perform eCO2RR process in an efficient way. 
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Figure 3.32: A) EXAFS spectra of CU Cu2O (collected at -0.7 V vs RHE) compared 

to the references (metal Cu and Cu2O). Analysis of the composition of the catalyst 

during the time for the two structures at the voltage of -0.7 V (B), -0.9 V (C) and -1.1 

V vs RHE.  

 

3.4 Conclusions 

In this chapter, a synthetic procedure to obtain well defined nanoparticles of Cu2O was 

presented. The synthesis allows to directly obtain cubic (bounded with {100} facets) and 

rhombo-dodecahedral (bounded with twelve {110} facets) nanoparticles with a very 

sharp distribution of average sizes. The characterization of these nanoparticles confirmed 

the formation of surface and bulk pure Cu2O. Electrochemical experiments revealed 

promising catalytic behavior under CO2RR conditions but, at the same time, an easy 

reduction of Cu2O to metal copper, especially in the case of RD Cu2O.  
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Table 3.2: Comparison between different Cu2O-based catalysts. 

The electrocatalytic performances for similar materials are reported in Table 3.2. The 

comparison of the presented examples with literature is not straightforward due to the 

different experimental conditions and mainly, electrochemical devices. For that reason, 

pristine materials were used as electrocatalyst toward CO2RR on H- and flow cells, 

showing a catalytic behavior dependent on the adopted device. A higher FE toward the 

formation of ethylene was observed for the CU Cu2O and an increase activity toward 

HCOOH for RD Cu2O. The characterizations confirmed a limited selectivity toward the 

different products of CO2RR. Post activity characterization highlighted the limited 

stability of the materials, with a superficial reconstruction of the nanoparticles and a rapid 

conversion of Cu2O to metal copper. These two defects are relevant, still poorly 

investigated and drastically limit the scalability of the material, unless appropriately 

protected. In the next chapter, the formation of heterostructures is presented as efficient 

way to improve the dispersion and, at the same time, to tune the overall selectivity towards 

a particular product. Different composites based on Cu2O nanoparticles are presented, 

focusing on their electrochemical characterization and the effects of the formation of a 

composite on the overall catalytic behavior. 
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Chapter 4 

Formation of heterostructures to improve selectivity of Cu2O 

4.1 Introduction 

Cu2O shows to possess limitations correlated to its low stability and selectivity in CO2RR. 

These aspect has been studied in literature, highlighting the importance of nanostructuring 

to improve the catalytic behavior of these material [1,2]. The poor stability of these 

material has been reported in broad fields of applications [3]. The Cu2O instability in 

photocatalysis or photo electrocatalysis rises from the high recombination rate of the 

charge carriers and on their short lifetime [4]. The photogenerated carriers are able to 

induce a partial self-oxidation or self-reduction of the material, affecting the overall 

catalytic properties [5]. The most popular approach to limit the photo corrosion is the 

utilization of sacrificial hole (h+) scavengers, molecules able to react with the hole, 

avoiding the oxidation of the active material [6]. Low stability of Cu2O-based 

nanostructures has been specifically investigated during eCO2RR and associated to the 

easy conversion of the catalyst to metal Cu or CuO [7]. It is also known that strong acid 

media or high concentration of oxygen cause an oxidation of the material with a rapid 

conversion to CuO [8]. In the case of eCO2RR process, the application of a negative 

voltage partially reduces the material, converting Cu2O to metal Cu, the most stable 

chemical phase at those applied voltages or pH (Figure 4.1) [9].  

The reduction of Cu2O during eCO2RR is typically not complete, with a small fraction of 

Cu(I) phase still observed even at higher voltages, suggesting a dynamic equilibrium 

between the application of reductive voltages and the Cu(0) re-oxidation due to oxidative 

species or local pH [10]. The low stability of Cu2O-based nanostructures induces a loss 

of the initial facets, causing a partial deactivation of the material and a variation of the 

selectivity over the time [11]. Besides recent updates regarding the understanding of the 

conditions for different CO2RR pathways, the correlation between chemical state of Cu-

based catalysts and selectivity toward a particular product is still under debate [12].  
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Figure 4.1: Purbaix diagram of Cu phases under different electrochemical conditions. 

From Reference [9]. 

 

Many efforts have been dedicated to find strategies to increase the selectivity towards a 

specific catalytic product, in particular ethylene. These methods generally involved the 

improvement of crystallinity, the rational choice of exposed facets or doping elements 

and surface molecule engineering [13–15], with the final aim of enhance the 

intermediates stability and promote C-C bond formation [2,16]. The obtainment of 

heterostructures is one of the most diffuse approaches to improve the stability of a catalyst 

with a contemporaneous modification of the selectivity toward desired product(s). It has 

been shown that with a rational design of the support, it is possible to affect the dispersion, 

the electrochemical surface area and the overall selectivity of Cu2O nanoparticles [17–

19].  

Different hybrid Cu2O-based nanostructures were therefore developed with the aim of 

enhance the electrocatalytic activity and drive the overall selectivity toward a particular 

product. The heterostructures were formed coupling Cu2O with g-C3N4, RGO and MoS2, 

improving the dispersion of Cu2O nanoparticles on the support and affecting the overall 

selectivity of the system. 2D Carbon-based structures are widely used as support due to 
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their strong efficiency on anchor nanostructures and improve the dispersion. In particular, 

thanks to the tunable structure and physicochemical properties, graphitic carbon nitride 

(g-C3N4) have got huge interest in several fields of research such as photo- and 

photoelectrochemical catalysis [20–22]. g-C3N4 finds applications in electrochemistry, 

exploiting the high surface and the good affinity with CO2 to increase the overall 

electrochemical active area and influence product selectivity [23,24]. For instance, a 

recent work of Chen et al, reported the capability of g-C3N4 to strongly bind the key 

intermediates (such as *CO or *CHO) for the formation of hydrocarbon products [25].  

Reduced Graphene Oxide (RGO) is another common carbon-based support for 

electrocatalytic applications thanks to the high surface area and the improved capability 

of stabilize components [26–28]. In particular, RGO is able to increase the conductivity 

of the entire composite and optimize the aggregation of catalyst nanoparticles, increasing 

the number of active sites involved in the catalytic process [29].   

Various studies have reported the use of molybdenum disulfide (MoS2) as support for 

catalytic applications thanks to its unique layered structure and the opportunity to exploit 

the interesting functional properties of metal dichalcogenide compounds [30–32]. With 

the presented procedure, it was possible to prepare nanoflowers of MoS2 via a facile 

hydrothermal route and study the effect of the dispersion of Cu2O nanoparticles on the 

overall catalytic behavior [33]. DFT calculations have revealed the high electrochemical 

activity of the edges of nanostructured MoS2 and the combination of this important feature 

with the high surface area makes MoS2 as a potential catalyst toward HER [34]. The 

coupling of nanostructured MoS2 with well-defined Cu2O nanoparticles drives the 

catalytic activity toward the formation of H2, improving the overall selectivity toward 

HER process.  

Encouraged by previous published results, Cu2O nanoparticles were coupled with these 

different supports with the aim to investigate the role of the heterostructure composition 

on the electrocatalytic behavior of Cu2O, in particular regarding stability and selectivity 

toward a particular product. Each composite has been discussed, focus the attention on 

the synthetical procedure, the characterization and the electrochemical CO2RR tests 

performed using the catalyst as working electrode. 

The synthetic procedure allows the formation of heterostructures varying the weight 
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fraction, an easy control of the final shape of Cu2O and the decrease of the average sizes 

of Cu2O nanoparticles. Moreover, the electrochemical characterization in a gas-tight cell 

showed an increased productivity of the composites toward the formation of HCOOH, 

CO and H2.  

 

4.2 Experimental section 

All reagents were of analytical grade and used without further purifications. Melamine 

was used for the synthesis of graphitic C3N4. Graphite, NaNO3, H2SO4, KMnO4 and H2O2 

were utilized for the modified Hummer’s method and the preparation of GO while, for 

the reduction of GO to RGO, it was used NaOH and H2N2*2H2O. Na2MoO4*2H2O, 

NH2CSNH2 and citric acid were used for the preparation of MoS2 nanoflakes, while SDS, 

CuCl2, NH2OH*HCl and NaOH were used as precursors for the synthesis of Cu2O 

nanoparticles on the different supports.  

Synthesis of g-C3N4 

g-C3N4 was obtained starting from melamine. In a typical synthesis, 5 g of melamine were 

calcinated at 550° for three hours, obtaining a pale-yellow powder of g-C3N4. After 

completion of the heating treatment, the dispersion of the material was improved through 

ball milling and the powder was washed carefully with Milli-Q H2O and absolute ethanol. 

g-C3N4 was separated by filtration and dried at 50°C overnight. 

 

Synthesis of RGO 

RGO was obtained via an adapted two-steps method [35,36]. In the first step graphite was 

converted to Graphene Oxide (GO) through a modified Hummer’s method. In a typical 

procedure, 0.2 g of Graphite and 0.2 g of NaNO3 were mixed in a round bottom flask with 

10 mL of H2SO4 (95%). The solution was stirred at 400 rpm and kept in an ice bath for 

30 minutes. Potassium Permanganate (KMnO4, 1.2 g) was gradually added to the 

solution. After five minutes, 16 mL of Milli-Q H2O were added, and the entire solution 

was stirred for one hour. The entire setup must be kept in ice bath in order to avoid strong 

effervescence of the solution during this step. The reaction was concluded adding 40 mL 

of Milli-Q H2O and 1.2 mL of H2O2 and stirred again for one hour. During this step, the 

color of the solution changes from violet to brownish. The powder of GO was washed 
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with a 1:3 HCl solution to remove all the metal traces from the obtained material and it 

was separated by centrifugation. The obtained material was washed three times with 

absolute ethanol, separated from the solution by filtration and dried for 12 hours at 45°C. 

In the second step, GO was reduced to RGO by addition of a strong reducing agent such 

as Hydrazine. In a typical procedure, 50 mg of GO were mixed with 50 mL of H2O in a 

250 mL round bottom flask. The pH of the mixture was corrected to 10-11 by addition of 

0.1 M NaOH solution. 4 mL of H2N2*2H2O were added and the entire solution was heated 

at 90°C under reflux and stirred for one hour. RGO was filtrated under vacuum using a 

Millipore filter paper (pore size: 0.2 μm), washed with Milli-Q H2O and absolute ethanol 

and dried at 50°C for 12 hrs. 

Synthesis of MoS2 

MoS2 nanoflowers were synthetized via hydrothermal route. In a typical procedure, 179 

mg of Na2MoO4*2H2O and 250 mg of NH2CSNH2 were mixed with 170 mg of citric acid 

in 25 mL of Milli-Q water. The solution was stirred for one hour at 500 rpm, placed in a 

50 mL Teflon autoclave and kept in an oven at 200°C for 24 hours. The obtained MoS2 

was washed three times with absolute ethanol, separated from the solution by filtration 

and dried for 12 hours at 45°C. 

   

Preparation of the composites 

All the composites were prepared via impregnation, growing Cu2O nanoparticles on the 

support. In particular, a proper amount of support (5, 20, 30, 40 and 50 mg respectively 

for the 2:1, 1:2, 1:3, 1:4 and 1:5 composite) was mixed in the solution of SDS and 

sonicated for 20 minutes. The synthesis proceeded similarly to the preparation of pure 

Cu2O nanoparticles presented on paragraph 3.2.1. 

 

EIS measurements and determination of Mott-Schottky plot 

EIS measurements were carried using a Autolab PGSTAT302N workstation in a three-

electrode setup where a Pt electrode is the CE and the RE is an Ag/AgCl. Sat electrode. 

The working electrode was prepared as follow: 5 mg of catalysts were dissolved in 1 mL 

of 3:1 H2O:i-propanol ink; 50 μL of Nafion were added and the ink was sonicated for one 

hour in order to disperse the catalyst. 100 μL of catalyst (two deposition of 50 μL) were 
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dropcasted on the conductive surface of ITO glass and dried at 45°C for two hours. The 

deposited area is 1 cm2. 

The EIS measurements were performed in a 0.1 M Na2SO4 as electrolyte, in the frequency 

range of 100000 Hz to 1 Hz under dark conditions. Before each measure, the cell was 

purged with Ar for 30 minutes in order to keep O2-free environment. MS analysis was 

carried out by sweeping voltage from -0.20 V to 0.05 V (vs Ag/AgCl sat.) for Cu2O and 

from -0.50 V to 1.00 V (vs Ag/AgCl sat.) for g-C3N4. 

 

Electrochemical characterization and CO2RR tests for the different composites 

All the electrochemical characterizations and the CO2RR tests were performed with the 

procedures described on chapter 2.8.  

 

4.3 Results and discussion 

4.3.1 Composite between CU Cu2O and g-C3N4 

4.3.1.1 Synthesis and Characterization of Cu2O/g-C3N4 composites 

With the presented method, CU Cu2O nanoparticles were synthetized on the surface of g-

C3N4 nanosheets through a two-steps route, where firstly g-C3N4 was prepared via 

calcination of melamine and then it was used as support for the synthesis of Cu2O 

nanoparticles (Figure 4.2).  

 

Figure 4.2: Synthetic route to obtain pristine g-C3N4 and Cu2O/g-C3N4 composites. 

 



 

93 

 

The determination of Cu amount through ICP analysis (Table 4.1) confirmed the weight 

fraction of the various composites even if a slight difference was observed for the 

composites with the higher fraction of g-C3N4. 

Composite CU Cu2O/C3N4 

Cu2O C3N4 (theorical) C3N4 (Calculated) 

1 2 1.9 

1 3 2.9 

1 4 3.4 

1 5 4.2 

 

Table 4.1: ICP analysis of CU amount in the different composites with g-C3N4. 

 

XRD diffraction patterns evidenced the typical reflections of crystalline Cu2O presented 

on paragraph 3.3.1, with a lattice parameter of 4.27 Å, compatible with similar works 

(Figure 4.3 A) [37]. Diffraction lines at 13.0° and 27.5° were detected, which can be 

assigned respectively to (100) and (002) characteristic plane of graphitic carbon nitride 

and that indicate the formation of a mixed phase between g-C3N4 and Cu2O [38,39]. At 

the same time, Raman spectra confirmed the formation of the composite by the presence 

of characteristic vibrations of both the materials (Figure 4.3 B) [40]. 

 

Figure 4.3: XRD (A) and Raman spectrum (B) of CU Cu2O/g-C3N4 composite. 
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With the proposed synthetical procedure, cubic Cu2O nanoparticles directly grow on the 

typical lamellar surface of pristine g-C3N4 (Figures 4.4 A and B), as it is possible to 

observe from SEM and TEM images presented in Figure 4.4. 

 

Figure 4.4: SEM and TEM images of g-C3N4 (A and B) and CU Cu2O/g-C3N4 1:2. 

 

A decreasing of the average sizes of the nanoparticles occurred when the weight fraction 

of the support was increased (Figure 4.5). In the case of the composite Cu2O/g-C3N4 1:2, 

Cu2O grows both in solution or on the support, resulting in a broader size distribution and 

the presence of two peaks on the size distribution plot (Figure 4.5 A). When the content 

of g-C3N4 is increased, the distribution become narrowed, indicating a more probable 

growth of Cu2O nanoparticles on the support (Figures 4.5 C and D). Under these 

conditions, average dimension of Cu2O nanoparticles decreased till the value of 80 nm 

(σ=20 nm), more than two times lower than those of unsupported materials.  
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Figure 4.5: Average sizes of Cu2O nanoparticles in the composite CU Cu2O/g-C3N4 

varying the weight ratio. A) 1:2, B) 1:3, C) 1:4, D) 1:5. 

 

In addition, the surface distribution of the composite was verified by EDX, confirming 

the presence of Cu, O and C for the composite CU Cu2O/g-C3N4 1:2 (Figure 4.6). 

 

Figure 4.6: EDS spectrum of CU Cu2O/g-C3N4 1:2 composite. Insert: Selected area for 

the analysis. 
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4.3.1.2 Electrochemical characterization of Cu2O/g-C3N4 composites and CO2RR tests 

The determination of ECSA is essential to evaluate the active surface of the material and 

to explain possible deviations of the composite from the behaviors observed for the 

pristine nanoparticles [25]. In particular, following the same procedure presented in 

paragraph 3.3.3, from the CVs at different scan rates and the determination of capacitive 

current, it was possible to obtain the value of the capacitance and the subsequent ECSA. 

The analysis of the capacitive current 𝐼𝑐 revealed a general increase of the ECSA value 

from the value of (2.2±0.2)*10-1 cm2 of CU Cu2O to the value of (8.5±0.6)*10-1 cm2 of 

the composite CU Cu2O/g-C3N4 1:3, in line with the decreasing of the average size of 

Cu2O nanoparticles (Figure 4.7 A). A decreased ECSA value was observed at higher 

fraction of support in the composite, even if this variation is still inside the uncertainty of 

the analysis (Figure 4.7 B). The highest obtained ECSA is related to the composite CU 

Cu2O/g-C3N4 1:3. 

 

Figure 4.7: ECSA for the different CU Cu2O/g-C3N4 composites (A) and obtained trends 

between the Cu2O particle size and the relative ECSA (B). 

 

Higher ECSA values provides more active sites for the catalysis, improving the amount 

of CO2 adsorbed molecules and, at the same time, promoting the charge transfer of the 

species on the catalytic sites of the material, partially confirming a different catalytic 

behavior of these materials with respect to the pristine Cu2O [41]. These results suggested 

improved adsorption and charge properties of these composites respect the pristine 

materials, involving a different activity compared to CU Cu2O. 
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The electrochemical characterization of the composites performed with RDE electrode 

did not reveal any characteristic behavior different than pristine materials (Figures 4.8 

and 4.9): the reduction peak of Cu2O to metal Cu is observed at -1.0 V (vs SCE), 

indicating a conversion of the material due to the application of the voltage. Different 

current values between Ar and CO2 atmosphere were observed, confirming the 

dependency of catalytic pathway to the atmosphere of the measurement.  

 

Figure 4.8: LSV at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

different composites CU Cu2O/g-C3N4. All the voltages are vs SCE and corrected with iR 

compensation. 
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Figure 4.9: CAs at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

different composites CU Cu2O/g-C3N4. All the voltages are vs SCE and corrected with iR 

compensation. 

 

More information can be obtained by the analysis of the CO2RR experiments performed 

with the gas tight electrochemical cell at the operative voltages (-0.7 V, -0.9 V and -1.1 

V vs RHE). 
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First, the analysis of pristine g-C3N4 was reported in order to evaluate the possible 

contribution of the support on the overall reactivity of the composite. The analysis of 

pristine g-C3N4 at the voltage of -1.1 V vs RHE (Figure 4.10) revealed a low current and 

a total selectivity toward the formation of H2, confirming the intrinsic low electrocatalytic 

behavior of g-C3N4 towards CO2RR process. 

 

Figure 4.10: CA (A) and FEs (B) for g-C3N4 at the voltage of -1.1 V vs RHE under CO2 

atmosphere. 

 

Based on this, it is reasonable to consider that the current of the composites is lower than 

that of the unsupported Cu2O and, in general, the 𝐹𝐸𝐻2  for the composites was increased 

with respect to those of the unsupported materials due to the contribution of g-C3N4 which 

is highly selective towards HER. While bare g-C3N4 shows poor catalytic CO2 reduction 

activity, the formation of the composite and the subsequent improved dispersion of Cu2O 

nanoparticles had positive implications on the selectivity of Cu2O toward the formation 

of CO2RR products. Figures 4.11, 4.12 and 4.13 show the electrochemical 

characterization of the different composites performed at the operative voltages. The 

voltage of -1.1 V vs RHE is chosen as representative situation for the trend of the 

reactivity of the composites (Figure 4.11). At this voltage, unsupported CU Cu2O showed 

overall 𝐹𝐸𝐶𝑂 around 40%, high productivity of CO and a quite high productivity of 

CH2CH2. The total 𝐹𝐸𝐻𝐶𝑂𝑂𝐻 between pure Cu2O and composites are almost similar (16% 

for CU Cu2O and around 22% for the various composites). The composites have an 

increased productivity towards formic acid, while Cu2O nanoparticles showed a higher 

production of CO (Figure 4.11 C). This is evident from the analysis of the ratio between 

the amount of HCOO- product and all the CO2RR products (CO, HCOO-, CH4 and 
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ethylene) (Figure 4.11 D). In the case of pure Cu2O, this ratio drops quickly during the 

first minute of CA and constantly decrease during the CA due to the contemporaneous 

increasing of CH2CH2 and, mainly, CO productivity. On the other hand, for the 

composites a general increase of the fraction of HCOO- is observed, in particular for the 

composite with the smallest size of Cu2O nanoparticles (CU Cu2O/g-C3N4 1:3 and 1:5), 

suggesting a relationship between dispersion of the nanoparticles, dimensions of the 

nanostructures and different catalytic behavior. The improved HCOO- formation for the 

composite is confirmed even observing that, after the three hours of experiments, the 

fraction of formate for the composite CU Cu2O/g-C3N4 1:3 is almost double (0.57 vs 0.28) 

respect the pure material. 

 

Figure 4.11: eCO2RR tests for composites CU Cu2O/g-C3N4 at the voltage of -1.1 V vs 

RHE. A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. 

C) Mol of different products after 3-hrs CA and D) Ratio between HCOOH and the 

products of CO2RR for the different composites. 
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Figure 4.12: eCO2RR tests for composites CU Cu2O/g-C3N4 at the voltage of -0.7 V vs 

RHE. A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. 

C) Mol of different products after 3-hrs CA and D) Ratio between HCOOH and the 

products of CO2RR for the different composites. 

 

Figure 4.13: eCO2RR tests for composites CU Cu2O/g-C3N4 at the voltage of -0.9 V vs 

RHE. A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. 

C) Mol of different products after 3-hrs CA and D) Ratio between HCOOH and the 

products of CO2RR for the different composites. 
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The analysis of the CO2RR activity at the other voltages revealed similar trends than the 

case at -1.1 V vs RHE (Figures 4.12 and 4.13), with a general increased productivity 

toward HCOO- for the composites, even at the lowest considered voltage, in particular 

for those fractions (1:3, 1:4 or 1:5) where Cu2O nanoparticles are smaller and more 

homogeneous. Traces of CH4 were detected during the electrochemical characterization 

but the contribute to the overall FE is negligible (𝐹𝐸𝐶𝐻4
< 1 %), meaning that the 

investigated materials are not active toward the formation of Hydrocarbons. 

 

4.3.1.3 Effects of CO2RR on the materials 

Operando and post characterizations are fundamental to investigate the effects of the 

catalytic experiments on the heterostructures and to unveil the implications of the 

improved dispersion of Cu2O nanoparticles on the stability of the entire structure. In 

particular, SEM images of the working electrode after electrochemical CO2RR 

experiments were collected, revealing that the electrochemical process has implications 

on the Cu2O morphology even on the case of the composite (Figure 4.14). Indeed, after 

electrochemical tests, the morphology of the nanoparticles was altered, showing a rougher 

surface of the nanostructures and a partial coarsening. The effects of CO2RR were 

observed in all the composites and at all the different voltages, confirming the effects of 

electrochemical characterization on the Cu2O nanoparticles as observed for pure – 

unsupported corresponding material. 

 

Figure 4.14: SEM images of the sample CU Cu2O/g-C3N4 1:2 after electrochemical 

characterization at the voltage of -1.1 V vs RHE. 
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To deeply study the implications of CO2RR on the chemical state of the catalysts, 

operando XAS experiments were performed during 1hr-CA at the voltage of -0.7 V vs 

RHE. In Figure 4.15 the collected XAS spectra for the different composition of composite 

with g-C3N4 were presented. 

 

Figure 4.15: XAS spectra for the different composites between CU Cu2O and g-C3N4 at 

the voltage of -0.7 V vs RHE. A) 1:2. B) 1:3. C) 1:4. D) 1:5. 

. 

From the comparison of these spectra with the references (i.e. Cu, Cu2O and CuO), it was 

possible to quantitatively extrapolate the fraction of the different Cu-based phases under 

the application of the constant voltage over the time (Figure 4.16). The analysis of the 

XANES spectra revealed a facile conversion of Cu2O to metallic Cu while the 

electrochemical CA is performed. Some traces of CuO were detected during the first 

minutes of the experiments but they rapidly disappeared to form the reduced species.   
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Figure 4.16: Chemical composition of the different composites under a constant voltage 

of -0.7 V vs RHE over the time. A) 1:2. B) 1:3. C) 1:4. D) 1:5. 

 

The percentage of Cu2O of the composites was compared with the obtained results for the 

pristine nanoparticles of Cu2O in order to unveil the role of the fraction of support on the 

stability of the catalyst (Figure 4.17). As it is possible to observe, there is not evident 

effect of the different fraction support on the overall stability of the composites. To 

enhance these differences, the ratio between the fraction of Cu2O and Cu over the time 

was calculated (Figure 4.17 B), observing a slightly improved fraction of Cu(I) over the 

time for the two composites with the higher fraction of C3N4, and a partial dependency of 

the stability of Cu2O phase with the fraction of support.    
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Figure 4.17: A) Fraction of Cu2O under CO2RR experiments over the time for pristine 

Cu2O (black line) and the different composites with g-C3N4. B) Ratio between % of 

Cu2O and % of Cu over the time for the different materials. 

 

4.3.1.4 Determination of band structure of Cu2O/g-C3N4  

To further explore the properties of the composite, the band structure is determined 

through Valence band XPS (VB-XPS) and Mott-Schottky (MS) analysis. The coupling 

of these two analyses allows to investigate the relative position of the two materials and 

extract interesting information such as the flat band potential (Vfb). In particular, Mott 

Schottky plot determination is one of the most used methods to evaluate the Vfb of a 

catalyst, even if could be complex to work out mainly in the case of composite textures 

[42]. This analysis is very important to study the phenomena that occur on the 

semiconductor-electrolyte interface and several publications reported the use of MS 

analysis to determine the photoelectronical properties of materials [43,44]. The 

semiconductor capacitance of a material is described by the MS equation (Equation 4.1): 

                                         
1

𝐶𝑠𝑐
2 =  

2

𝜖0𝜖𝑟𝑒𝑛
(𝑉(𝑅𝐸) − 𝑉𝐹𝐵(𝑅𝐸) −

𝑘𝑏𝑇

𝑒
)                            (4.1) 

where 𝜖0 is the free space permittivity, 𝜖𝑟 the dielectric constant of the semiconductor, e 

the elemental charge, n the concentration of donors, 𝑉(𝑅𝐸) the electrode potential applied 

relative to a reference electrode, RE, and 𝑉𝐹𝐵(𝑅𝐸) the flat band potential. The different 

values of capacitance were obtained from EIS measurement at operative voltages, 

simulating the obtained trend with an equivalent circuit and extracting the desired value 

(Figure 4.18).  
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Figure 4.18: EIS at different voltages (A) and simulation with the elemental circuit (B) 

for Cu2O. 

 

The reflectance analysis allowed to evaluate the band gap of the synthetized g-C3N4, 

finding a band gap of 2.70 eV (Figure 4.19), in good agreement with literature [45]. 

 

Figure 4.19: Tauc Plot for pristine g-C3N4. 

 

MS plot was obtained starting from the equation 4.1, plotting the term 
1

𝐶𝑠𝑐
2  as a function of 

the voltage of the measure (Figures 4.20 A and B). The obtained plots show similar trend 

with already published articles, confirming the intrinsic p-type conductivity of Cu2O and 

n-type conductivity of g-C3N4 [31,46]. In particular, from the intercept of these spectra, it 
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was possible to have an indication of the 𝑉𝐹𝐵 of the material, useful to understand the 

band alignment of the two different structures. The calculated 𝑉𝐹𝐵 were ≈+0.02 V vs 

Ag/AgCl sat. (0.54 V vs NHE) for Cu2O and -0.80 V vs Ag/AgCl sat. (-0.27 V vs NHE) 

for g-C3N4, in agreement with the state of the art [47–49]. The flat band voltage reflect 

the relative differences between the Fermi level of the catalyst and the potential of the 

water-reduction semi-reaction of the catalysts [50]. At the same time, VB-XPS spectra 

(Figure 4.20 C and D) allowed to determine the distance of the VB maximum (VBM) 

from the Ef, finding respectively, 0.183 eV for Cu2O and 1.403 eV for g-C3N4 [51]. 

The combination of MS analysis, VB-XPS with Eg calculation determined the 

approximate band position of different materials of the composites, in which the CB 

minimum was calculated using the relationship 𝐸𝐶𝐵 =  𝐸𝑉𝐵 − 𝐸𝑔 (Table 4.2 and Figure 

4.20). 

 

Table 4.2: Parameters for the band diagram determination of the composite CU Cu2O/g-

C3N4. 

 

The obtained band structure describes a heterostructure where the charges pass through 

the material forming the composite and evidencing an efficient flow of the carriers, 

especially from the point of view of photocatalytic behavior. From this point of view, 

future applications of this composite can be find in several photo- and photoelectro- 

catalytic processes, as already reported in literature [52,53].  
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Figure 4.20: Mott-Schottky plot and VB XPS spectra of Cu2O (A and C) and g-C3N4 (B 

and D). E) Band diagram determination for the composite CU Cu2O/g-C3N4. 

 

4.3.2 Composite between CU Cu2O and RGO 

4.3.2.1 Synthesis and characterization of CU Cu2O/RGO composite 

CU Cu2O/RGO composite was prepared by growing well-defined Cu2O nanoparticles 

directly on sheets of Reduced Graphene Oxide (Figure 4.21). RGO was firstly obtained 

via a two-step process where graphite was exfoliated and oxidized to form nanosheets of 

Graphite Oxide and later, the GO was partially reduced by addition of Hydrazine on the 

solution forming RGO nanosheets. Cu2O nanoparticles were directly grown on the 

support by performing the synthetical route showed in paragraph 3.2 with a proper 

amount of RGO in the solution. In particular, a weight ratio of CU Cu2O/RGO 2:1 was 

chosen to optimize the affinity between the two materials. 

 

Figure 4.21: Synthetic route to obtain pristine RGO and CU Cu2O/RGO composites. 



 

109 

 

The crystalline structure of the as-prepared catalyst was revealed by XRD. The synthesis 

allowed the formation of crystalline Cu2O nanoparticles, as it is possible to understand 

from Figure 4.22, where all the typical feature of Cu2O XRD diffractograms are revealed. 

Rietveld analysis allowed to obtain quantitative information regarding the chemical phase 

of Cu2O, in particular revealing a lattice parameter of 4.27 Å, in good agreement with 

previously reported values [37]. On the other hand, no more reflections related to RGO 

were detected, suggesting that the introduction of RGO has a negligible effects on the 

crystalline structure of the entire composite [54]. At the same time, Raman spectra (Figure 

4.22 B) confirmed the contemporaneous presence of Cu2O and RGO by detecting the 

characteristic vibrations of both the phases. D-band and G-band are observed and they 

can be used to discriminate RGO from GO; indeed, the higher intensity of D-band peak 

is due to a removal of oxygen moieties from GO after reduction and suggested the 

presence of RGO instead of GO [55,56]. 

 

Figure 4.22: XRD pattern (A) and Raman spectrum (B) of CU Cu2O/RGO collected with 

a 533 nm laser. 

 

The morphology of the synthetized composite was unveiled by SEM and TEM imaging 

and the results are presented in Figure 4.23. In particular, SEM images revealed that the 

synthetized Cu2O nanoparticles were directly grown on sheets of RGO, thanks to the 

stabilizing features of the support. On the other hand, TEM images confirmed the intimate 

contact between the two materials of the composite, with the nanoparticles that are fully 

bounded by the 3D structure of RGO. Beside the good affinity between nanoparticles and 

support, the dimensions of Cu2O nanoparticles are slightly decreased than the 
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unsupported materials, with an average size of 150 nm (σ=20 nm), smaller than 200 nm 

obtained for unsupported Cu2O. 

 

Figure 4.23: SEM (A), size distribution (B) and TEM (C and D) for the composite CU 

Cu2O/RGO. 

 

4.3.2.2 Electrochemical characterization of CU Cu2O/RGO composite and CO2RR tests 

The electrocatalytic behavior of the composite CU Cu2O/RGO was characterized using 

the typical three electrode setup and the RDE as working electrode. The CVs and CAs of 

the pristine materials and the composite under both Ar and CO2 atmosphere are showed 

in Figures 4.24 and 4.25. A rational behavior between the different materials is not trivial 

to obtain, due to the difficult on the distribution of the inks on the WE, but it is possible 

to observe that generally the current of the composite over the time was more negative 

than the two pristine materials, indicating a higher activity of the system CU Cu2O/RGO. 

Moreover, the obtained current between Ar and CO2 were different, suggesting a diverse 

reactivity and catalytic pathway when the atmosphere was changed. 
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Figure 4.24: LSVs at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

composite CU Cu2O/RGO. All the voltages are vs SCE and corrected with iR 

compensation. 
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Figure 4.25: CAs at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

composite CU Cu2O/RGO. All the voltages are vs SCE and corrected with iR 

compensation. 

 

Important information regarding the activity of the sample were obtained by 

electrochemical CO2RR experiments and the analysis of the obtained products. In 

particular, In Figures 4.26, 4.27 and 4.28, the results of CO2RR test at the different 

voltages were presented. The electrochemical characterization confirmed again the higher 

current of the composite respect of the pristine materials, in particular at lower voltages. 
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Figure 4.26: eCO2RR tests for composite CU Cu2O/RGO at the voltage of -0.7 V vs RHE. 

A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. C) Mol 

of different products after 3-hrs CA and D) Production of CO during the experiment for 

the different materials. 

 

Figure 4.27: eCO2RR tests for composite CU Cu2O/RGO at the voltage of -0.9 V vs RHE. 

A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. C) Mol 

of different products after 3-hrs CA and D) Production of CO during the experiment for 

the different materials. 
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Figure 4.28: eCO2RR tests for composite CU Cu2O/RGO at the voltage of -1.1 V vs RHE. 

A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. C) Mol 

of different products after 3-hrs CA and D) Production of CO during the experiment for 

the different materials. 

 

The observed higher current is correlated to the highest conductivity of CU Cu2O/RGO 

system, and it had implications on the selectivity and productivity of the different 

electrocatalytic products. Indeed, beside the quasi-total reactivity of bare RGO toward 

HER process, the composite showed higher selectivity toward the formation of CO, with 

a 𝐹𝐸𝐶𝑂 of 48% instead of 43% of unsupported Cu2O at the voltage of -0.9 V vs RHE. The 

obtained selectivity, coupled with the increased current of the composite, provided a 

higher amount of CO during the experiments, almost double than the experiment with 

unsupported Cu2O, indicating a favored pathway toward the formation of CO for the 

composite CU Cu2O/RGO, especially at lower voltages. This improved behavior toward 

CO formation is more evident at the voltage of -0.7 V vs RHE, where the 𝐹𝐸𝐶𝑂 of the 

composite is almost the double of the 𝐹𝐸𝐶𝑂 of unsupported CU Cu2O (Figure 4.26 B). 

The formation of CO can act as the first important step to convert CO2 in high value-

added molecules and the use of the composite CU Cu2O/RGO is an interesting way to 

drive the overall reactivity of Cu2O toward this process.    
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4.3.3 Composite between Cu2O and MoS2 

4.3.3.1 Synthesis and characterization of Cu2O/MoS2 composites 

The synthesis of the composite Cu2O/MoS2 occurred in an two-steps method, where in 

the first the bare MoS2 was prepared and consequently Cu2O nanoparticles were grown 

on the support (Figure 4.29). 

 

Figure 4.29: Synthetic route to obtain pristine nanoflowers of MoS2 and Cu2O/MoS2 

composites. 

 

In particular, in the first step, 3D nanoflowers of MoS2 were synthetized through a facile 

approach, by mixing Na2MoO4*2H2O and Thiourea with citric acid as reducing agent and 

a subsequent heating under hydrothermal conditions. SEM and TEM characterization 

revealed the formations of a 3D structure based on nanoflowers of pure MoS2 with an 

average size of 550 nm (σ=40 nm) (Figure 4.30). Consequently, well-defined Cu2O 

nanoparticles were synthetized via the experimental route presented in chapter 3.2 and 

directly grown on the surface of MoS2 nanosheets. In order to limit the problem of low 

affinity between the two materials of the composite and increase the overall dispersion of 

Cu2O, the chosen weight ratio of this composite is Cu2O/MoS2 2:1 as reported for the 

composite with RGO.  
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Figure 4.30: SEM (A and B) and TEM images (C and D) of pristine nanoflowers of MoS2. 

 

XRD was used as technique to investigate the crystallinity and the different chemical 

phases of the material (Figure 4.31). In particular, the collected diffractogram of the 

composite is in agree with the typical features of pristine Cu2O presented in the paragraph 

3.3.1, confirming the high degree of crystallinity for the obtain nanoparticles and showing 

the same lattice parameter of pristine material. On the other hand, no characteristic 

diffraction peaks related to MoS2 were observed, indicating a poor crystallinity of the 

synthetized support and higher intensity of the Cu2O characteristic reflections, in good 

agreement with other published works [31,32].  

SEM and TEM images revealed the growth of Cu2O nanoparticles on the nanoflowers of 

MoS2, suggesting an intimate interconnection between the two materials of the composite 

and an immobilization of the nanoparticles on the MoS2 matrix (Figure 4.32 A, C and D). 

The coupling between Cu2O and the rough surface of MoS2 nanosheets had implication 

on the average size of the synthetized nanoparticles (Figure 4.32 B), with a decrease of 

the dimensions from 200 nm (σ=20 nm) of unsupported material to 90 nm (σ=10 nm) for 
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the composite. EDS elemental analysis confirms the contemporaneous presence of Cu, 

O, Mo and S with no other impurities (Figure 4.32 E). 

 

Figure 4.31: XRD pattern of CU Cu2O (black) and CU Cu2O/MoS2 composite (red). 

 

 

Figure 4.32: SEM (A), size distribution (B), TEM (C and D) and EDS spectrum (C) for 

the composite CU Cu2O/MoS2. 
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4.3.3.2 Electrochemical characterization of Cu2O/MoS2 composites and analysis of FEs 

The electrocatalytic characterization of the two synthetized composites (with CU and RD 

Cu2O) was performed using the typical RDE setup already presented in the paragraph 

3.3.3. The CVs and CAs (both in Ar and CO2) of the two materials are shown in Figures 

4.33 and 4.34. 

 

Figure 4.33: LSVs at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

different composites Cu2O/MoS2. All the voltages are vs SCE and corrected with iR 

compensation. 
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Figure 4.34: CAs at -1.3 V (A and B), -1.5 V (C and D) and -1.7 V (E and F) for the 

different composites Cu2O/MoS2. All the voltages are vs SCE and corrected with iR 

compensation. 

 

The measured current of the composites was higher than the current of unsupported 

nanoparticles, in particular at higher voltages, and this increased current was unrelated to 

the particular environment of the experiment (Ar or CO2 atmosphere) suggesting the 

presence of an electrochemical process mostly independent than CO2. The obtained high 

currents of the composites had implications even on the measured voltage of the 
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experiments: indeed, in these cases, the real applied voltage was more reductive due to 

the iR drop correction. On the other hand, it is noteworthy to note that 

chronoamperometry tests confirmed the improved catalytic activity of the composites and 

a good stability up to 90 minutes of the measurement. The increase current of composite 

materials is attributed to the synergistic effects brought by the intimate interactions and 

contact between MoS2 nanosheets and Cu2O nanoparticles. To understand which 

processes are involved during the electrocatalytic characterization, CO2RR tests were 

performed. The analysis of chronoamperometries, FEs and the amount of products at the 

voltage of -0.7 V and -0.9 V vs RHE is presented in Figures 4.35 and 4.36. 

 

Figure 4.35: eCO2RR tests for composites Cu2O/MoS2 at the voltage of -0.7 V vs RHE. 

A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. C) Mol 

of different products after 3-hrs CA and D) Production of H2 during the experiment for 

the different materials. 
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Figure 4.36: eCO2RR tests for composites Cu2O/MoS2 at the voltage of -0.9 V vs RHE. 

A) 3-hrs CA under CO2 atmosphere. B) FEs toward gaseous and liquid products. C) Mol 

of different products after 3-hrs CA and D) Production of H2 during the experiment for 

the different materials. 

 

The comparisons between the currents in Figure 4.35 A or 4.36 A, were a useful 

indication of the conductivity of the materials forming the composite. Indeed, pristine 

MoS2 showed higher current than pristine Cu2O nanoparticles, confirming the overall 

electrochemical behavior presented in literature [57]. At the same time, the intimate 

interactions between Cu2O nanoparticles and MoS2 nanosheets were suggested by a great 

increase of the currents for the two composites, in particular with the RD Cu2O:MoS2 that 

showed highest currents (-37.5 mA/cm2 compared to a maximum of -20 mA/cm2 collected 

for RD Cu2O sample). The analysis of the FEs of liquid and gaseous products under CO2 

atmosphere allowed to unveil the different reactivity of the composite. Indeed, pristine 

MoS2, CU Cu2O/MoS2 and RD Cu2O/MoS2 showed higher activity toward the HER 

process, with an overall FE of 76-79% and no other products of CO2RR detected, except 

for small traces of HCOOH. The same experiments in Ar atmosphere revealed similar 

FEs toward HER processes but it is interesting to note that all the CO2RR activity of 

unsupported Cu2O nanoparticles is turned into H2 formation due to the intimate coupling 

with MoS2 nanosheets. The high selectivity of composites toward the formation of H2 is 
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related to the presence of MoS2 and the intrinsic HER activity of this material, but it is 

not the only reason. Indeed, by the analysis of the amount of products after the 3 hours of 

CA, in particular of H2 (Figures 4.35 and 4.36, both C and D), it was possible to note that 

the HER activity of the composites is clearly higher than the unsupported materials (for 

instance, the H2 production was 180 μmol for RD CU2O/MoS2 vs 100 μmol of pure MoS2 

and 20 μmol of pristine RD Cu2O), suggesting that the interactions between the Cu2O 

nanoparticles and the 3D structure of the Mos2 nanosheets played a pivotal role to drive 

the selectivity toward the formation of H2. The high production rate of these materials 

open new scenarios regarding possible applications of Cu2O/MoS2 composites as 

electrocatalysts for the in-situ hydrogenations of organic molecules [58].  

 

4.3.3.3 Effects of CO2RR on the materials 

Operando XAS highlighted the effects of CO2RR process on the stability of the Cu phase 

on the composite CU Cu2O/MoS2 2:1. In Figure 4.37, the evolution of XANES spectra 

over the time under a voltage of -0.7 V vs RHE is presented.  

 

Figure 4.37: XAS spectra spectra of CU Cu2O/MoS2 at the voltage of -0.7 V vs RHE. 

More quantitative indications were obtained from XANES spectra and the extrapolation 

of different phases, tracking the evolution of the chemical phase of the catalysts over the 

time (Figure 4.38 A). Compared to the unsupported materials, lower fractions of Cu2O 

and metallic Cu were founded, suggesting the presence of other phases. In particular, the 
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fraction of Cu2S that was extrapolated (more than 20%) can be due to a partial 

reconstruction of the material over the time when the voltage is applied (Figure 4.38 B).  

 

Figure 4.38: Chemical phases of CU Cu2O/MoS2 2:1 under a constant voltage of -0.7 V 

vs RHE over the time. A) Compared to pristine Cu2O. B) Different obtained phases. 

 

4.4 Conclusions 

In the as-presented chapter, the common issues of using Cu2O nanoparticles as 

electrocatalysts have been faced. The formation of heterostructures by coupling Cu2O 

nanoparticles with supports is one of the most reported ways to improve stability and 

efficiency, thanks to the good effects on the dispersion of Cu2O nanoparticles. In 

particular, several efforts have been dedicated to couple CU Cu2O with three common 

supports, such as g-C3N4, RGO and MoS2, forming composites with the main aim to 

unveil the effects of the improved dispersion on the activity of Cu2O nanoparticles.  

The electrocatalytic performances for similar materials are reported in table 4.3. The 

comparison of the presented examples with literature is not straightforward due to the 

different experimental conditions and mainly, studied electrochemical processes. 

 

 

 

 

 

 

 



 

124 

 

Catalyst Electrolyte Voltage Main Products Ref. 

Cu2O (CU) KHCO3 0.1 M 
-1.1 V Vs 

RHE 

CO (38 %) 

This work CH2CH2 (29 %) 

HCOOH (16 %) 

CU Cu2O/g-C3N4 1:3 KHCO3 0.1 M 
-1.1 V Vs 

RHE 

CO (13 %) 

This work CH2CH2 (24 %) 

HCOOH (25 %) 

CU Cu2O/RGO 2:1 KHCO3 0.1 M 
-1.1 V Vs 

RHE 

CO (53 %) 

This work CH2CH2 (8 %) 

HCOOH (14 %) 

Cu2O/C KHCO3 0.5 M 
-1.1 V Vs 

RHE 

CO (7 %) [25] 
Chapter 3 CH2CH2 (45 %) 

Cu2O (CU) KHCO3 0.1 M 
-0.9 V Vs 

RHE 

CH2CH2 (25 %) 
[64] 

Chapter 3 
HCOOH (6 %) 

CH3CH2OH (7 %) 

CuO/g-C3N4 NaHCO3 0.1 M 
-1.1 V Vs 

RHE 

CO (7 %) 

[24] CH2CH2 (2 %) 

CH4 (4 %) 

Cu2O/g-C3N4 KHCO3 0.1 M 
-1.1 V Vs 

RHE 

CO (10 %) 

[41] CH2CH2 (32 %) 

HCOOH (10 %) 

Cu2O/CuS KHCO3 0.1 M 
-0.9 V Vs 

RHE 
HCOOH (67 %) [59] 

Cu2O/RGO KOH 1 M / 
Catalyst for HER 

and OER 
[28] 

Cu2SnS3/RGO KOH 1 M / Catalyst for HER [29] 

Cu2O/MoS2 KHCO3 0.5 M 
-1.1 V Vs 

RHE 

CH3OH (10%) 
[32] 

CH3CH2OH (8 %) 

 

Table 4.3: Comparison between prepared and reported Cu2O-based catalysts. 

 

The formation of heterostructure with g-C3N4 allowed to directly affect the 

electrochemical behavior of Cu2O. Despite the insulator behavior of the g-C3N4 and its 

contribution toward the HER process, composites with CU Cu2O showed an improved 

productivity of HCOOH over the time. In particular, a correlation between the decrease 

average sizes of Cu2O nanoparticles with the amount of HCOOH during the 

electrochemical process was observed, with the composite CU Cu2O/g-C3N4 1:3 that 

showed, at the voltage of -1.1 V vs RHE, a fraction of HCOOH almost double (0.57 vs 
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0.28) respect the unsupported material. The reasons for the different catalytic behaviour 

of the composite with g-C3N4 compared to pristine nanoparticles, are not easy to 

understand, but some hypotheses can be proposed.  The improved dispersion of Cu2O 

nanocubes on the surface of the support allows to expose a higher number of active sites 

for the CO2RR process, increasing at the same time the interphase between the two 

materials and reactivity towards the resulting products. Literature reports the strong 

capability of g-C3N4 to adsorb CO2 molecules and to locally increase the CO2 

concentration thanks the presence of nitrogen sites on the structure [41]. Moreover, the 

partial HER activity of the support could facilitate the direct hydrogenation of the 𝐶𝑂2
.− 

radical, the main intermediate in the formation of formats, even if further studies need to 

be done to support this hypothesis. As a result, the synergetic effect between Cu2O 

nanoparticles and g-C3N4 support enables the enhanced formation rate of HCOOH and 

the different reactivity during the electrocatalytic experiments. Despite the improved 

catalytic behavior, the incorporation of g-C3N4 nanosheets had still insufficient effects on 

the stability of Cu2O phase, with operando XAS analysis that revealed a rapid reduction 

of Cu2O phase for the different materials during the first minutes of electrochemical 

characterization. 

The formation of the composite between CU Cu2O and RGO results in an increased 

selectivity and productivity toward CO. Indeed, by coupling with RGO, the 𝐹𝐸𝐶𝑂 rise to 

almost the double (for instance, at -0.7 V the 𝐹𝐸𝐶𝑂  of the composite is 40 % vs 22 % of 

pristine Cu2O), with an increased amount of CO produced especially at lower voltages.  

The presence of a 3D nanostructure of MoS2 had also implications on the electrochemical 

behavior of the overall material. Indeed, due to the improved HER activity of pure MoS2, 

its coupling with Cu2O nanoparticles had dramatic effects on the selectivity and 

productivity of the composite towards H2, with an important decrease of the selectivity 

towards all the products of the CO2RR. The higher HER activity of the composite 

Cu2O/MoS2 was due to the improved dispersion of Cu2O nanoparticles and the synergistic 

behavior between the two parts of the composite. This work opens a promising prospect 

for the utilization of Cu2O/MoS2 as catalyst toward the electrochemical hydrogenation of 

organic molecules.  
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In the next chapter, a facile sol gel method to form bimetallic particles based on Cu and 

Sn is presented, with a particular attention on the characterization of the different 

chemical phases and the study of the activity toward eCO2RR. 
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Chapter 5 

Bimetallic electrocatalysts for CO2 conversion 

from: Wangchao Yuan, Nivetha Jeyachandran, Tingke Rao, Azeem Ghulam Nabi, Matteo 

Bisetto, Devis Di Tommaso, Tiziano Montini, Cristina Giordano, Study on the Structure 

vs Activity of Designed Non-Precious Metal electrocatalysts for CO2 Conversion, 

Materials Letters 341 (2023) 134167 

 

5.1 Introduction 

Cu-based catalysts are promising nonprecious metal alternatives thanks to the possibility 

to catalyse the formation of multi-carbon products and the relatively high availability of 

Cu supply [1]. Besides these important features, Cu-based catalysts show different 

drawbacks, in particular related to the high overpotential of the process, the low stability 

and poor selectivity [2]. In the previous chapters, the problems of selectivity and stability 

were tackled by exploiting different exposed facets and by coupling Cu2O with opportune 

supports, in order to improve the dispersion of the nanoparticles. Even if the presence of 

a support affected the overall selectivity or productivity, the problem of the low stability 

of the catalyst is still unsolved. A possible solution could rise by utilization of metal Cu 

nanoparticles as catalyst for the eCO2RR, in order to exploit the metal behaviour to 

perform eCO2RR with high current densities. For this reason, several researches are now 

focusing in optimizing metal Cu-based catalysts for CO2RR, to make this process 

practically but also economically feasible [3–5]. Different methods can be adopted to 

increase the overall catalytic behavior of Cu-based materials, including the optimization 

of the specific surface area or the number of active sites through surface modification, 

doping with metal materials or alloying [6–9]. Many recent publications focus the 

attention on the tailored synthesis of Cu particles in order to finely control the porosity, 

sizes and crystallinity of the obtained materials [10–12]. The synthetic methodology to 

prepare Cu nanoparticles is, therefore, critical to maximize catalytic activity and 

selectivity of eCO2RR. It is surprising that not much attention has been devoted to 

optimizing such a key step. Cu nanoparticles have been prepared for different 
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applications, using selected pathways, e.g. via microwave or electron beam irradiation, 

bio-synthesis and laser ablation [13–15]. Since Cu is easily aggregated and oxidized, 

many researchers synthesize Cu nanoparticles capped with polymers, such as PVP (poly 

vinyl pyrrolidone) and gelatine [16,17]. However, polymers cannot be decomposed 

easily, leaving a polymeric residue that might affect the catalytic performances. Strong 

reducing agents, such as hydrazine and sodium borohydride, have been widely used to 

synthesize Cu nanoparticles with surfactants; however, hydrazine is extremely toxic and 

dangerous, and sodium borohydride will produce impurities, such as boron and sodium 

salts, which are difficult to remove by solvent washing. Kim et al. managed to synthesize 

monodispersed copper nanoparticles without the use of strong reducing agents by thermal 

decomposition of Cu-oleate complex, which was prepared by the reaction of CuCl2 with 

aqueous sodium oleate. However, this method required very low pressure (0.3 torr) [18]. 

In the present chapter, an alternative non-toxic methodology to prepare monometallic Cu 

and Sn or bimetallic Cu-Sn materials with a fixed composition and morphology is 

presented. In particular, this method is based on a sol-gel procedure called urea glass route 

(UGR) [19,20]. The as-prepared particles were tested for the electrochemical CO2 

reduction reaction (CO2RR). The monometallic samples, both Cu and Sn, showed a high 

selectivity in the production of H2. On the other hand, bimetallic Cu-Sn electrocatalysts 

showed an improved ability towards the formation of the products of CO2 reduction, 

mainly CO and HCOOH at the investigated potentials. The results clearly show that 

bimetallic materials possess active sites with an increased specific activity toward 

activation and reduction of CO2.  

 

5.2 Experimental section 

Copper(II) nitrate trihydrate (CAS Number 13778-31-9, 99.999% purity), Tin (IV) 

chloride (CAS Number 7646-78-8, 98%) and urea (CAS 57-13-6, ACS, Reag. Ph Eur) 

were purchased from Sigma-Aldrich. Ethanol (Puriss p.a Absolute ≥99.8%). All reagents 

were of analytical grade and used without further purifications. 

 

 

https://www.sigmaaldrich.com/catalog/search?term=13778-31-9&interface=CAS%20No.&N=0&mode=partialmax&lang=en&region=GB&focus=product
https://www.sigmaaldrich.com/catalog/search?term=57-13-6&interface=CAS%20No.&N=0&mode=partialmax&lang=en&region=GB&focus=product
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Synthesis of Cu and Sn monometallic Nanoparticles 

Cu(0) and Sn(0) nanoparticles were synthesized by a modified urea glass route 

methodology, starting from copper(II) nitrate trihydrate, tin (IV) chloride and urea as 

precursors [20].  

In a typical synthesis of Cu(0), Cu(NO3)2 and fixed amount of urea (depending on the 

desired final ratio) were dissolved in ethanol to form light blue mixture. The prepared 

mixture was then heated under a N2 atmosphere at 350 °C for 4 hours with a rate of 3.5 

°C/min, in order to form a pure metallic Cu phase. At the end of the thermal treatment, a 

brown-red powder of Cu(0) was obtained. Similarly, for the synthesis of Sn(0) 

nanoparticles, SnCl2 and an appropriate amount of urea were dissolved in 10 mL of 

ethanol. The mixture was firstly sonicated for 30 minutes and then annealed under a N2 

atmosphere at 550°C for 4 hours with a rate of 3.5 °C/min. At the end of the process a 

silver-grey powder of metal Sn(0) was obtained. Samples with different urea/metal salt 

molar ratio (R) were prepared to investigate the influence of the urea amount over 

nanoparticles crystallinity and/or size. In particular, we prepared samples with ratio R=3 

(labelled as Cu R3 and Sn R3) and samples with R=5 (labelled as Cu R5 and Sn R5). 

Synthesis of CuSn bimetallic Nanoparticles 

CuSn alloys (strategy A) 

CuSn alloys were prepared with the strategy A by simple mixing the two solutions of 

precursors used for the synthesis of monometallic Cu and Sn. The amount of urea depends 

on the chosen value of R=urea/metal salt; even in this case the material was prepared with 

two different molar ratio R (labelled as CuSn R3 and CuSn R5). After the two precursors 

were mixed together, the obtained solution was sonicated for one hour, obtaining a green 

Cu-Sn solution. The resulting suspension was then transferred in a crucible and heated up 

to 350 °C for 4 hours, using a rate of 3.5 °C/min under an atmosphere of N2. At the end 

of the thermal treatment, a black powder was obtained. 

Cu@Sn core/shell (strategy B) 

A core@shell nanostructructure, where Cu is the core and Sn the thin shell, was obtained 

by a two-step method. In the first step, Cu-R5 nanoparticles were prepared following the 
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procedure presented for the monometallic materials. In the second step, a proper amount 

of Cu(0) nanoparticles was added in the Sn precursor solution, in order to achieve a Cu:Sn 

molar ratio of 1:1. The obtained dispersion was then sonicated for 30 minutes, transferred 

into a crucible and heated at 550°C for 4 hours using a rate of 3.5 °C/min under a N2 

atmosphere.  

Sn@Cu core/shell (strategy C) 

Sn@Cu nanoparticles were prepared starting from Sn(0) nanoparticles and the solution 

of precursors for the synthesis of monometallic Cu. In particular, Sn(0) nanoparticles with 

R=5 were prepared and mixed with the solution of Cu(NO3)2 and urea in ethanol, in order 

to obtain a Cu:Sn molar ratio of 1:1. The obtained suspension was sonicated for 30 

minutes, transferred into a crucible and heat treated heated up to 350 °C for 4 hours, using 

a rate of 3.5 °C/min under an atmosphere of N2.  

Preparation of Electrocatalysts, electrochemical setup and measurements  

The electrochemical experiments were performed in the typical 3-electrodes system and 

using the same procedure already mentioned in chapter 2.8 except for the chrono 

amperometry that last for one hour instead of 3 hours.  

 

5.3 Results and discussion 

5.3.1 Characterization of monometallic and bimetallic particles  

The synthesis allows to prepare monometallic and bimetallic nanoparticles based on 

metal Cu and Sn through a facile urea glass method. In particular, Figure 5.1 summarizes 

the different experimental strategies to obtain bimetallic alloy of Cu and Sn and the two 

different core/shell nanoparticles. The preparation of all the materials had been performed 

by the research group of Pr. Cristina Giordano of the Queen Mary University of London. 
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Figure 5.1: Synthetic approaches for the synthesis of bimetallic nanoparticles. 

 

Phase attribution of as-prepared materials was done through XRD characterization. For 

both Cu R3 and R5, the expected crystal structure of pure metallic (cubic) Cu was 

achieved around 350 °C; on the other hand, a temperature of 550°C is required to obtain 

pure Sn(0) phases. Figure 5.2 shows the XRD patterns of CuSn samples prepared via 

different strategies; the XRD pattern of monometallic Cu and Sn, and the physical mixture 

(PM) are also included for comparison. The XRD pattern for the CuSn physical mixture 

shows two distinct phases that are in good agreement with the expected patterns of the 

pristine Cu(0) and Sn(0), confirming that grinding the as-prepared materials does not 

induce the formation of alloyed phases. To investigate the structural properties of the 

synthesized samples, the XRD pattern was fitted by the Rietveld method. The results are 

summarized in Table 5.1. 

Figure 5.2 A presents the pattern of the CuSn R5 sample obtained from the strategy A, 

revealing the simultaneous presence of three different crystalline phases: Cu(0), SnO2 and 

intermetallic Cu3Sn. The incorporation of Sn into the Cu structure was suggested by a 

slight increase in the cell parameter (correspondent to the shift at lower angles of the 

typical Cu(0) peaks). The presence of an alloyed Cu:Sn phase was indicated by the 

difference with the CuSn-PM. 



 

136 

 

 

Figure 5.2: XRD patterns of bimetallic samples prepared with different strategies (A: 

CuSn R5 alloy, C: Cu@Sn R5, E: Sn@Cu R5) compared with the patterns of pure Cu 

(ICDD 00-003-1005), Sn (ICDD 04-004-7747) and corresponding CuSn physical 

mixture. XRD patterns were enlarged between 42-44° around the Cu (111) peak (Figures 

B, D and F). 
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Table 5.1: Results from Rietveld analysis of the investigated samples. 

 

The comparison of samples prepared at lower urea:metal ratio (Figure 5.3) suggested that 

increasing the urea:metal ratio improve the Cu-Sn contact, as indicated by the content of 

the intermetallic Cu3Sn and by the shift of the Cu cell parameter to higher values. Despite 

the complexity of the observed patterns, we can safely assume the formation of a CuSn 

intermetallic phase via the UGR. Regarding the Cu@Sn R5 material synthetised via 

strategy B (Figure 5.2 C), the XRD pattern showed the reflections typical of Cu, with an 

asymmetric shape of the Cu peaks, a shift toward lower angles compare to the pattern of 

pure Cu, and the absence of Sn peaks, suggesting the formation of a core-shell 

nanostructure. Finally, Figure 5.2 E showed the pattern of the sample prepared via 

strategy C, observing different features of the synthetised Sn@Cu system compared to 

the pattern of pure metals. The Sn@Cu sample led to the formation of Cu, Cu3Sn, Sn and 
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SnO2 phases, very similar to what observed for the bimetallic samples prepared via 

strategy A. By comparison of the three strategies, despite the chosen Cu:Sn molar ratio 

was always 1:1, the presence of a Cu(0) phase in all the diffractogram suggested that 

metallic Cu is the main phase of the materials. 

 

Figure 5.3: XRD patterns of CuSn R3 prepared via strategy A compared to pure Cu 

(ICDD 00-003-1005) and Sn (ICDD 04-004-7747). Inset: XRD patterns in the range 42-

44° focus on the Cu111 peak. 

 

To gain information on the morphology and homogeneity of the different materials, all 

samples were analysed through SEM (Figure 5.4). Cu R3 and Cu R5 samples are 

composed by highly interconnected polycrystalline particles (Figures 5.4 A and B). On 

the other hand, Sn R3 and Sn R5 samples are composed by polycrystalline spherical 

particles, with an improved homogeneity of the sample Sn R3 respect than Sn R5 (Figures 

5.4 C and D).       

 

Figure 5.4: SEM images of Cu R3 (A), Cu R5 (B), Sn R3 (C) and Sn R5 (D). 
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SEM images of bimetallic materials were difficult to interpret due to the homogeneous 

and bulky structure of the obtained materials. From this point of view, SEM-EDS was a 

useful tool to confirm the intimate contact between Cu and Sn on all the bimetallic 

materials (Figures 5.5, 5.6 and 5.7). 

 

Figure 5.5: SEM-EDS mapping and spectrum of CuSn R3-A at low magnification. 

 

Figure 5.6: SEM-EDS mapping and spectrum of Cu@Sn R5-B. 
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Figure 5.7: SEM-EDS mapping and spectrum of Sn@Cu R5-C at high magnification. 

 

To conclude, the Cu@Sn material prepared through strategy B showed clusters with 

elongated structures, as confirmed from TEM measurements (Figure 5.8).  

 

Figure 5.8: Representative TEM images of CuSn R3 (A), Cu@Sn R5 (B) and Sn@Cu R5 

(C). 

 

5.3.2 Electrocatalytic CO2 reduction reaction experiments 

In this section, the electrochemical investigation of the catalytic activity of Cu/Sn 

bimetallic systems toward CO2RR is reported. Cyclic voltammetries (CVs) were used to 

release adsorbed species from the surface of the electrode and obtain a preliminary 

evaluation of the electrocatalytic behavior. CVs were performed under CO2 atmosphere 

reaching various negative potentials (−1.3 V, −1.5 V and −1.7 V vs Ag/AgCl sat. 
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corresponding respectively to −0.7 V, −0.9 V and −1.1 V vs RHE) and showing similar 

trends (Figure 5.9): the monometallic materials presented enhanced current densities 

compare to the bimetallic samples, suggesting an improved tendency to exploit electrons 

for the electrocatalytic reaction. To evaluate the contribution of CO2 reduction on 

electrochemical process, preliminary CVs and CAs performed under CO2 were compared 

with blank experiments under inert Ar atmosphere (Figure 5.10) for representative 

samples. These comparisons highlighted a limited increase of the current under CO2 for 

the sample Cu R3, with the bimetallic species Cu@Sn-B and Sn@Cu-C that showed 

larger improvements in current densities under CO2 atmosphere.  

 

Figure 5.9: CVs of monometallic (left) and bimetallic (right) catalysts under CO2 

atmosphere at different potentials (A and B: −0.7 V, C and D: −0.9 V, E and F: −1.1 V vs 

RHE). 
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Figure 5.10: CVs (left) and CAs (right) under Ar and CO2 atmosphere at the potentials 

of −0.9 V vs RHE for Cu R3 (A, D), Cu@Sn B (B, E) and Sn@Cu C (C, F). 

 

The electrocatalytic behavior of different materials towards CO2RR was investigated 

performing chrono amperometries, applying the chosen voltage for one hour and tracking 

the composition of gaseous and liquid products. Figures 5.11, 5.12 and 5.13 show the 

results of the electrocatalytic experiments obtained at the different experimental voltages 

(−0.7 V, −0.9 V vs RHE and −1.1 V vs RHE). In agreement with preliminary CVs 

experiments, the measured current densities increased as the potential applied moves to 

more negative values. Monometallic Cu materials showed the highest currents compare 
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to all the bimetallic materials: at the voltage of −0.9 V vs RHE, Cu R3 and Cu R5 samples 

showed an average current density of −11.6 mA/cm2 and −8.8 mA/cm2, respectively. 

These intense current densities are mainly due to the formation of gaseous H2 from H2O 

(Figures 5.11 C, 5.12 C and 5.13 C). Similarly, Sn R3 and Sn R5 were mainly selective 

toward HER process, even if producing lower amount of H2, in agreement with the lower 

current densities. All the monometallic compounds had showed a 𝐹𝐸𝐻2
 around 60 – 70 

% (Figures 5.11 E, 5.12 E and 5.13 E), confirming the metallic behavior to promote HER 

process. Consequently, very low productivities toward the formation of CO2RR-derived 

products were observed. 

 

Figure 5.11: eCO2RR experiments at the voltage of −1.3V vs Ag/AgCl sat. (−0.7 V vs 

RHE) of monometallic (left) and bimetallic (right) materials. (A, B) CAs; (C, D) 

Production rate of the detected products; (E, F) Faradaic Efficiencies (FE) toward the 

detected products. 
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Figure 5.12: eCO2RR experiments at the voltage of −1.5 V vs Ag/AgCl sat. (−0.9 V vs 

RHE) of monometallic (left) and bimetallic (right) materials. (A, B) CAs; (C, D) 

Production rate of the detected products; (E, F) Faradaic Efficiencies (FE) toward the 

detected products. 

 

On the other hand, bimetallic materials showed an improved selectivity towards CO2RR 

products, in particular at the voltage of −0.9 V vs RHE. Indeed, despite lower current 

densities with respect to the monometallic Cu R3 and Cu R5 (Figure 5.12 B), bimetallic 

materials presented increased FEs toward the formation of carbon-based species such as 

CO or HCOOH (Figures 5.12 D and 5.12 F). Similar effects were observed even at the 

other voltages, with a general increasing of HER activity for monometallic Cu and Sn and 
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improved Faradic efficiencies towards CO2RR products for bimetallic compounds 

(Figures 5.11 and 5.13). In particular, the sample Cu@Sn-B presented the best catalytic 

performances, with 𝐹𝐸𝐶𝑂 higher than 50% and the formation of significant amounts of 

Ethylene at the voltage of −1.1 V vs RHE (Figure 5.13 F). Notably, the FEs of different 

materials differ from 100% due to the presence of secondary and parasitic reactions that 

reduced the overall fraction of electrons available for the reduction of CO2. Considering 

that these materials contain relevant amounts of SnO2, it is reasonable to consider that 

part of the electrons are consumed for reduction of SnOx species. 

 

Figure 5.13: e CO2RR experiments at the voltage of −1.7 V vs Ag/AgCl sat. (−1.1 V vs 

RHE) of monometallic (left) and bimetallic (right) materials. (A, B) CAs; (C, D) 

Production rate of the detected products; (E, F) Faradaic Efficiencies (FE) toward the 

detected products. 
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To further prove the effect of bimetallic composition on the selectivity, the molar ratio 

between the electrons employed in the production of CO2RR-products (HCOOH and CO 

as C1 products while Ethylene is the most important C2 product) and those consumed for 

the HER process has been calculated using the equation: 

C1+C2

H2
=

2 molCO+2 molHCOOH+8 mol𝐶𝐻2𝐶𝐻2

2 mol𝐻2

 

Figure 5.14 highlights these differences for the chosen voltages, showing a general 

increase ratio for bimetallic materials and confirming a most selectively catalytic 

behavior toward CO2RR. As an example, at the voltage of −0.9 V vs RHE, a maximum 

ratio (C1+C2)/H2 for the most selective Cu@Sn-B was obtained, ratio 8 times higher than 

that observed for the less selective Cu R3. These results confirmed the higher selectivity 

of bimetallic CuSn materials toward CO2RR process: in comparison with the results 

obtained from monometallic catalysts, bimetallic materials direct electrons toward CO2 

reduction reaction, strongly limiting the production of molecular H2. This effect suggests 

that a modification of the reaction pathway takes place in bimetallic materials with respect 

to the monometallic ones. 

 

Figure 5.14: Ratio between electrons employed for CO2RR and for H2 for the different 

catalysts at the potential of -0.7 V (A), – 0.9 V (B) and -1.1 V (C) vs RHE. 

 

To rationalize the preference towards HER or CO2RR, the adsorption energies of H2O, 

CO2 and the products of their reduction reaction on the Cu (100), (110), and (111) surfaces 

were calculated through DFT calculations by the research group of Prof. Devis Di 

Tommaso from the Queen Mary University of London. H2 has an adsorption energy of 

approximately −0.1 eV, which corresponds to a significantly weaker surface binding than 



 

147 

 

*COOH and *CO, the first two intermediates in the CO2RR reaction pathway. Therefore, 

on all Cu surfaces H2 desorbs more easily than HCOOH and CO, leading to the observed 

high FE for the HER. On the other hand, calculation of Gibbs free energy profiles for 

CO2RR and HER on different surfaces suggested that both Cu (100), and CuSn (100) 

surfaces have low overpotential towards CO production. However, HER is competitive 

with CO formation especially for Cu (100), confirming the higher activity of Cu surfaces 

toward the H2 formation and the improved conversion of CO for the mixed CuSn surfaces. 

 

5.4 Conclusions 

In this work, monometallic and bimetallic particles based on Cu and Sn were synthetized 

for the first time by an easy and scalable sol-gel process called urea glass route (UGR). 

In particular, the presented procedure allowed to synthetize bimetallic Cu/Sn particles 

exploiting different approaches. With the first approach, bimetallic alloys were prepared 

by mixing the urea-based solutions used as precursor for the synthesis of monometallic 

materials. The other two strategies allowed to form core-shell nanoparticles based on the 

two considered metals: Cu@Sn-B and Sn@Cu-C. All the prepared materials were tested 

towards CO2RR at different voltages revealing peculiar catalytic behaviors for bimetallic 

materials. In particular, monometallic materials showed higher current densities, mainly 

due to favorable activity towards the formation of H2. On the other hand, bimetallic 

materials presented interesting increase in selectivity toward the formation of products of 

CO2RR, in particular to HCOOH and CO. The sample Cu@Sn-B presented the best 

catalytic performances, with 𝐹𝐸𝐶𝑂 higher than 50% and the presence of Ethylene at -1.1 

V vs RHE. The improved selectivity of bimetallic materials towards CO2RR was 

suggested even by the analysis of the molar ratio between CO2-based products and H2. 

This work opens a promising prospect for the utilization of easy and scalable experimental 

procedures to obtain efficient metal electrocatalysts toward CO2RR.  
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Chapter 6 

TiN nanotubes as catalyst for gas-phase photothermal CO2 

reduction 

6.1 Introduction 

In the last years, many efforts have been done to develop metamaterials with advanced 

and innovative performance, in particular related to their optical, thermal and catalytic 

properties [1–3]. Generally based on noble metal nanoparticles, these materials provide 

enhanced light absorption behavior thanks to the opportunity to exploit Localized Surface 

Plasmon Resonance (LSPR) [4,5]. Through an adequate control of the nanostructure of 

the materials, plasmon resonance can be exploited to induce an enhance of the light 

absorption or to increase the reflectivity of a particular surface. Plasmon resonance in 

metamaterials can relax via two different pathways (Figure 6.1): a radiative pathway with 

release of energy by a re-emission of a photon or a non-radiatively way through Landau 

damping, with the generation a hot electron-hole pair [6]. 

 

Figure 6.1: Relaxation of a plasmon resonance via radiative and non radiative pathway. 
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Metamaterials are able to exploit LSPR and its relaxation to produce hot electrons that 

can be used in many applications or devices, in particular in catalytic processes. Indeed, 

due to their transient high energy, hot electrons activate electronic or vibrational 

transitions directly on molecules adsorbed on the material surfaces being able to catalyze 

chemical reactions, increasing the overall activity of the system. The presence of these 

hot electrons is drastically limited on extended metal surfaces due to the low lifetime and 

mobility of the carriers [7]. These factors can be improved with control of nanostructure 

of the system and the optimization of the electron confinement, increasing the density of 

states and reducing the electron-electron interactions in order to enhance the overall 

lifetime of the produced hot electrons [8].  

Generally, LSPR is exploited using noble metals nanoparticles. The use of Au or Ag 

nanoparticles is diffuse for these applications but, on the other hand, the utilization of 

noble-metal nanoparticles introduces some issues related to the metal response that 

increase the overall reflectivity at non-resonant frequencies and the low melting point of 

the materials, inducing modifications on the nanostructure and on the overall catalytic 

behavior [9]. In addition, the high cost of these critical raw materials urges researcher to 

find new materials to exploit plasmonic features. Common transition metals such as 

nickel or aluminum are still able to exploit plasmonic excitation, but their optical 

properties are generally limited and their stability is still low to exploit them as solar 

absorber for catalytic properties [10]. On the other hand, transition metal nitrides bear 

different properties such as the presence of LSPR, good absorption and emission 

properties and, mainly, a mechanical stability that rise especially at very high 

temperatures. Titanium Nitride (TiN) is one of the most promising refractory materials 

used for solar thermal technologies, thanks to the high melting point, the improved 

chemical and thermal stability and durability [11,12]. Compare to typical metals, TiN 

shows an improved behavior to locally increase the temperature and a work function 

lower than mostly of noble metals (ɸM ≈ 4 eV), indicating its important role on the 

development of different metal nano-optics devices [13]. Moreover, thanks to its 

flexibility, it is possible to tailor the optical properties by a rational choice of the 

stoichiometry or the nanostructure of the final material, exhibiting a tunable absorption 

spectra that can be extended toward Near-infrared region without particular optical losses 

[14]. Different approaches had been used to synthetize nanostructured TiN in order to 
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enhance the absorption properties of the entire system, optimizing the LSPRs and 

promoting the light trapping effects through nanostructuration [15–17]. In particular, high 

aspect-ratio nanostructures are able to significantly optimize the photo-thermal behavior 

thanks to the high anisotropic effects on the system [18].  

Hence, control of nanostructure is exploited to improve the catalytic properties of TiN. In 

particular, TiN nanotubes are synthetized via a three-steps method and used as catalysts 

toward the gas-phase photothermal reduction of CO2. Different metals were used to 

decorate TiN nanotubes in order to study the effects on the overall catalytic behavior: 

briefly, TiN with Ru nanoparticles is mostly active toward CO2 methanation (through 

Sabatier reaction) while TiN decorated with Pt nanoparticles catalyzes the reverse Water 

Gas Shift reaction (rWGS). To unveil the role of hot electrons on the overall catalytic 

process, a layer of Al2O3 with different thickness was deposited on TiN samples, resulting 

in a drop of the CO production rate as the thickness of the interlayer increases.  

This work opens promising perspectives focus on the use of LSPR to locally increase the 

temperature of a sample, enabling catalytic processes and limiting the overall energy 

consumption. 

 

6.2 Experimental section 

All reagents were of analytical grade and used without further purifications.  

Synthesis of TiN nanotubes 

The synthesis of TiN nanotubes was performed in a three-steps process, with TiO2 

nanotubes were grown on a Ti foil via anodization and annealing and finally converted to 

TiN via heat treatment under NH3 atmosphere. In a typical procedure, a Ti foil was firstly 

cleaned in a multistep procedure by washing with acetone, ethanol and deionized H2O 

under sonication. Then, the polished Ti foils were used as working electrode in a two-

electrode electrochemical cell, facet with a Pt foil as counter electrode and connected to 

DC power supply. The anodization was performed by applying 60 V for 3 hours in a 

solution of diethylene glycol (DEG) containing 0.5 wt. % of NH4HF2 and 3.6 wt. % of 

H2O [19]. The entire electrochemical setup was kept at 40 °C. The anodization allows the 

formation of TiO2 nanotubes on the Ti foil. At the end of the electrochemical process, the 
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foil was annealed in air at 450 °C for 2 hours in order to improve the crystallinity of the 

obtained TiO2 nanotubes. In the last step of the synthesis, TiO2 nanotubes were undergo 

to nitridation, by annealing at 900 °C for 1 hr under ammonia atmosphere. The heating 

and cooling ramp was set at 5 °C/min.   

 

Deposition of metal nanoparticles or Al2O3 layer 

Different metal nanoparticles were deposited on the top of TiN nanotubes array through 

Direct Current (DC) sputtering, using different targets and setting a nominal thickness of 

2 nm. Pt nanoparticles were deposited even via chemical impregnation in order to 

compare the two methods. In particular, Pt nanoparticles were deposited via impregnation 

following an adapted procedure from the reference [20]. In a typical procedure, TiN foils 

were immerged in a solution containing 87 mg of H2PtCl6*2H2O in 0.7 mL of HCl (37 

%) and 100 μL of ethylene glycol in 60 mL of H2O for 30 s. Pt nanoparticles were 

synthetized by reduction of Pt precursor through immersion of the sample in a solution 

containing 1 g of NaBH4 in 50 mL of H2O and repeating the procedure for 10 times. The 

different metals used in this work and the relative experimental method are presented in 

the Table 6.1.  

 

Table 6.1: Different metal deposited on TiN nanotubes. 

 

TiN nanotubes were also covered with a thin layer (nominal thickness 2, 4, 7, 10 and 20 

nm) of Al2O3 via Atomic Layer Deposition (ALD) using Al(CH3)3 as precursor and 

performing the deposition at 100 °C with a rate of 10 cycles/nm.  

 

Catalytic tests 

The catalytic tests were performed using a home-made gas tight cell assembled with a 

front viewport in order to transmit a wide range of the light. The reactive mixture (25 

Metal Method

Cu DC Sputtering

Ni DC Sputtering

Au DC Sputtering

Ag DC Sputtering

Pd DC Sputtering

Ru DC Sputtering

Pt DC Sputtering

Pt Wet impregnation
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mL/min) was flown in the cell by controlling the flow rate with a digital mass flow 

controller. Before each catalytic experiment, the cell was tightly closed, and the air was 

removed flowing the reactive mixture for 20 minutes at 100 mL/min. The sample was 

illuminated from the top using a 1000 W solar simulator (Sciencetech) equipped with a 

Xe lamp and an AM 1.5G filter. Gas-phase catalytic CO2 reduction was performed 

illuminating the sample with different light intensities (from 3.19 to 5.53 mW/cm2, that 

correspond to light ranging from 8.6 to 15 Suns) and analyzing the composition of the 

gaseous mixture through GC analysis. Stability tests were performed illuminating the 

sample at 15 Suns for 50 hours, controlling the stability of the light intensity every 6 

hours. All the catalytic measurements were normalized for the light spot area of the 

system (1.13 cm2). 

 

6.3 Results and discussion 

6.3.1 Preparation and characterization of TiN nanotubes array 

TiN nanotubes were prepared via a facile and scalable three-steps method, where TiO2 

nanotubes were firstly directly grown on a Ti foil by anodization and then converted to 

TiN nanotubes via nitridation under NH3 atmosphere (Figure 6.2). The synthesis and 

characterization of TiN samples were performed by the research group of Prof. Alberto 

Naldoni from RCPTM of Olomouc (Czech Republic).  

 

Figure 6.2: Steps involved on the preparation of TiN nanotubes. 

 

The experimental procedure allowed to prepare TiN nanotubes with good grade of purity 

(Figure 6.3). In the first step of anodization, amorphous TiO2 was grown on Ti foil: the 

diffraction pattern shows the subsequent typical reflection of pristine Ti (◊) while 

reflection related to TiO2 (anatase: △ triangle) can be detected. The annealing in air had 

the direct implication of increasing the crystallinity of TiO2 nanotubes, as indicated by 
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the arising of reflections related to anatase polymorph of TiO2. At the same time, the 

thermal treatment under NH3 atmosphere converted TiO2 phase into titanium nitrides: 

XRD pattern clearly shows the formation of TiN, with minor amounts of Ti2N (𝑇𝑖𝑁: □, 

𝑇𝑖2𝑁: ∎). 

 

Figure 6.3: XRD of the sample after each step of the preparation (Ti: ◊, TiO2: △, 𝑇𝑖𝑁: 

□, 𝑇𝑖2𝑁: ∎). 

 

The nitridation treatment affects also the morphology of the obtained nanotubes (Figure 

6.4). Indeed, after the initial annealing in air, separated TiO2 nanotubes are obtained, with 

an average length of 5 μm and an average diameter of 250 nm (Figure 6.4 A, B and C). 

Upon nitridation, the nanotubes shrink to an average length of 3 μm and become more 

porous (Figure 6.4 D and E). TEM images (Figure 6.4F) give more information regarding 

the sizes of the obtained nanostructures, revealing TiN nanotubes with an average 

diameter of 225 nm and a thickness of 20 nm. 
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Figure 6.4: SEM and TEM images of TiO2 (A, B and C) and TiN nanotubes (D, E and F).  

 

The analysis of optical properties revealed a superior absorption of the obtained TiN 

nanotube array respect the TiO2 nanotubes (Figure 6.5 A: UV-Vis spectrum, Figure 6.5 

B: FTIR spectrum). Indeed, the determination of absorption spectrum indicates an 

absorbance of almost 99% in the visible range, higher than the absorbance of TiO2 

nanotubes, both pre- and post-annealing. Moreover, TiN shows a broad absorption even 

in the IR region (up to 25000 nm), suggesting the ability of these materials to absorb part 

of the IR region of the solar light.  

 

Figure 6.5: Optical properties of the as-prepared TiN nanotubes. A) UV-Vis spectrum, 

B) FT-IR spectrum. 
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6.3.2. Optimization of the conditions for catalytic experiments 

The photothermal experiments were performed in a home-made gas tight cell where TiN 

samples are directly illuminated from the top using a solar simulator (Figure 6.6).  

The particular cell presents a front viewport transparent to UV-vis light; the light 

produced by the solar simulator was directly focused on the surface of TiN sample 

through an optical lens with an adequate focal length. The reactor, designed with a 

minimal dead volume to maximize the contact of the catalyst as thin film with the reactive 

gases, was directly fed with the reaction mixture and the outlet gases were analyzed on-

line by a GC. 

 

Figure 6.6: Cell for photothermal experiments using TiN samples. 

 

In order to study the catalytic behavior of the different prepared systems, it is fundamental 

to identify the optimal experimental condition in terms of composition of gaseous reaction 

mixture, temperature on the surface of the sample and pressure inside the cell, due to the 

dependency of thermal processes from those parameters [21]. To do this, TiN decorated 

with Pt nanoparticles (TiN/Pt) was chosen as standard material for catalytic experiments. 

With a constant total gas flow of 25 mL/min, the composition of reaction mixture was 

optimized using a molar fraction of CO2 of 3.0% and changing the H2 molar fraction in 

the range from 3.0% to 30%. Under these experimental conditions, the samples were 
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active toward the rWGS, partially converting CO2 to CO without any further secondary 

product, such as methane (Figure 6.7). 

From the analysis of the CO production rates, it is possible to understand that the catalytic 

activity of the sample toward rWGS is drastically dependent from the H2 content in the 

reaction mixture. Indeed, it is well known that the activity toward this process is strictly 

correlated to the fraction between the two reactive gas in the mixture [22]. 

 

Figure 6.7: Dependency of H2 fraction on the catalytic behaviour of TiN/Pt sample. A) 

With the increasing of light intensity; B) With the increasing of H2 content. 

 

The highest CO production rate is observed for the composition CO2 (3%) + H2 (7.5%), 

with a rCO of 160 mmol m-2 h-1 under an illumination of 15 Suns (Figure 6.7 A). 

Considering that the rWGS is an equilibrium reaction, it is expected a general increase of 

the CO productivity as the H2 concentration increases. The experimental results reported 

in Figure 6.7 show a different scenario. This is due to the variation of the catalyst 

temperature on the amount of H2, with a decrease of the temperature when the H2 

concentration increases. 

To understand the relationship between the composition of the gas and the actual 

temperature of the catalytic film upon illumination, thermal analysis using both IR 

thermal sensor and thermal camera were performed. The two devices provide different 

information regarding the observed temperature: thermal camera was able to evaluate 

point by point the superficial temperature of TiN sample under different experimental 

conditions, showing the maximum temperature (Tmax) reached during the process, while 

the IR sensor gives indication regarding the average temperature of the overall surface. It 
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must be underlined that the measure with IR sensor is very easy and using a cheap 

equipment while the use of the thermal camera is much more complicated and the 

instrumentation is more expensive. Assuming that the overall reactivity is mostly related 

to the zone of the sample at highest temperature Tmax, a procedure for estimation of the 

Tmax was developed on the basis of the comparison of temperature measurements using 

the two sensors. Firstly, the average temperature of the catalytic thin film was measured 

using the IR sensor under H2/Ar mixtures with different composition as a function of the 

irradiation power. These analyses show that the average temperature of the film decreases 

as the H2 concentration increases (Figure 6.8 A): as a result of the higher thermal 

conductivity of H2 with respect to Ar, the gaseous mixture is able to dissipate more heat 

when the H2 concentration is higher [23]. From these measurements, a scaling factor 

between the temperature in the case of a particular fraction of H2 and in absence of H2 

was calculated. Using the thermal camera, selected and dedicated experiments were 

performed to reveal the temperature distribution on the film and to estimate the real Tmax 

while flowing Ar in the cell. Assuming that the scaling factor can be applied to Tmax as 

well, it was possible to calculate the value of Tmax on the sample with the increasing of 

H2 concentration (Figure 6.8 B). For example, under 15 Suns of illumination the 

maximum temperature of the sample ranges from 393 °C for 0% of H2 to 284 °C with 

30% of H2 in the gaseous mixture. These experiments allowed to directly correlate the 

intensity of the light and the obtained rCO with the temperature of the experiment (Figure 

6.8 C and D). Indeed, experimental measurements performed under different 

concentration of CO2 or Ar did not reveal any important variation of the overall 

temperature of the system since the thermal conductivity of Ar and CO2 are comparable. 

This fact indicates that the fraction of H2 is the most important parameter that affect the 

real temperature of the system upon illumination. Due to the endothermic nature of rWGS 

reaction, higher temperatures affect the equilibrium of the process, increasing the overall 

catalytic conversion [21]. Considering the results of these experiments, the reaction 

mixture with composition CO2 (3%) + H2 (7.5%) in Ar was chosen as reactive mixture 

for all the performed experiments.  
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Figure 6.8: A) Decreasing of average temperatures with the H2 fraction (measures 

performed with IR sensor). B) Determination of Tmax of TiN/Pt sample with 0% of H2 

using thermal camera and calculation of Tmax for the other compositions. C) Catalytic 

experiments corrected with the real Tmax of the process. D) Magnification of the zone 200-

350 °C. 

 

6.3.3. Screening of catalytic behavior: Pt-based catalysts 

Once that the best catalytic conditions were found, it was possible to measure the activity 

of the different samples. In particular, the case of the sample with Pt nanoparticles 

(labelled as TiN/Pt) is peculiar because this sample was used as reference for the analysis 

to find the best experimental conditions.  

Pt nanoparticles were deposited via DC Sputtering or chemical impregnation (see 

experimental method, paragraph 6.2). At the end of the deposition, Pt nanoparticles with 

size of 1−2 nm were homogeneously distributed over the surface of the TiN nanotubes 

array, as confirmed by TEM images (Figure 6.9 A and B). For both the methods 

(sputtering or chemical impregnation) the deposition was regular and the size of the 

nanoparticles uniform. It is noteworthy to note that the low contrast of metal nanoparticles 

does not allow a precise quantification of the average sizes. 
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Figure 6.9: TEM images of TiN/Pt sample prepared via DC sputtering. 

 

The samples were tested for the photothermal CO2 reduction, finding an overall activity 

toward the formation of CO through rWGS (Figure 6.10). In particular, the rCO increase 

with the increasing of the intensity of illumination, starting from a power of 10 Suns (3.69 

W) and reaching a maximum rCO of 164.8 mmol m-2 h-1 at 15 Suns (5.53 W). The catalytic 

behaviors of the system TiN/Pt prepared with the two different methods are very similar, 

confirming the homogeneity of the dimensions irrespectively from the preparation 

methodology of the Pt nanoparticles. 

 

Figure 6.10: Catalytic activity varying the intensity (A) and Stability test under 15 Suns 

(B) for the sample TiN/Pt prepared by DC Sputtering. 

 

Stability tests were performed in order to evaluate the stability of TiN/Pt prepared by DC 

Sputtering upon illumination over the time. Here, different tests were done by 
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illuminating the samples at 15 Suns for 46 hours and checking the stability of the intensity 

at determined intervals. Figure 6.10 B shows a representative example of the performed 

stability test. The analysis revealed a decreasing of the activity during the initial 5 – 6 

hours of illumination followed by a stabilization of the catalytic performance. The partial 

lost of catalytic activity of the sample during stability test is justified by post 

characterization TEM, revealing slightly modifications of the nanoparticles after the test 

and an increasing of the average sizes from 2-3 nm to 3-5 nm (Figure 6.11).  

 

Figure 6.11: effects of catalytic experiments on Pt nanoparticles. 

 

The catalytic experiments revealed that TiN/Pt samples are able to catalyze the 

conversion of CO2 through rWGS reaction, but no information are obtained regarding the 

mechanism of the catalytic process. In particular, it is not clarified the role of LSPR of 

TiN on the entire process and, at the same time, its contribution on the catalytic pathway, 

discriminating through purely photocatalytic, purely thermal or photothermal process. To 

gain information about this, different layers of Al2O3 were deposited on the sample of 

TiN (as already reported in the experimental section) and decorated with Pt nanoparticles. 

Al2O3 interlayer had different thickness, from 2 nm to 20 nm and the catalytic activity of 

these samples were compared with the case of pristine TiN/Pt (here labelled as TiN/Pt 0 

nm) (Figure 6.12).  

The thickness of Al2O3 interlayer is important to discriminate the mechanism of the entire 

catalytic process. Indeed, the overall mechanism is a combination of intrinsic thermal 

effects due to the LSPR and light-induced energy transfers. These phenomena are not 

trivial to deeply understand but have tremendous implication on the catalytic response of 
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the material. Different non-radiative mechanisms can theoretically be involved on the 

light-induced contribution to the catalytic activity (direct injections of hot electrons, 

PIRET [24]), generating charge separation phenomena in the metal nanoparticles or 

resulting in electron transfer to the active sites. Further studied are still ongoing in order 

to unveil the intrinsic mechanisms that rules the process, but a simple and general model 

can be depicted from some general considerations. When the thickness of Al2O3 is low, 

TiN LSPR can easily affect the electronical properties of metal nanoparticles and the 

overall activity, resulting in a catalytic behavior that is a combination of thermal effects 

of plasmonic resonance and light-induced effects. On the other hand, when the thickness 

of the interlayer is high, TiN cannot affect Pt nanoparticles, involving a purely thermal 

contribution to the overall catalytic process.  

The analysis of the rates presented in Figure 6.12 A and B revealed that the catalytic 

activity decreases with the increasing of the Al2O3 thickness, indicating a lower reaction 

rate of catalytic process when an interlayer of an insulating material isolates the TiN 

nanostructure. In the attempt to discriminate the contribution of the electronic effects of 

the plasmonic material from its purely thermal heating of Pt nanoparticles, the activity of 

sample with Al2O3 interlayer of 20 nm could be considered as resulting from the purely 

thermal effect. On the other hand, as a first approximation, the photothermal catalytic 

activity of the samples with thinner Al2O3 layer can be considered as the sum of this 

purely thermal contribution and of the “photocatalytic” contribution deriving from 

electronic influence of the plasmonic TiN. Therefore, the purely photocatalytic 

contribution can be extrapolated as (equation 6.1): 

                             𝑅𝑎𝑡ⅇ𝑝ℎ𝑜𝑡𝑜𝑐𝑎𝑡𝑎𝑙𝑦𝑡𝑖𝑐 =  𝑅𝑎𝑡ⅇ𝑝ℎ𝑜𝑡𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑅𝑎𝑡ⅇ𝑡ℎ𝑒𝑟𝑚𝑎𝑙                   (6.1) 

The extrapolation of the photocatalytic rate is presented in Figure 6.12 C. For the sample 

without Al2O3 layer; as it is possible to observe, the contribution of the thermal catalysis 

is low, suggesting that CO2 reduction on TiN/Pt derives almost completely from a 

photocatalytic mechanism. In particular, the purely thermal reaction is substantially 

slower than the photothermal one and its contribution is considerable only at higher 

temperature (higher irradiation powers). 

The activation energies 𝐸𝐴 for the different mechanisms have been determined through 

the Arrhenius plots (Figure 6.12 D), by the analysis of conversion rates as a function of 
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the sample temperature (Tmax). The obtained activation energies are presented in Table 

6.2. Again, the values obtained for 𝐸𝐴 suggests that the overall photothermal reaction is 

dominated by the photocatalytic contribution, being the 𝐸𝐴 of the extrapolated 

photocatalytic contribution very close to the overall 𝐸𝐴. 

 

Figure 6.12: Experiments with TiN/Al2O3/Pt samples in order to unveil the mechanism 

of the catalytic process. A) rCO for different Al2O3 layers with the increasing of the light 

intensity. B) rCO at different intensities increasing the thickness of Al2O3 layer. C) 

Discrimination between rate of photothermal (green), purely thermal (Blue) and purely 

photocatalytic process (Red). D) Arrhenius plot for the three different catalytic 

mechanisms. 

 

EA, photothermal 30.1 kJ mol-1 

EA, thermal 18.8 kJ mol-1 

EA, photocatalytic 27.5 kJ mol-1 
 

Table 6.2: Activation energies of the different mechanisms for CO formation with TiN/Pt 

sample. 

 



 

166 

 

6.3.4. Screening of catalytic behavior: Ru-based samples 

Another sample with a peculiar behavior is obtained with TiN decorated with Ru 

nanoparticles (labelled as TiN/Ru). DC sputtering of this metal allowed to deposit ultra 

small Ru nanoparticles on the TiN nanotube array with an average size of 1 nm (Figure 

6.13 A). Due to the very low dimensions of the nanoparticles and the low contrast of the 

TEM images, Ru nanoparticles are difficult to detect, and other techniques are necessary 

to evaluate the presence of Ru on TiN nanostructure. In particular, XPS confirm the 

deposition of metal Ru through the presence of the typical peaks of Ru (IV) and Ru (III) 

[25].   

 

Figure 6.13: TEM image (A) and XPS of Ru region (B) for as-deposited the sample 

TiN/Ru. 

 

Even TiN/Ru samples were tested toward the gas phase photocatalytic reduction of CO2 

with the typical experimental conditions (25 mL/min, 3% CO2 + 7.5% H2
 in Ar) but in 

this case the reactivity is different than TiN/Pt samples. In particular, by increasing the 

intensity of the light (and the temperature of the process), a mixture of CO and CH4 was 

detected, suggesting that the material is able to catalyze both the rWGS and Sabatier 

reactions (Figure 6.14 A). The reduction to form CH4 is favored at lower intensities, with 

almost 100% selectivity till 10 Suns of illumination (≈238 °C); when the intensity 

increase, the CO starts to be formed, affecting the overall selectivity of the process. At 

the end of experiment, under 15 Suns of illumination and at the temperature of ≈345 °C, 
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the rates toward the formation of different products are respectively 157 mmol m-2 h-1 for 

CH4 and 90 mmol m-2 h-1 for CO, with a selectivity of 60% for CH4 and 40% of CO 

(Figure 6.14 B).  

 

Figure 6.14: Catalytic experiments for the TiN/Ru sample. A) Rates towards the 

formation of CO and CH4 upon different illumination. B) Selectivity of the two products 

with the increasing of the temperature of the experiment. C) Stability test for TiN/Ru 

under 15 Suns (insert: light intensity over the time). D) Trend of the selectivity during the 

stability test. 

 

Stability tests were performed even in the case of TiN/Ru sample with the aim to 

understand the stability of the material and how the selectivity changes over the time upon 

illumination at 15 Suns. From the analysis of the CO and CH4 productions rates in Figure 

6.14 C, it is possible to observe that the catalytic behavior of the sample decreases upon 

the 50 hours of illumination for both the products, even if with a different rate over the 

time. Indeed, the selectivity at 15 Suns vary over the time, with a gradual decreasing of 

the selectivity toward the formation of CH4, suggesting that the two products are related 

to different mechanisms (Figure 6.14 D). The very low activity at the end of the 
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experiment in mainly related to a slightly coarsening of the Ru nanoparticles, with an 

average increasing of the size up to 3-4 nm (Figure 6.15).  

 

Figure 6.15: Effects of the catalytic experiments on Ru nanoparticles for TiN/Ru sample. 

 

The reaction mechanism (photocatalytic or photothermal) leading to CO or CH4 was 

studied also in the case of TiN/Ru, depositing an interlayer of Al2O3 with the thickness 

of 20 nm on the TiN and decorated with Ru nanoparticles. Also in this case, it is 

reasonable to assume that the catalytic behavior of the TiN/Ru sample with the interlayer 

of 20 nm of Al2O3 is purely due to the thermal behavior. Considering that, it is possible 

to apply equation 6.1 and evaluate the contribution of the purely photocatalytic process. 

The comparison of the rates for the two processes reveals interesting catalytic pattern 

(Figure 6.16 A for the formation of CO and Figure 6.16 C for CH4). In particular, in the 

case of CO formation, it is possible to observe that the rate of the sample TiN/Ru pristine 

is similar with the sample of TiN/Al2O3 (20 nm)/Ru, indicating that the thermal 

contribution is dominant on the overall photothermal rWGS process. The mechanism of 

formation of CH4 is the opposite: the 𝑟𝐶𝐻4
 for the sample TiN/Al2O3 (20 nm)/Ru is 

drastically lower compared to the case of the sample without alumina (Figure 6.16 C). 

Due to this low activity toward the thermal reduction, it is possible to assume that the 

purely photocatalytic pathway is dominant in the photothermal Sabatier process, 

especially at lower temperatures. 
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Figure 6.16: Experiments with TiN/Al2O3/Ru sample to unveil the mechanism of the 

catalytic process (green: photothermal; blue: thermal; red: photocatalytic). A) 

Discrimination between different processes for the formation of CO. B) Arrhenius plot 

for the three different catalytic mechanisms of CO formation. C) CH4 Rates for the 

different mechanisms and D) Relatives Arrhenius plot for the formation of CH4. 

 

At the same time, from the obtained conversion rates it was possible to calculate the 

Arrhenius plot of the different processes, having an indication of the activation energies 

𝐸𝐴 of the catalytic processes involved into the experiments (Figure 6.16 B and D). The 

obtained activation energies 𝐸𝐴, presented in the Table 6.3, again support the indication 

that CO production on TiN/Ru is controlled by a thermal process while the photocatalytic 

route is dominant in the production of CH4. 

 CO CH4 

EA, photothermal 25.6 kJ mol-1 30.1 kJ mol-1 

EA, thermal 29.1 kJ mol-1 33.0 kJ mol-1 

EA, photocatalytic 23.0 kJ mol-1 24.1 kJ mol-1 
 

Table 6.3: Activation energies of the different mechanisms for CO and CH4 formation 

with TiN/Ru sample. 
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6.3.5. Comparison between different metals 

Beside the already presented case of TiN/Pt and TiN/Ru, other metals were tested toward 

the photothermal reduction of CO2. Catalytic experiments performed under different 

illuminations revealed that mostly of them were not active under the chosen experimental 

conditions: TiN/Cu, TiN/Ni, TiN/Ag and TiN/Au had showed no catalytic activities 

toward the conversion of CO2. Only with the use of TiN/Pd sample a low activity toward 

the conversion of CO2 to CO through rWGS reaction is obtained, even if its catalytic 

behavior is lower than the rates obtained for TiN/Pt and TiN/Ru (Figure 6.17). 

 

Figure 6.14: rCO of the sample TiN/Pd compared withTiN/Pt and TiN/Ru. 

 

6.4 Conclusions 

In this chapter, TiN nanotubes arrays were synthetized and studied toward the 

photothermal reduction of CO2. The presented experimental procedure allowed to form 

high-aspect ratio nanostructure of TiN nanotubes via a three steps method where a Ti foil 

was firstly converted to TiO2 nanotubes through anodization and then to TiN by 

nitridation. The system was decorated with different metals through DC sputtering or 

chemical impregnation, with the aim to understand the effects of the different metals on 
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the catalytic behavior of TiN. Indeed, the different samples can act as catalyst toward the 

photothermal reduction of CO2, due to the possibility of exploit the LSP to locally 

increase the temperature and the overall catalytic behavior toward the considered process. 

Firstly, temperature measurements using UV sensor and thermal camera had allowed to 

find the dependency of the temperature to the amount of H2 and find the best experimental 

conditions to perform the catalytic process. The photocatalytic experiments revealed that 

only TiN/Pd, TiN/Ru and TiN/Pt are active toward the photothermal reduction of CO2. In 

particular, all these three samples revealed a catalytic activity toward the formation of CO 

through rWGS process, with the different activity presented in Figure 6.17: TiN/Pt was 

the most active sample, followed by TiN/Ru and TiN/Pd. The case of TiN/Ru was 

peculiar due to the different reactivity showed by this sample; indeed, beside the activity 

toward the rWGS, this material showed even a high activity toward the formation of CH4 

through Sabatier reaction, especially at low temperature. The selectivity between the 

different products changed by the increasing of the temperature (at 15 Suns selectivity 

was 60% toward the formation of CH4) and over the time, suggesting a different catalytic 

pathway for the formation of the two products. To unveil the mechanism of the catalytic 

process, a layer of 20 nm of Al2O3 was deposited on top of TiN nanostructure through 

ALD, acting as barrier to the flow of the charge carriers and the photocatalytic reaction 

and allowing to discriminate between the contribution of the light-induced catalysis and 

thermal process. On TiN/Pt, samples with different thickness of the Al2O3 interlayer allow 

to conclude that CO production is dominated by a photocatalytic process. On the other 

hand, the measurements performed with TiN/Ru sample revealed that the CH4 is mainly 

formed at low temperatures through photocatalytic process, while rWGS is mostly 

activated at higher intensities due to the intrinsic thermal behavior. Different experiments 

need to be done in order to fully understand the contribution of the two mechanisms on 

the overall processes taking place on this kind of materials. Besides this, the presented 

work focuses the attention on the importance of nanostructure control of TiN to exploit 

this material as efficient solar absorber, with the aim of using as scalable and cost-efficient 

catalyst towards thermophotocatalytic processes. 
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Chapter 7 

Conclusions and perspectives 

In recent years, CO2 emissions resulting from anthropogenic factors have raised 

significant issues due to their implications on the delicate equilibrium of the biosphere. 

To mitigate the effects of CO2 on our environment, it is necessary to find different 

strategies, developing efficient renewable energies and processes. In particular, many 

processes have been proposed to recycle CO2 and reuse it as a starting point for the 

production of fuels or chemicals. Electrocatalytic CO2 Reduction Reaction is a very 

promising way to use CO2, thanks to the possibility to work under mild conditions or 

relatively simple management operations. On the other hand, this approach still suffers a 

mismatch between the lab and the industrial scales, due to the low efficiency and stability 

of the catalysts, the low selectivity and the consequent difficulties in separating the 

resulting products. Current research is focused on developing efficient electrocatalysts, 

exploring the intrinsic relationships between the nanoscale phenomena and their 

macroscopic behavior. The role of nanostructuring is fundamental to tailor the overall 

performance of a material. With a rational choice of exposed facets in a crystal or a 

particular nanostructure, it is possible to significantly improve the catalytic behavior of a 

material by limiting bulk recombination and promoting charge transfer.  

The main objective of this Ph.D. thesis was the development of nanostructured materials 

able to exhibit peculiar and distinct features, studying the catalytic behavior and the 

effects of electrochemical characterization on the stability of the prepared materials. In 

particular, the synthesis of different Cu-based nanostructured electrodes was investigated, 

exploiting the possibility of copper to catalyze the formation of C+ species via 

electrocatalytic CO2RR.  

The thesis first discusses the synthetic procedures to obtain Cu2O nanoparticles with 

particular shapes. The method presented in Chapter 3 allows to prepare cubic and rhombo 

dodecahedral nanoparticles of Cu2O, with a narrow size distribution. XRD, Raman and 

TEM characterizations confirmed the purity of the chemical phase and the typical 

structural features of crystalline Cu2O. The electrochemical characterization confirmed 

the interesting catalytic properties of the material towards the eCO2RR and a low stability 
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of the obtained nanoparticles, due to their easy conversion to metallic Cu. The different 

exposed facets of Cu2O nanoparticles affects the overall catalytic behavior of the 

materials, with higher FE toward the formation of CH2CH2 for CU Cu2O and an increase 

activity toward HCOOH for RD Cu2O. For example, at the voltage of -1.1 V vs RHE, 

𝐹𝐸𝐶𝐻2𝐶𝐻2
 was 30% for CU Cu2O respect to a 𝐹𝐸𝐶𝐻2𝐶𝐻2

 of 15% for RD Cu2O. The 

catalytic behavior of pristine Cu2O was exhaustively studied using other electrochemical 

setups such as H-cell or electrolyzers, highlighting a scarce selectivity toward eCO2RR 

products. Moreover, operando and post characterizations confirmed the poor stability of 

the material, with a rapid reduction of Cu2O nanoparticles to Cu(0) and a superficial 

reconstruction that has implications on the exposed facets of the material. These two 

drawbacks need to be faced, finding solutions to increase selectivity and stability, 

enhancing at the same time the overall catalytic behavior of the material. 

One possible solution to address the stability and selectivity of this material is the 

formation of heterostructures, exploiting the affinity of Cu2O with typical 2D materials 

to improve the dispersion and sizes of the nanoparticles. In Chapter 4, pristine 

nanoparticles of CU Cu2O were coupled with three common support materials, such as 

g-C3N4, RGO and MoS2, with the aim to understand the effects of reduced dimensions 

and improved dispersion on the catalytic behavior of the material. The formation of the 

composite between Cu2O and g-C3N4 affected the overall catalytic activity of the 

material, resulting in improved HCOOH productivity over the time, with a correlation 

between the average sizes of Cu2O nanoparticles and the formate produced during the 

catalytic process. For example, considering -1.1 V vs RHE, the composite CU Cu2O/g-

C3N4 1:3 showed an almost double fraction of HCOOH (0.57 vs 0.28) respect pristine 

Cu2O, despite similar 𝐹𝐸𝐻𝐶𝑂𝑂𝐻 between the different materials. On the other hand, 

operando XAS experiments, showed similar results to pristine Cu2O, evidencing no 

significant implications on the stability of Cu2O for the different composites. Cu2O was 

coupled also with Reduced Graphene Oxide, a 2D carbon-based support able to affect the 

overall catalytic behavior of the composite thanks to its intrinsic conductive properties. 

The formation of CU Cu2O/RGO composite directly affected the selectivity and 

productivity toward CO, with an almost double FECO (40% for composite vs 22% of 

pristine Cu2O at -0.7 V vs RHE) and improved production of CO, especially at lower 

voltages. MoS2 nanoflakes were able to improve both the dispersion and size of Cu2O 
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nanoparticles, greatly enhancing the faradaic efficiency and the productivity of pristine 

Cu2O toward the HER process. The improved dispersion and synergistic effects between 

Cu2O nanoparticles and MoS2 nanoflakes had significant impact on the overall selectivity 

of the composite toward the formation of hydrogen, resulting in high currents and 

productivity toward H2. This work opens a promising prospect for the utilization of 

Cu2O/MoS2 as catalyst toward the in-situ electrochemical hydrogenation of organic 

molecules such as furfural. The formation of heterostructures is surely one efficient way 

to opportunely drive the catalytic behavior of Cu-based catalysts but much work still 

needs to be done in order to rationally improve the overall efficiency toward high-value 

added products such as ethylene or alcohols. 

In Chapter 5, monometallic and bimetallic particles based on Cu and Sn were synthetized 

through a facile and scalable urea glass route (UGR). Different experimental approaches 

allowed to explore the preparation of CuSn alloy and core-shell particles based on these 

metals. Electrochemical characterization revealed a particular activity of monometallic 

materials toward HER process due to their strong metallic behavior. On the other hand, 

bimetallic compounds demonstrated an improved activity toward CO2RR process, 

forming mainly HCOOH, CO and traces of ethylene. The sample Cu@Sn-B exhibited the 

best catalytic performances, with FECO higher than 50% and the presences of ethylene at 

the voltage of -1.1 V vs RHE. The improve activity of bimetallic materials towards 

CO2RR was further supported by the analysis of the molar ratio between CO2RR products 

and H2. These findings suggest that metallic Cu with incorporation of Sn in the bimetallic 

system can lead to improved catalytic performance for CO2RR, with the potential for 

selective production of high-value products. 

Refractive metamaterials are able to exploit the nanostructuration and the presence of a 

localized surface plasmon resonance to improve their activity towards the targeted 

process. In Chapter 6, nanostructured TiN was used as perfect solar absorber and catalyst 

toward the photothermal reduction of CO2. The presented experimental method consisted 

in the formation of TiN nanotubes array through anodization of a Ti foil and a following 

nitridation. The obtained nanostructures were decorated with different metal 

nanoparticles, investigating the role of the metal on the overall catalytic behavior. The 

LSPR is able to locally increase the temperature of the sample and catalyze the reduction 

of CO2 through the photothermal process. The photocatalytic experiments revealed that 
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TiN/Pd, TiN/Ru and TiN/Pt were active toward the photothermal conversion of CO2 to 

CO via rWGS, with the TiN/Pt sample exhibiting the best catalytic behavior. 

Additionally, TiN/Ru presented a peculiar reactivity toward the formation of CH4 through 

Sabatier process, particularly at lower temperatures. The variation of the activity and 

selectivity with temperature and time suggested different catalytic pathways for CO and 

CH4 formation. A layer of Al2O3 with the thickness of 20 nm was deposited over the TiN 

array to obtain more information about the mechanism of the catalytic process. The 

performed experiments revealed that CH4 is mainly formed at low temperatures through 

photocatalytic reduction while, rWGS is mostly active at high intensities and 

temperatures due to the intrinsic thermal behavior of the process. The presented method 

holds promise for exploiting the peculiar intrinsic features of nanostructured TiN in the 

photothermal reduction of CO2, but further work still needs to be done in order to have 

scalable and cost-efficient catalysts for these thermophotovoltaic applications. 

Despite significant advancements in CO2 reduction research, industrial applications still 

suffer of problems that drastically limits this process in a large-scale economy. Many 

efforts still need to be done, in particular in terms of optimization of the costs, from the 

preparation of highly efficient catalysts to the separation and purification of the different 

products, highlighting the carbon neutral impact of the process. The issues related to the 

low selectivity of the catalysts and the separation of the different products of CO2 

reduction processes are fundamental and greatly impact the overall viability of 

industrially available methods. Moreover, the understanding of the underlying 

mechanisms of CO2 reduction is essential to rationally suggest the more efficient ways to 

catalyze the considered process. In conclusion, the collaboration and rational 

contributions of all stakeholders involved are necessary for the development of an 

efficient and successful mechanism to convert excess CO2 into valuable chemicals and 

fuels. Only by addressing the described challenges, it will be possible to overcome these 

limitations and achieve significant progress in the field of CO2 reduction. 
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