Search for the production of dark matter in association with top-quark pairs in the single-lepton final state in proton-proton collisions at $\sqrt{s} = 8$ TeV
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ABSTRACT: A search is presented for particle dark matter produced in association with a pair of top quarks in pp collisions at a centre-of-mass energy of $\sqrt{s} = 8$ TeV. The data were collected with the CMS detector at the LHC and correspond to an integrated luminosity of 19.7 fb$^{-1}$. This search requires the presence of one lepton, multiple jets, and large missing transverse energy. No excess of events is found above the SM expectation, and upper limits are derived on the production cross section. Interpreting the findings in the context of a scalar contact interaction between fermionic dark matter particles and top quarks, lower limits on the interaction scale are set. These limits are also interpreted in terms of the dark matter-nucleon scattering cross sections for the spin-independent scalar operator and they complement direct searches for dark matter particles in the low mass region.
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Dark matter (DM) is estimated to account for about 23% of the total mass of the universe, and to be five times more abundant than the known baryonic matter. While the existence of DM is inferred from astrophysical observations, there is very little information about its nature or how it interacts with ordinary matter.

In this paper, we consider a simplified scenario [1–3] in which DM has a particle explanation and, in particular, there is only one new Dirac fermion related to DM within the energy reach of the LHC. The fermion interacts with quarks via a four-fermion contact interaction, which can be described by an effective field theory (EFT) Lagrangian:

\[ L_{\text{int}} = \sum_q \sum_i C_q i \left( \bar{q} \gamma^\mu q \right) \left( \bar{\chi} \gamma^\mu \chi \right), \]

where \( C \) represents the coupling constant, which usually depends on the scale of the interaction (\( M_\chi \)). The operator \( \Gamma \) describes the type of the interaction, including scalar (\( \Gamma = 1 \)), pseudoscalar (\( \Gamma = \gamma^5 \)), vector (\( \Gamma = \gamma^\mu \)), axial vector (\( \Gamma = \gamma^\mu \gamma^5 \)), and tensor interactions (\( \Gamma = \sigma^{\mu\nu} \)). The exact value of the constant \( C \) depends on the particular type of the interaction.

This scenario can lead to the production of DM particles in association with a hard parton, a photon, or a W or Z boson. The first two production modes are usually referred to as...
to as monojets [1, 3–6] and monophotons [4], respectively. Recent monojet results from the ATLAS [7] and CMS [8] Collaborations have placed lower limits on $M^*$ for some typical couplings in eq. (1.1). The ATLAS Collaboration [9] has also searched for DM particles in events with a hadronically decaying W or Z boson. Assuming a DM particle with a mass of 100 GeV, the excluded interaction scales are below about 60 GeV [9], 1040 GeV [8], 1010 GeV [8], and 2400 [9] GeV for scalar, vector, axial-vector, and tensor interactions, respectively, and the excluded scale is below 410 GeV [8] for a scalar interaction between DM particles and gluons.

The exclusion limit for a scalar interaction between DM particles and quarks is the least stringent among all the interaction types that have been probed. In this interaction the coupling strength is proportional to the mass of the quark:

$$L_{\text{int}} = \frac{m_q}{M^*} \bar{q} q \chi \chi.$$  \hspace{1cm} (1.2)

As a consequence, couplings to light quarks are suppressed. A recent paper [10] suggested that the sensitivity to the scalar interaction can be improved by searching in final states with third-generation quarks. It has also been noted that the inclusion of heavy quark loops in the calculation of monojet production [11] increases the expected sensitivity.

In this paper, we report on a search for the production of DM particles in association with a pair of top quarks, and consider only the scalar interaction. The ATLAS Collaboration has recently searched for DM particles in association with heavy quarks [12], placing more stringent limits on the scalar interaction between DM particles and quarks than the mono-W/Z search [9]. Assuming a DM particle with a mass of 100 GeV, the excluded interaction scale is 120 GeV for scalar interaction between top quarks and DM particles. Figure 1 shows the dominant diagram for this production at the LHC. In this paper we focus our search on events with one lepton (electron or muon) in the final state.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{diagram.png}
\caption{Dominant diagram contributing to the production of DM particles in association with top quarks at the LHC.}
\end{figure}
2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the field volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in ref. [13].

3 Data and simulated samples

The data used in this search were recorded with the CMS detector at the LHC at \( \sqrt{s} = 8 \text{ TeV} \), and correspond to an integrated luminosity of 19.7 fb\(^{-1} \). The data were collected using single-electron and single-muon triggers, with transverse momentum (\( p_T \)) thresholds of 27 and 24 GeV, respectively. The efficiencies of these triggers in data and simulation are compared, measured using a tag-and-probe method [14], and correction factors are applied to the simulation.

DM signals are generated with MadGraph v5.1.5.11 [15] leading order (LO) matrix element generator using the CTEQ6L1 parton distribution functions (PDF) [16]. The dominant standard model (SM) background processes for this search are \( t\bar{t} + \text{jets} \), \( t\bar{t} + \gamma/\text{W/Z}, \text{W+jets}, \text{single top quark, diboson (WW, WZ, and ZZ)} \) and Drell-Yan events. All of these backgrounds except single top quark and WW events, are generated with the MadGraph using CTEQ6L1 PDF. The top-quark \( p_T \) distributions in the \( t\bar{t}+\text{jet} \) sample generated from MadGraph are reweighted to match the CMS measurements, following the method described in ref. [17]. Single top quark processes are generated with the next-to-LO (NLO) generator powheg v1.0 using the CTEQ6M PDF [16]. The WW background is generated with the PYTHIA v6.424 [18]. All events generated with MadGraph are matched to the PYTHIA [18] parton shower description. All events are passed through the detailed simulation of the CMS detector based on GEANT4 v9.4 [19].

The cross sections of \( t\bar{t}+\text{jets} \) [20] and \( \text{W/Z+jets} \) [21] backgrounds are calculated at next-to-NLO. Other backgrounds are calculated at NLO. The single top quark cross section is taken from ref. [22], the \( t + Z \) cross section from ref. [23], the \( t + W \) cross section from ref. [24], the \( t + \gamma \) cross section from ref. [25] and the diboson cross sections are from ref. [26].

Additional minimum bias events in the same LHC bunch crossing (pileup) are added to all simulated events, with a distribution in number matching that observed in data.

4 Object reconstruction

A particle-flow (PF) based event reconstruction [27, 28] is used by CMS, which takes into account information from all subdetectors, including charged-particle tracks from the
tracking system and deposited energy from the ECAL and HCAL. Given this information, all particles in the event are classified into mutually exclusive categories: electrons, muons, photons, charged hadrons, and neutral hadrons. Primary vertices are reconstructed using a deterministic annealing filter algorithm [29], with the event primary vertex defined as the vertex with the largest sum of the squares of the $p_T$ of the tracks associated with that vertex.

Electron candidates are reconstructed from energy clusters in the ECAL matched with tracks [30]. The electron trajectory in the tracker volume is reconstructed with a Gaussian sum filter [31] algorithm that takes into account the possible emission of bremsstrahlung photons in the silicon tracker. The electron momentum is then determined from the combination of ECAL and tracker measurements. Electrons are identified by placing requirements on the ECAL shower shape, the matching between the tracker and the ECAL, the relative energy fraction deposited in HCAL and ECAL, the transverse and longitudinal impact parameters of the tracker track with respect to the event primary vertex, photon conversion rejection, and the isolation variable $R_{\text{iso}}^e$. The isolation variable is defined as the ratio to the electron transverse momentum, of the sum of $p_T$ of all other PF candidates reconstructed in a cone of radius $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} = 0.3$ around the electron candidate, where $\eta$ is the pseudorapidity and $\phi$ is the azimuthal angle. The $p_T$ sum in the isolation cone is corrected for the contributions of pileup interactions on an event-by-event basis. Isolated electrons satisfy $R_{\text{iso}}^e < 0.1$. The electron is required not to be in the transition region between the barrel and the endcap ECAL ($1.44 < |\eta| < 1.57$) because the reconstruction of an electron object in this region is not optimal [30]. After all these requirements, electrons are selected if they satisfy $p_T > 30$ GeV and $|\eta| < 2.5$.

Muon candidates are reconstructed by combining tracks from the tracker and muon system [32], resulting in “global-muon tracks”. The PF muons are selected among reconstructed muon track candidates by imposing minimal requirements on the track components in the muon system and taking into account matching with small energy deposits in the calorimeters [27, 28]. Muons from cosmic rays and from light hadrons that decay in flight, or from b hadrons, and hadrons misidentified as muons are suppressed by applying requirements on the quality of the global-muon fit, the number of hits in the muon detector and in the tracker, the transverse and longitudinal impact parameters of the tracker track with respect to the event primary vertex, and the isolation variable. The muon isolation variable ($R_{\text{iso}}^\mu$) is defined in a similar manner to that for electrons, but with a cone of radius $\Delta R = 0.4$. Isolated muons must satisfy $R_{\text{iso}}^\mu < 0.12$. After all these requirements, muons are selected if they satisfy $p_T > 30$ GeV and $|\eta| < 2.1$.

Both electron and muon identification efficiencies are measured via the tag-and-probe technique using inclusive samples of $Z \rightarrow \ell^+ \ell^-$ events from data and simulation. Correction factors are used to account for the difference in performance of the lepton identification between data and simulation.

Jets are reconstructed from PF candidates that are clustered with the anti-$k_T$ algorithm [33] with a distance parameter of 0.5, using the FastJet package [34]. Jet energy scale corrections obtained from data and simulation are applied to account for the response function of the combined calorimetry to hadronic showers and pileup effects [35, 36]. The jet $p_T$ resolution in simulation is adjusted to match that measured in data [37].
candidates are required to have \( p_T > 30 \text{ GeV} \) and \( |\eta| < 4.0 \), and to satisfy a very loose set of quality criteria \([37]\). The combined secondary vertex (CSV) b-tagging algorithm \([38]\) is used to identify jets from the hadronization of b quarks. The CSV algorithm exploits the large impact parameters and probable presence of a displaced vertex which are common in b-quark-initiated jets. This information is combined in a likelihood discriminant providing a continuous output between 0 and 1. In this search, a selected jet is considered to be b-tagged if it has a CSV discriminant value greater than 0.679 and \( |\eta| < 2.4 \). The b-tagging efficiency is approximately 70\% (20\%) for jets originating from a b (c) quark and the mistagging probability for jets originating from light quarks or gluons is approximately 2\%. An event-by-event correction factor is applied to simulated events to account for the difference in performance of the b-tagging between data and simulation \([39]\).

Missing transverse energy \( (E_T^\text{miss}) \) is measured as the magnitude of the vectorial \( p_T \) sum of all PF candidates, taking into account the jet energy corrections.

5 Event selection

In semileptonic \( \bar{t}t \) decays, two b quarks and two light quarks are produced. Therefore most of the selected signal events contain at least four jets. However, we set the requirement to be three or more rather than four or more identified jets in an event, since this is found to improve the search sensitivity by 10\%. In addition, we require at least one b-tagged jet (“b jet”) in the event, and only one identified isolated lepton.

Signal events usually have larger \( E_T^\text{miss} \) than the backgrounds because of two DM particles, neither of which leave any energy in the detector. Events are therefore required to have \( E_T^\text{miss} > 160 \text{ GeV} \). These selection criteria are referred to as the “preselection”. After preselection, the dominant backgrounds are from \( \bar{t}t \) and W+jets production. Other backgrounds include single top, Drell-Yan and diboson production. The QCD multijet contribution to the background is negligible because of the requirements of a high-\( p_T \) isolated lepton, large \( E_T^\text{miss} \), and a b-tagged jet.

To improve the search sensitivity, we further select events with \( E_T^\text{miss} > 320 \text{ GeV} \). The remaining W+jets and most \( \bar{t}t \) backgrounds contain a single leptonically decaying W boson. The transverse mass, defined as \( M_T \equiv \sqrt{2E_T^\text{miss}p_T^\ell(1-\cos(\Delta \phi))} \), where \( p_T^\ell \) is the transverse momentum of the lepton and \( \Delta \phi \) is the opening angle in azimuth between the lepton and \( \vec{p}_T^\text{miss} \) vector, is constrained kinematically to \( M_T < M_W \) for the on-shell W boson decay in the \( \bar{t}t \) and W+jets events. For signal events, off-shell W boson decays, and \( \bar{t}t \) dilepton decay channel, \( M_T \) can exceed \( M_W \). Therefore a requirement of \( M_T > 160 \text{ GeV} \) is applied to increase the discrimination of the background relative to the signal.

The dominant background with large \( M_T \) arises from dileptonic \( \bar{t}t \) events where one of the leptons is unobserved, illustrated in figure 2. The \( M_{W_T}^2 \) variable \([40]\) is exploited to further reduce this type of background. This variable is defined as the minimal “parent” particle mass compatible with all the transverse momenta and mass-shell constraints,
assuming two identical parent particles, each of mass $m_y$, decaying to $bW$:

$$M^W_{T2} = \min \left( m_y \text{ consistent with: } \begin{array}{l}
(p^2_1 + p^2_2 - p^\text{miss}_T)^2 = p^2_2 = M^2_W,
(p_1 + p_\ell + p_{b1})^2 = (p_2 + p_{b2})^2 = m^2_y
\end{array} \right),$$

(5.1)

where the momentum of the W boson that decays to an unreconstructed lepton is indicated by $p_2$, and the momentum of the neutrino from the decay of the other W boson is indicated by $p_1$. In particular, the intermediate W bosons are assumed to be on-shell, thus adding more kinematic information to suppress dileptonic $t\bar{t}$ events where one lepton is lost. In $t\bar{t}$ events, the $M^W_{T2}$ distribution has a kinematic end-point at the top-quark mass, assuming perfect measurements with the detector. By contrast, this is not the case for signal events where two additional DM particles are present. The calculation of $M^W_{T2}$ requires that at least two b jets be identified and be paired correctly to the lepton. When only one b jet is selected, each of the first three remaining highest $p_T$ jets is considered as the second b jet. When two or more b jets are selected, all the b jets in the event are used. The $M^W_{T2}$ value is then calculated for all possible jet-lepton combinations and the minimum value is taken as the event discriminant. We select events with $M^W_{T2} > 200$ GeV.

In addition, the jets and the $p^\text{miss}_T$ tend to be more separated in $\phi$ in signal events than in $t\bar{t}$ background. We therefore require the minimum opening angle in $\phi$ between each of the first two leading jets and $p^\text{miss}_T$ to be larger than 1.2. In summary, the signal region (SR) for our search is $E^\text{miss}_T > 320$ GeV, $M_T > 160$ GeV, $M^W_{T2} > 200$ GeV and $\min \Delta\phi(j_{1,2}, p^\text{miss}_T) > 1.2$. These selection criteria are optimized based on the expected significance for DM masses between 1 and 1000 GeV.

Figure 3 shows the distributions of $E^\text{miss}_T$, $M_T$, $M^W_{T2}$, and $\min \Delta\phi(j_{1,2}, p^\text{miss}_T)$ after applying all other selections except the one plotted, indicating their power of discrimination between signal and background. In these distributions, the $t\bar{t}$+jets and $W$+jets backgrounds have been adjusted by the scale factors (SF), as described in section 6.
Figure 3. Distributions of $E_T^{\text{miss}}$, $M_T$, $M_W^{T2}$, and $\min \Delta \phi(j_{1,2}, \vec{p}_T^{\text{miss}})$ after applying SFs for $t\bar{t}$+jets and $W$+jets backgrounds, as described in section 6. Each distribution is plotted after applying all other selections, which are indicated by the arrows on the relevant distributions. Two simulated DM signals with mass $M_{\chi}$ of 1 and 600 GeV and an interaction scale $M_{\chi}^{*}$ of 100 GeV are included for comparison. The hatched region represents the total uncertainty in the background prediction. The last bin of the $E_T^{\text{miss}}$, $M_T$ and $M_W^{T2}$ distributions includes the overflow. The horizontal bar on each data point indicates the width of the bin.

6 Background estimation

Standard model backgrounds are estimated from simulation, with data-to-simulation SFs applied to the dominant backgrounds from $t\bar{t}$+jets and $W$+jets.

Two control regions (CR) are defined to extract these SFs. One is the preselection with the additional requirement of $M_T > 160$ GeV (CR1). The sample in CR1 is dominated by $t\bar{t}$+jets background. The other (CR2) is defined the same way as CR1 except that no jet should satisfies the b-tag requirement, resulting in a sample enriched in $W$+jets events. The subdominant backgrounds are subtracted from the distributions observed in data in order to obtain a data sample that has only $t\bar{t}$+jets and $W$+jets background contributions. The $t\bar{t}$+jets and $W$+jets SFs are then obtained by matching simultaneously to data the $M_T$ distribution in CR1 and the $E_T^{\text{miss}}$ distribution in CR2. The obtained SFs for $t\bar{t}$+jets and $W$+jets are $1.11 \pm 0.02$ (stat) and $1.26 \pm 0.06$ (stat), respectively. These SFs are propagated
to the SR to estimate the background. The level of DM signal contamination in the two CRs is estimated to be small and therefore has negligible impact on the background estimation in the SR. Figures 4 and 5 show the distributions of $E_{T}^{miss}$, $M_T$, $M_{T2}^W$, and $\min \Delta \phi(j_{1,2}, \vec{p}_{T}^{miss})$ with the SFs applied in CR1 and CR2, respectively. The data are in good agreement with expectations from SM background.
Figure 5. Distributions of $E_{\text{T}}^{\text{miss}}$, $M_{T}$, $M_{T2}^{W}$, and $\min \Delta \phi (j_{1,2}, E_{\text{T}}^{\text{miss}})$ in CR2 after applying the SFs for $t\bar{t}+\text{jets}$ and $W+\text{jets}$ backgrounds, as described in section 6. Two simulated DM signals with mass $M_{\chi}$ of 1 and 600 GeV and an interaction scale $M_{*}$ of 100 GeV are included for comparison. The hatched region represents the total uncertainty in the background prediction. The error bars on the data-to-background ratio take into account both the statistical uncertainty in data and the total uncertainty in the background prediction. The last bin of the $E_{\text{T}}^{\text{miss}}$, $M_{T}$, and $M_{T2}^{W}$ distributions includes the overflow. The horizontal bar on each data point indicates the width of the bin.

7 Systematic uncertainties

The normalization and shape of the distributions used to establish a possible DM signal are subject both to experimental and theoretical uncertainties.

The data-to-simulation SFs for $t\bar{t}+\text{jets}$ and $W+\text{jets}$ are extracted from the CRs, as described in the previous section. For the background estimation, the use of SFs largely removes the uncertainties from the integrated luminosity, lepton identification and trigger efficiencies, and from cross sections of the two backgrounds. Other systematic uncertainties can be constrained by refitting the data in the CRs, as described in the following.
The \( t\bar{t} + \text{jets} \) and \( W + \text{jets} \) SFs are obtained from CRs in which other backgrounds are present as well. We conservatively assign a 50\% uncertainty for other backgrounds to account for possible missing higher order terms as well as mismodelling of kinematic properties from the simulation. This uncertainty results in a change of 5\% and 9\% for the \( t\bar{t} + \text{jets} \) and \( W + \text{jets} \) SFs, respectively. Propagating these changes to the SR, the impact on the total background prediction is found to be 10\%.

The stability of the SFs is checked through changes in the definitions of the CRs. These include tightening the \( E_T^{\text{miss}} \) requirement or applying selections on \( M_W^2 \), and \( \Delta \phi (j_1, j_2, \vec{p}_T^{\text{miss}}) \). An uncertainty of 40\% for the \( W + \text{jets} \) SF is assigned from these CR tests. No significant change is observed in the SF for \( t\bar{t} + \text{jets} \).

The \( p_T \) distributions of top quarks in the \( t\bar{t} + \text{jets} \) simulation is reweighted to match the data. The reweighting uncertainty is estimated by changing the nominal reweighting factor to unity or to the square of the reweighting factor, resulting in a change of \( \pm 14\% \) for the \( t\bar{t} + \text{jets} \) SF and only negligible impact on the \( W + \text{jet} \) SF. Propagating these SFs to the SR, a systematic uncertainty of 10\% is estimated for the \( t\bar{t} + \text{jets} \) background prediction from the reweighting. The stability of the \( t\bar{t} + \text{jets} \) background prediction is also checked by varying the MadGraph factorization and renormalization scale parameters, or the scale parameter for the matrix element and parton shower matching, by a factor of two. The resulting predictions are consistent with the nominal \( t\bar{t} + \text{jets} \) background prediction.

The remaining dominant experimental systematic uncertainties are from corrections in jet energy scale and resolution. Correction factors are separately varied by \( \pm 1 \) standard deviation and \( E_T^{\text{miss}} \) is recalculated accordingly. These changes in the jet energy scale and resolution correction factors contribute uncertainties of 4\% and 3\% in the estimate of the background, respectively. The uncertainties in the background yield due to b-tagging correction factors are estimated to be 1.0\% and 1.8\% for heavy-flavour and light-flavour jets, respectively. The uncertainty in the pileup model contributes an uncertainty of 2.0\% in the background estimate.

The theoretical uncertainty related to the choice of the PDF set is evaluated by reweighting the background samples using three PDF sets: CT10 [41], MWST2008 [42], and NNPDF2.3 [43], following the PDF4LHC recommendation [44, 45]. For each PDF set, an uncertainty band is derived from the different error PDF sets, including the uncertainties due to the strong coupling constant \( \alpha_S \). The envelope of these three error bands is taken as the PDF uncertainty, which leads to a 2.6\% uncertainty in the background estimate.

Table 1 summarizes the systematic uncertainties and their impact on the background prediction in the SR.

The following sources of systematic uncertainty associated with the signal expectation are taken into account. The integrated luminosity is measured with precision of 2.6\% [46]. Lepton trigger and identification efficiencies are measured with a precision of 2\% and 1\%, respectively. Uncertainties in the jet energy scale and resolution correction factors yield uncertainties of 2–3\% and less than 1\%, respectively, depending on the mass hypotheses for the DM particle. Uncertainties in the b-tagging correction factors for heavy-flavour and light-flavour jets yield uncertainties of 3–4\% and less than 1\%, respectively.
Table 1. Systematic uncertainties from various sources and their impact on the total background prediction.

<table>
<thead>
<tr>
<th>Source of systematic uncertainties</th>
<th>Relative uncertainty on total background (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50% normalization uncert. of other bkg in deriving SFs</td>
<td>10</td>
</tr>
<tr>
<td>SF_{W+jets} (CR tests)</td>
<td>13</td>
</tr>
<tr>
<td>t\bar{t}+jets top-quark p_T reweighting</td>
<td>3.9</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>4.0</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>3.0</td>
</tr>
<tr>
<td>b-tagging correction factor (heavy flavour)</td>
<td>1.0</td>
</tr>
<tr>
<td>b-tagging correction factor (light flavour)</td>
<td>1.8</td>
</tr>
<tr>
<td>Pileup model</td>
<td>2.0</td>
</tr>
<tr>
<td>PDF</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 2. Expected number of background events in the SR, expected number of signal events for a DM particle with the mass $M_\chi = 1$ GeV, assuming an interaction scale $M_* = 100$ GeV, and observed data. The statistical and systematic uncertainties are given on the expected yields.

<table>
<thead>
<tr>
<th>Source</th>
<th>Yield (±stat ±syst)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t\bar{t}</td>
<td>8.2 ± 0.6 ± 1.9</td>
</tr>
<tr>
<td>W</td>
<td>5.2 ± 1.8 ± 2.1</td>
</tr>
<tr>
<td>Single top</td>
<td>2.3 ± 1.1 ± 1.1</td>
</tr>
<tr>
<td>Diboson</td>
<td>0.5 ± 0.2 ± 0.2</td>
</tr>
<tr>
<td>Drell-Yan</td>
<td>0.3 ± 0.3 ± 0.1</td>
</tr>
<tr>
<td>Total Bkg</td>
<td>16.4 ± 2.2 ± 2.9</td>
</tr>
<tr>
<td>Data</td>
<td>18</td>
</tr>
</tbody>
</table>

8 Results

Table 2 lists the number of events observed in the SR, along with the background prediction and expected number of signal events for a DM particle with mass $M_\chi = 1$ GeV and an interaction scale $M_* = 100$ GeV. We observe no excess of events in the SR and set 90% confidence level (CL) upper limits on the production cross section of DM particles in association with a pair of top quarks. The choice of 90% CL is made in order to allow direct comparisons with related limits from astrophysical observations. A modified-frequentist CL$_s$ method [47, 48] is used to evaluate the upper limits, with both statistical and systematic uncertainties taken into account in the limit setting.

Table 3 shows the signal efficiencies and the observed and expected upper limits on the pp $\rightarrow$ t\bar{t} + $\chi\bar{\chi}$ production cross section for seven mass hypotheses of the DM particle.
<table>
<thead>
<tr>
<th>$M_\chi$ (GeV)</th>
<th>Yield ($\pm$stat $\pm$syst)</th>
<th>Signal efficiency (%) ($\pm$stat $\pm$syst)</th>
<th>$\sigma_{\text{lim}}^\text{exp}$ (fb)</th>
<th>$\sigma_{\text{lim}}^\text{obs}$ (fb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$38.3 \pm 0.7 \pm 2.1$</td>
<td>$1.01 \pm 0.02 \pm 0.05$</td>
<td>$47^{+21}_{-13}$</td>
<td>55</td>
</tr>
<tr>
<td>10</td>
<td>$37.8 \pm 0.7 \pm 2.1$</td>
<td>$1.01 \pm 0.02 \pm 0.05$</td>
<td>$46^{+21}_{-13}$</td>
<td>54</td>
</tr>
<tr>
<td>50</td>
<td>$35.1 \pm 0.6 \pm 1.9$</td>
<td>$1.20 \pm 0.02 \pm 0.06$</td>
<td>$39^{+18}_{-12}$</td>
<td>45</td>
</tr>
<tr>
<td>100</td>
<td>$30.1 \pm 0.4 \pm 1.7$</td>
<td>$1.46 \pm 0.02 \pm 0.07$</td>
<td>$32^{+14}_{-9}$</td>
<td>37</td>
</tr>
<tr>
<td>200</td>
<td>$18.0 \pm 0.2 \pm 1.0$</td>
<td>$1.73 \pm 0.02 \pm 0.08$</td>
<td>$27^{+12}_{-8}$</td>
<td>32</td>
</tr>
<tr>
<td>600</td>
<td>$1.26 \pm 0.02 \pm 0.07$</td>
<td>$2.40 \pm 0.03 \pm 0.11$</td>
<td>$19^{+9}_{-6}$</td>
<td>23</td>
</tr>
<tr>
<td>1000</td>
<td>$0.062 \pm 0.001 \pm 0.003$</td>
<td>$2.76 \pm 0.04 \pm 0.13$</td>
<td>$17^{+8}_{-5}$</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3. Expected number of signal events in SR assuming an interaction scale $M_\star = 100$ GeV, signal efficiencies, and observed and expected limits at 90% CL on production cross sections for $pp \rightarrow t\bar{t} + \chi\bar{\chi}$, for various DM particle masses.

Figure 6. Observed exclusion limits in the plane of DM particle mass and interaction scale, with the region below the solid curve excluded at a 90% CL. The background-only expectations are represented by their median (dashed line) and by the 68% and 95% CL bands. A lower bound of the validity of the EFT is indicated by the upper edge of the hatched area. The four curves, corresponding to different $g$ and $R$ values, represent the lower bound on $M_\star$ for which 50% and 80% of signal events have a pair of DM particles with an invariant mass less than $g\sqrt{M_\star^2/m_t}$, where $g = 4\pi$ and $g = 2\pi$ respectively. These curves indicate further restrictions on the applicability of EFT, as explained in the text.

The relatively low values of signal efficiencies of 1–3% are mostly due to the requirement of $E_T^{\text{miss}} > 320$ GeV. Cross sections larger than 20 to 55 fb are excluded at 90% CL for DM particles with mass ranging from 1 to 1000 GeV. Interpreting the results in the context of a scalar interaction between DM particles and top quarks, we set lower limits on the interaction scale $M_\star$, shown in figure 6. Assuming a DM particle with a mass of 100 GeV, values of the interaction scale below 119 GeV are excluded at 90% CL.
As shown in eq. (1.1), DM production is modeled by an EFT, an approximation that has some important limitations. Firstly, the EFT approximation is only valid when the momentum transfer $Q_{tr}$ is small compared to the mediator mass. Secondly, the couplings should not exceed the perturbative limit. Unfortunately, both of these conditions depend on the details of the unknown new physics being approximated by the EFT. For example, if we consider a model with $s$-channel exchange between the top quarks and the DM particles and a coupling equal to the perturbative limit $g = \sqrt{g_{\chi}g_{t}} = 4\pi$, where $g_{\chi}$ and $g_{t}$ are the coupling constants of the mediator to DM particles and top quarks, respectively, then we can derive a lower bound on $M_{\chi}$, $\sqrt{M_{3}^3/m_{t}} > M_{\chi}/2\pi$, where $m_{t}$ is the mass of the top quark [3, 49]. The region of parameter space in the exclusion plane that does not meet the perturbative condition for the validity of the EFT is indicated by the hatched area in figure 6.

In addition to this minimal requirement, we also test the validity of the EFT approximation with respect to the momentum transfer condition. For the same $s$-channel mediator scenario, $Q_{tr}$ is estimated as the invariant mass of two DM particles ($M_{\chi\chi}$) as shown in figure 7. The EFT approximation is then valid if $M_{\chi\chi} < g\sqrt{M_{3}^3/m_{t}}$. The fraction of simulated signal events that satisfy this requirement (R) is reported for given values of $g$ and $M_{\star}$. For $g = 4\pi$ and $g = 2\pi$, contours are overlaid in figure 6 that indicate where in the exclusion plane 50% or 80% of simulated signal events passing the analysis selection criteria satisfy the momentum transfer condition. If instead of drawing such a contour we fix $M_{\star}$ at the 90% CL lower limit obtained in this analysis, then 89% (46%) of simulated signal events passing the analysis selection criteria satisfy the momentum requirement for $g = 4\pi(2\pi)$ and $M_{\chi} = 1$ GeV. These fractions drop to 63% (5%) for $M_{\chi} = 200$ GeV. No simulated signal events passing the analysis selection criteria are found to satisfy this requirement for $M_{\chi} > 600$ GeV. For these reasons, the 90% CL constraints on $M_{\star}$ obtained in this analysis cannot be considered generally applicable, but should only be interpreted in models with large DM coupling.

The limits on the interaction scale $M_{\star}$ can be translated to limits on the DM-nucleon scattering cross section [3]. Figure 8 shows the observed 90% CL upper limits on the DM-nucleon cross section as a function of the DM mass for the scalar operator considered in this paper. More stringent limits are obtained relative to current direct DM searches in the mass region of less than $\approx 6$ GeV. In this region, DM-nucleon cross sections larger than $1-2 \times 10^{-42}$ cm$^2$ are excluded.

9 Summary

A search has been presented for the production of dark matter particles in association with top quarks in single-lepton events with the CMS detector at the LHC, using proton-proton collision data recorded at $\sqrt{s} = 8$ TeV and corresponding to an integrated luminosity of 19.7 fb$^{-1}$. No excess of events above the SM expectation is found and cross section upper limits are set. Cross sections larger than 20 to 55 fb are excluded at 90% CL for dark matter particles with the masses ranging from 1 to 1000 GeV. Interpreting the findings in the context of a scalar interaction between dark matter particles and top quarks in the framework of an effective field theory, lower limits on the interaction scale are set. As-
Figure 7. Invariant mass of two DM particles $M_{\chi\chi}$ in selected signal events, for several DM mass hypotheses.

Figure 8. The 90% CL upper limits on the DM-nucleon spin-independent scattering cross section ($\sigma_{\chi-N}^{SI}$) as a function of the DM particle mass for the scalar operator considered in this paper. Also shown are 90% CL limits from various direct DM search experiments [50–54].

Assuming a dark matter particle with a mass of 100 GeV, values of the interaction scale below 119 GeV are excluded at 90% CL. These limits on the interaction scale are comparable to those obtained from a similar search by the ATLAS Collaboration [12]. In the case of an s-channel mediator, they are only valid for large values of the coupling constant, where the effective field theory approximation holds for most signal events. These limits are interpreted as limits on the dark matter-nucleon scattering cross sections for the spin-independent scalar operator. For dark matter particles with masses below 6 GeV, more stringent lim-
its are obtained from this search than from direct dark matter detection searches. Dark matter-nucleon cross sections larger than $1–2 \times 10^{-42}\text{cm}^2$ are excluded at 90% CL.
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