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In this paper, the axial symmetry of the magnetic field generated by a permanent magnet of helicoidal toroidal kind is shown. In the first part of this paper, we illustrate the shape of the magnet and the number of areas where the field is calculated to demonstrate the symmetry. We define quantitatively the size of the toroidal helical magnet and the regions where the magnetostatic field is evaluated. The field is carried out for each angular sector that represents the regions where the magnetic flux density is computed. This calculation is performed with reference to a matrix of points belonging to each sector. Two sets of evaluations are performed. The first one is referred to a less dense matrix of points relative to all the regions. The aim of this computation is to demonstrate the axial symmetry of the field. The second set of calculations concerns the field evaluation using a much higher dense matrix of points. Using these data, we are able to interpolate the same field with a high precision. This second evaluation of the field is carried out with reference to only the flat region facing the first coil of the helical toroidal magnet. The use of an interpolation surface through the final points of the magnetic induction vectors previously computed allows a very fast evaluation of the field virtually in all the infinite points of the angular sector. The symmetry enables us to drastically reduce the time computation of the magnetostatic field in the points of interest.
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I. INTRODUCTION

THE study of new highly efficient electrical machines can require the development of unconventional design configurations. These configurations can prove their validity only if based on adequate evaluation studies of magnetic fields that are typical of the machines studied. In Fig. 1, an example of these configurations is illustrated by a conceptual model. The rotor element denoted by A is driven by a toroidal curvilinear screw B. In order to obtain the correct positioning of the part A in relation to the toroidal helicoidal permanent magnets C, the same part A can rotate around the pin D. The pin D is joined to the part E where six bearings F are assembled. Between the magnets C and the surface of A opposite C, there is an air gap. The various positions of this surface represent the areas where the magnetic field has to be computed. The coupling between the toroidal curvilinear screw B and the part E could also be obtained by magnetic repulsion. Fig. 2 shows a 3-D virtual model of the coupling solution by permanent magnets. This is another possible application of the magnetic field generated by toroidal helicoidal permanent magnets. The device can be manufactured by assembling six sets 1, 2, . . . , 6 of very small parallelepiped neodymium magnets that approximate the toroidal helicoidal surfaces of the three threads of the curvilinear screw B. Therefore, the six bearings F shown in Fig. 1 will be replaced by six sets 1′, 2′, . . . , 6′ of neodymium magnets arranged with the same toroidal helicoidal configuration of B. Each of these sets defines two air gaps between the screw thread and the correspondent female thread. For these particular configurations, at the present time in progress, the fields generated by permanent magnets and currents must be accurately simulated. As a matter of fact, the fitness of the design and the correct analysis of the device, functioning strongly depends on the precision with which the forces that the stator and rotor mutual exchange are calculated. This accuracy is a function of the precision with which we evaluate the magnetic field on the surfaces where these forces will be calculated. These observations are especially valid in relation to the use of the method of the magnetic

Fig. 1. Conceptual model of an unconventional design configuration of an electrical machine.

Fig. 2. Magnetic toroidal curvilinear screw.
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charges [1]–[5] which allows the computation of the magnetic field, forces, and moments that affect the device study. The method of magnetic charges can be very accurate without the high computational time cost. Unfortunately, in general, this feature is not found when we perform simulations by the finite-element method (FEM). Such accuracy can be very useful if we want to evaluate small increments of the electric machine efficiency that we are studying. Concerning this issue, it is well known that the use of FEM in electromagnetics (as in other subjects) introduces errors related to the discretization and numerical problems can also arise because of the large size of the algebraic systems that have to be solved. In relation to the reliability of the FEM simulations regarding this topic, various indices of fitness have been proposed [6]–[12], but the problem of the precision required does not make this method suitable for performing accurate evaluations of the magnetic field relative to unconventional configurations of electrical machines. Furthermore, the option to increase the FEM meshing has its limits [13], because an excessive discretization greatly increases the computation time and can cause a numerical ill-conditioning that produces errors greater than those associated with a less dense mesh. These kinds of problems also arise in other fields, for example, when magnetic fields in synchrotron light sources [14], tokamaks [15]–[19], stellarator [20]–[24], and hybrid tokamak-stellarator [25] have to be evaluated with high precision to study the controlled nuclear fusion. In the tokamaks, an axial toroidal magnetic field is created by vertical coils. The primary of a large transformer induces an axial toroidal current in the plasma acting as the secondary of the same transformer. This plasma current creates a poloidal magnetic field perpendicular to the axial toroidal magnetic field and the combination of these two fields generates a helical toroidal magnetic field which contains the extremely hot plasma by holding it away from the wall of the torus. From a magnetic point of view, also in the stellarator, the final result is a helical toroidal magnetic field that avoids contact of the plasma with the wall of the torus. Nevertheless, due to their inherently three-dimensional nature, stellarators rely heavily on the numerical simulation and the computation of the helical toroidal field. The optimized design and physics analysis of this device would not be possible without access to high-performance parallel computers and the magnetic field has to be evaluated with a precision far higher than that requested for the tokamaks. Therefore, the knowledge a priori of a particular axial symmetry of a helical toroidal magnetic field is certainly helpful, because it enables one to limit the zones where the computation has to be performed (the calculated magnetic field in the areas of interest is replicated with an axial symmetry in all the other regions of the device). This fact reduces the time computation and allows to increase the accuracy of the computation. Therefore, for example, with reference to applications as the development of new configuration of highly efficient electrical machines and easing of the optimal magnetic field computation in tokamaks and stellarator, to know a priori a particular axial symmetry of the helical magnetic toroidal field is surely advantageous. In relation to the previous observations, in order to demonstrate and characterize the axial symmetry of a helical magnetic toroidal field, in this paper, we study the properties of the magnetic field produced by a particular configuration of a permanent magnet using the method of the magnetic charges. These properties will be evaluated by considering a simplifying hypothesis, i.e., the modulus of the magnetization vector $M$ of the toroidal helicoidal permanent magnets is constant. With particular reference to the development of new configurations of electrical machines, this hypothesis represents only the first choice that can be advantageous in order to reduce the computational cost regardless of the method that we used to evaluate the magnetic field. When a reasonable configuration of the system has been found, we will apply more complex models to consider the possible influence of the nonlinear magnetization characteristic of the helical magnet and the consequent saturation effects. These effects have been studied in-depth in relation to electric machines of various kinds [26]–[28] and to the nonlinear demagnetization of permanent magnets [29], [30]. The problem of the demagnetization rises from the operating conditions and may have great influence on the performances of the machine, because the magnetic characteristic becomes strongly nonlinear. Usually, the saturation effects and demagnetization reduce the performances and the efficiency of the traditional electric devices. Likewise, also in the development of new electric machines, these effects have to be carefully evaluated as soon as a new promising design configuration is found using the simplifying hypothesis based on the constant modulus of magnetization $M$. With reference to these assumptions, in [31], a preliminary study of a helicoidal toroidal magnet of which the mean helix is shown in Fig. 3 has been developed. In the present case study, unlike the previous one, a particular axial symmetry of the magnetostatic field generated by the magnet is quantitatively proved by computing the same field on certain surfaces. These regions identify the current positions of a rotor element during the operation of the machine (see Fig. 1). The architecture development of the system is in progress, but the evaluation of the field in correspondence to such areas is the first step to understand if the device will work correctly. In relation to the calculation of this field, from a computational point of view, it is extremely advantageous to use a particular...
symmetry of the same field. This symmetry, as it will be illustrated quantitatively in the continuation of the present case study, allows us to limit the integration calculations for the evaluation of the field only in correspondence to the regions of interest relating to a single coil. The configuration of the magnet is such that the calculated magnetic field in the areas of interest is replicated with an axial symmetry in all the other homologous regions relative to the other coils. Therefore, using this symmetry, if the magnet is manufactured by \( n \) helical toroidal coils, to get the field in all the regions of interest, the integration calculations can be performed only for the regions related to a single coil. In the remaining \( n-1 \) regions, the magnetic induction vector will be rotated around the axis of the toroidal helical geometry, exactly happens with the simple cylindrical magnets. In the following sections II-VI, we describe the mathematical formulation of the geometry of the magnet, the distribution of the relative magnetization vector \( \mathbf{M} \), and the position of the regions where the field is calculated.

II. GEOMETRICAL CONFIGURATION OF THE MAGNET

The procedure to obtain the shape of the helical toroidal magnet consists of the following steps.

1) The definition of a toroidal helix of the type shown in Fig. 3, with a circular axis \( \Gamma_K \) of radius \( R \), a value of the radius \( r = r_1 \), and angular pitch \( \theta_p = 2\pi/n \), where \( n \) is equal to the number of turns of the helix (in Fig. 3, \( n = 5 \) and the first coil begins and ends in the points \( T \) and \( T' \), respectively).

2) The definition of another helix by a rotation \( \Delta \theta < 0 \) of the previous helix around the axis \( z \).

3) The definition of a third toroidal helix identical to the first one, but with a radius \( r = r_2 \) and \( r_2 > r_1 \).

4) The definition of a fourth toroidal helix by another rotation again equals to \( \Delta \theta < 0 \) of the helix with radius \( r_2 \) around the axis \( z \).

Through this procedure, two pairs of identical and coaxial toroidal helices out of phase with the same angle \( \Delta \theta < 0 \) are obtained. These helices represent the four edges of a helical toroidal magnet (see Fig. 4). The modulus of the magnetization vector \( \mathbf{M} \) of this magnet is considered a priori constant. The direction of \( \mathbf{M} \) is equal to that of the binormal unit vector \( \mathbf{b} \) relative to a fifth toroidal helix coaxial with those previously defined. This additional helix has a radius \( r \) equal to the average radius \( r_m = (r_1 + r_2)/2 \) and is out of phase with an angle \( \Delta \theta/2 < 0 \) with respect to the two helices generated in steps 1) and 3), respectively (see Fig. 4). The binormal unit vector \( \mathbf{b} \) is defined with reference to the respective normal \( \mathbf{n} \) and tangent \( \mathbf{t} \) unit vectors in the generic point \( P \) that represents the common origin of the three unit vectors and \( \mathbf{M} \). It is noticed that the unit vector \( \mathbf{n} \) has not the direction of the radius \( r_m \).

III. REGIONS WHERE THE FIELD IS EVALUATED

In the computation subsequently developed, the regions, where the magnetic field is calculated, are defined by the successive positions of a flat surface of a movable element animated by a helical toroidal motion. In Fig. 5, the sequence of such surfaces arranged frontally to the toroidal helicoidal magnet is illustrated. The number of these surfaces is equal to \( n \times m \), where \( n \) is the number of coils of the magnet and \( m \) is the number of surfaces in correspondence with each coil. In Fig. 5, the positioning of each surface is quantitatively shown. These surfaces are circular sectors with inner and outer radius equal to the radii \( r_1 \) and \( r_2 \), respectively, as mentioned in Section II. The angle \( \phi \) defines the angle of the sector and its symmetry with respect to the mean radius \( r_m \) previously mentioned. In Fig. 6, the final and initial point of this radius \( r_m \) are denoted by \( K_m \) and \( U_m \), respectively. This radius describes the helical toroidal coil \( \Gamma_m \), which is obtained by rotating with an angle \( \Delta \theta_m > 0 \), and the toroidal helix \( \Gamma \) around the \( z \)-axis. The helix \( \Gamma \) is the average one between the two helical toroidal edges that define the surface of the magnet placed in front of the angular sector. Also \( \Gamma \) has a radius \( r \) equal to \( r_m \). The final point \( K \) of this radius describes \( \Gamma \) versus the angle \( \theta_t \), \( t \) is the tangent to \( \Gamma \) in \( K \), and \( t_m \) is the corresponding tangent to \( \Gamma_m \) in \( K_m \). Therefore, \( t \) and \( t_m \) are not parallel. The angular sector belongs to the plane defined by the tangent \( t_m \) and the point \( U_m \) previously mentioned. In Fig. 7, the sector indicated in Fig. 6 is shown, but in this case, the same sector is in the first position denoted with
the index 1. This position is defined by $\theta_U = 0$. Consequently, the flat region of interest is positioned in such a way that its radius $r_m$ with extreme points $K_m$ and $U_m$ overlaps the horizontal segment $OU_m = R$, which describes the circumference $\Gamma_R$. In relation to the geometry illustrated, for each coil of the magnet, we define 14 positions of the angular flat sector previously considered where the magnetic field will be calculated. Fig. 8 shows these 14 positions, equidistant from each other, with the point $K_m$ always belonging to the toroidal helix $\Gamma_m$.

The positioning of each region is always defined by the geometric constraints shown in Fig. 6. The equidistance among the regions is obtained by increasing the angle $\theta_U$ from zero to the value $\theta_p$ with a constant angular step. Since the calculation of the magnetic field can only be performed in fixed points, on the generic sector, an angular distribution of points where evaluation of the field is made is fixed. Fig. 9 shows the generic point $Q$ with the coordinates $x'_Q$, $y'_Q$, and $z'_Q = 0$ relative to the $O'(X', Y', Z')$ reference system integral with the generic sector. The origin $O'$ of this reference system coincides with the point $K_m$ previously mentioned. The axes $X'$ and $Z'$ overlap the tangent $t_m$ and the radius $r_m$, respectively. The radius $r_m$ has extreme points $K_m$ and $U_m$.

### IV. Equations for the Geometry Definition of the System

The equations of the toroidal helix shown in Fig. 3 are

\[
x_V = \left[ R - r \cos \left( \frac{2\pi \theta}{\theta_p} \right) \right] \cos \theta \\
y_V = \left[ R - r \cos \left( \frac{2\pi \theta}{\theta_p} \right) \right] \sin \theta \\
z_V = r \sin \left( \frac{2\pi \theta}{\theta_p} \right)
\]
where \( x_V, y_V, \) and \( z_V \) represent the cartesian coordinates of the point \( V \) that defines the helix versus the angle \( \theta \).

Substituting in these equations: 1) \( r = r_1 \); 2) \( r = r_2 \); 3) \( r = r_1 \) with \( \cos(\theta + \Delta \theta) \) in the place of \( \cos \theta \) and \( \sin(\theta + \Delta \theta) \) in the place of \( \sin \theta \); and 4) \( r = r_2 \) with the same replacements of sines and cosines defined in 3), we correspondingly obtain the four helical toroidal edges that define the magnet (see Fig. 4).

The mean toroidal helix of the magnet that we consider to the magnetization

To obtain this helix, we have to substitute in the same equations of the components \( t_x, t_y, \) and \( t_z \) of the tangent versor \( \mathbf{t} \), with

\[
\beta = \theta + \frac{\Delta \theta}{2}
\]

are

\[
t_x(\beta) = \frac{x_p(\beta)}{\sqrt{x_p^2(\beta) + y_p^2(\beta) + z_p^2(\beta)}}
\]

\[
t_y(\beta) = \frac{y_p(\beta)}{\sqrt{x_p^2(\beta) + y_p^2(\beta) + z_p^2(\beta)}}
\]

\[
t_z(\beta) = \frac{z_p(\beta)}{\sqrt{x_p^2(\beta) + y_p^2(\beta) + z_p^2(\beta)}}
\]

where \( x_p(\beta), \ y_p(\beta), \) and \( z_p(\beta) \) represent the first derivatives with respect to \( \theta \) of the coordinates \( x_p(\beta), \ y_p(\beta), \) and \( z_p(\beta) \) of the generic point \( P \) that defines the average toroidal helix of the magnet (see Fig. 4).

The components \( n_x, n_y, \) and \( n_z \) of the unit normal vector \( \mathbf{n} \) are obtained versus the previous components \( t_x, t_y, \) and \( t_z \) versus the relative first derivatives \( t_x'(\beta), t_y'(\beta), \) and \( t_z'(\beta) \) with respect to \( \beta \)

\[
n_x(\beta) = \frac{t_x'(\beta)}{\sqrt{t_x^2(\beta) + t_y^2(\beta) + t_z^2(\beta)}}
\]

\[
n_y(\beta) = \frac{t_y'(\beta)}{\sqrt{t_x^2(\beta) + t_y^2(\beta) + t_z^2(\beta)}}
\]

\[
n_z(\beta) = \frac{t_z'(\beta)}{\sqrt{t_x^2(\beta) + t_y^2(\beta) + t_z^2(\beta)}}
\]

Regarding the binormal unit vector that fixes the direction of the magnetization \( \mathbf{M} \), it is obtained by calculating the cross product of the versors \( \mathbf{t} \) and \( \mathbf{n} \)

\[
\mathbf{b} = \mathbf{t} \times \mathbf{n}.
\]

As soon as we substitute \( r = r_m \) and replace \( \sin \theta \) with \( \sin(\theta_U + \Delta \theta) \) and \( \cos \theta \) with \( \cos(\theta_U + \Delta \theta) \) in (1)–(3), we obtain the parametric equations of the toroidal helix \( \Gamma_m \) shown in Figs. 5–9. Now, if we let

\[
\gamma = \theta_U + \Delta \theta_m
\]

the coordinates \( x_{K_m}(\gamma), y_{K_m}(\gamma), \) and \( z_{K_m}(\gamma) \) of the generic point \( K_m \) of \( \Gamma_m \) can be evaluated. By calculating the tangent unit vector (not shown in any figure) in the point \( K_m \)

of the curve \( \Gamma_m \), the tangent \( t_m \) is achieved. The equations of the components of this unit vector have again the structure of (5)–(7) where, however, the derivatives \( x_p'(\beta), y_p'(\beta), \) and \( z_p'(\beta) \) are replaced with the derivatives \( x_{K_m}'(\gamma), y_{K_m}'(\gamma), \) and \( z_{K_m}'(\gamma) \) with respect to \( \gamma \) of the coordinates \( x_{K_m}(\gamma), y_{K_m}(\gamma), \) and \( z_{K_m}(\gamma) \). In this way, the plane passing through \( t_m \) and the point \( U_m \) is defined. The generic angular sector where the magnetic field will be computed belongs to the plane passing through \( t_m \) and \( U_m \). As illustrated in Section III, this calculation will be performed only in a finite number of points belonging to the generic sector. With reference to the generic point \( Q \), where the computation will be carried out, as soon as we fix its coordinates \( x_Q, y_Q = 0, \) and \( z_Q \) in the \( O'(X', Y', Z') \) orthogonal reference system (see Fig. 9) integral to the generic sector, it is advantageous to evaluate the coordinates of \( Q \) with respect to the general \( O(X, Y, Z) \) reference system. In order to compute these new coordinates \( x_Q, y_Q, \) and \( z_Q \) that, as shown in the following section VI, will be directly used for evaluating the magnetic field, we consider the known formulas of coordinate transformation between two reference systems with origins that do not coincide. Therefore, we obtain

\[
x_Q = l_1 x_Q + l_2 y_Q + l_3 x_Q + x_{O'}
\]

\[
y_Q = m_1 x_Q + m_2 y_Q + m_3 x_Q + y_{O'}
\]

\[
z_Q = n_1 x_Q + n_2 y_Q + n_3 x_Q + z_{O'}
\]

where the terms \( l_1, l_2, \) and \( l_3, m_3, n_3 \) are the direction cosines of the axes \( X', Y', Z' \) with respect to the axes \( X, Y, Z \), \( x_{O'}, y_{O'}, \) and \( z_{O'} \) are the coordinates of the origin \( O' \) with respect to the \( O(X, Y, Z) \) reference system.

The direction cosines previously mentioned can be simply calculated by setting three points \( P_A, P_B, \) and \( P_C \) on the respective axes \( X', Y', \) and \( Z' \). The coordinates of these points in the \( O(X, Y, Z) \) system are \( x_A(\gamma), y_A(\gamma), z_A(\gamma); \) \( x_B(\gamma), y_B(\gamma), z_B(\gamma); \) and \( x_C(\gamma), y_C(\gamma), z_C(\gamma) \). Now, if we let

\[
d_A(\gamma) = \sqrt{(x_A(\gamma) - x_{O'}(\gamma))^2 + (y_A(\gamma) - y_{O'}(\gamma))^2 + (z_A(\gamma) - z_{O'}(\gamma))^2}
\]

the direction cosines of the axis \( x' \) with respect to the axes \( x, y, \) and \( z \) are given by the following relations:

\[
l_1(\gamma) = \frac{x_A(\gamma) - x_{O'}(\gamma)}{d_A(\gamma)}
\]

\[
m_1(\gamma) = \frac{y_A(\gamma) - y_{O'}(\gamma)}{d_A(\gamma)}
\]

\[
n_1(\gamma) = \frac{z_A(\gamma) - z_{O'}(\gamma)}{d_A(\gamma)}
\]

Similarly, for the axes \( y' \) and \( z' \), the direction cosines are equal to

\[
l_2(\gamma) = \frac{x_B(\gamma) - x_{O'}(\gamma)}{d_B(\gamma)}
\]

\[
m_2(\gamma) = \frac{y_B(\gamma) - y_{O'}(\gamma)}{d_B(\gamma)}
\]

\[
n_2(\gamma) = \frac{z_B(\gamma) - z_{O'}(\gamma)}{d_B(\gamma)}
\]
Fig. 10. Identification of the points belonging to the generic angular plane sector where the magnetostatic field is computed.

and

\[
l_3(\gamma) = \frac{x_C(\gamma) - x_O(\gamma)}{d_C(\gamma)}
\]

\[
m_3(\gamma) = \frac{y_C(\gamma) - y_O(\gamma)}{d_C(\gamma)}
\]

\[
n_3(\gamma) = \frac{z_C(\gamma) - z_O(\gamma)}{d_C(\gamma)}
\]

respectively, where

\[
d_B(\gamma) = \sqrt{(x_B(\gamma) - x_O(\gamma))^2 + (y_B(\gamma) - y_O(\gamma))^2 + (z_B(\gamma) - z_O(\gamma))^2}
\]

and

\[
d_C(\gamma) = \sqrt{(x_C(\gamma) - x_O(\gamma))^2 + (y_C(\gamma) - y_O(\gamma))^2 + (z_C(\gamma) - z_O(\gamma))^2}.
\]

V. POINTS AND ANGULAR SECTORS WHERE THE FIELD IS COMPUTED

The calculation of the magnetic field on each angular sector has been performed in correspondence with two arrays of 20 points. The first matrix defines 20 points uniformly distributed on the same sector, as shown in Fig. 10. The generic point is identified by the pair of indices \(i_c, j_c\). The points \(i_c, j_c\) are placed on concentric circular arcs, whose centre is the point \(U_m\). In this first case, the field was calculated in \(20 \times 14 \times 5 = 1400\) points by considering all the 14 sectors and five coils. As shown in the following section VII, the field values evaluated in these points highlight its axial symmetry. The second field evaluation was carried out in 625 points of each angular sector. In this case, it is \(i_c = 1, 2, \ldots, 25\) and \(j_c = 1, 2, \ldots, 25\) (625 = \(25 \times 25\)). These points are always uniformly distributed on the angular sector in a way similar to that illustrated in Fig. 10. However, in this analysis, the field was calculated only relatively to the 14 sectors of a single coil, the first one, in a number of points equal to \(14 \times 625 = 8750\).

VI. MAGNETOSTATIC FIELD EVALUATION

In the previous sections IV and V, the geometry of the case magnet study has been described. All the parametric equations of the curves and the coordinates of the points were obtained. With reference to Fig. 3 and (1)–(3), by fixing the values of \(n, \theta_p, R, r = r_1, r = r_2, \text{ and } \Delta\theta\) indicated in Table I, we achieved the four toroidal helicies that define the edges of the magnet. The fifth toroidal helix that represents the axis of the magnet, on which \(\theta\), normal \(\mathbf{n}\), and binormal \(\mathbf{b}\) unit vectors have been considered (see Fig. 4), is again obtained by (1)–(3) by setting \(r = r_m\). The value of \(r_m\) and the modulus of the magnetization vector \(\mathbf{M}\) are reported in Table I.

In relation to the regions, where the field has been calculated, Table II shows the values of the angular parameters \(\Delta\theta_m, \theta_{U}, \varphi, \) and \(\gamma\) relative to the 14 angular plane sectors frontally positioned to the first coil [see Figs. 6–8 and (12)]. The value of \(\varphi\) in Table II has been fixed to obtain an angular flat sector neither too large neither too narrow. If the angular flat sector is too large (\(\varphi\) has a high value), the 14 sectors facing each magnet coil are partially placed upon another and the graphical representation is not clear (Figs. 5, 9, and 11 became very confused and it is difficult to check the correctness of the system geometry). Moreover, an angular sector too large can penetrate the surface of the helical toroidal magnet facing the same sector (in this case, the air gap is negative, and it is not a real configuration). In relation to this problem, the correct value of \(\varphi\) also depends on the value of \(\Delta\theta_m\) that was fixed equal to \(4^\circ\) (see Table II). If the angular flat sector is too narrow (\(\varphi\) has a low value), the sets of points, where we calculate the field, are too far one in respect to the other: a possible careful spline interpolation of the field values between two adjacent positions of two angular flat sectors where the same field is really calculated will not be possible. In relation to the general sizing of the device study, a good value of \(\varphi\) is equal to \(10^\circ\); by a 3-D CAD simulation, we have checked that this value of \(\varphi\) (with reference to \(\Delta\theta_m = 4^\circ\)) is suitable to avoid penetration and to obtain a correct distance between an angular flat sector and the following one. Two sets of simulations have been performed. The first set concerns the evaluation of the

| \(n\) (coils) | \(\theta_p\) (rad) | \(\Delta\theta\) (rad) | \(R\) (mm) | \(r_1\) (mm) | \(r_2\) (mm) | \(r_m\) (mm) | \(|\mathbf{M}|\) (A/m) |
|-------------|----------------|----------------|----------|------------|------------|------------|----------------|
| 5           | 72.0\times\pi/180 | 5.0\times\pi/180 | 220      | 67.5       | 97.5       | 82.5       | 4.3\times10^5 |

As a matter of fact, in relation to the axial symmetry of the field, the field values in the other \(8750 \times 4 = 35\,000\) points relating to the sectors positioned in front of the other four coils can be obtained from the values evaluated in the previous 8750 points without any calculation of integration. To obtain these values, it is sufficient to rotate around the Z-axis, and the components along X and Y of the field calculated in the 8750 points. The rotation angle must be equal to the angle that defines the angular positioning of the each coil.

TABLE I

| \(n\) (coils) | \(\theta_p\) (rad) | \(\Delta\theta\) (rad) | \(R\) (mm) | \(r_1\) (mm) | \(r_2\) (mm) | \(r_m\) (mm) | \(|\mathbf{M}|\) (A/m) |
|-----|----------------|----------------|----------|------------|------------|------------|----------------|
| 5   | 72.0\times\pi/180 | 5.0\times\pi/180 | 220      | 67.5       | 97.5       | 82.5       | 4.3\times10^5 |
This arrangement of sectors enables us to distinguish the overlap the next sector (see Fig. 7). Sector that the angular plane sector Consequently, the minimum and the maximum values of field in all the 14 × 5 = 70 flat regions shown in Fig. 5. In general, by fixing \( \theta_U \) by the subsequent relationship
\[
\theta_U = \left[ 72.0(u - 1) + \frac{70.2}{13}(n_{sec} - 1) \right] \frac{\pi}{180}
\] (28)
the quantitative location of these regions is obtained. In (28), \( u = 1, 2, \ldots, n = 5 \) and \( n_{sec} = 1, 2, \ldots, 14 \) represent the current coil and the number of the plane sector positioned in front of the same coil, respectively (see Fig. 8). Substituting \( u = 1 \) in (28), we obtain the values shown in Table II. By fixing \( u > 1 \), we simply rotate, for 72°, the set of 14 plane sectors around the Z-axis. Therefore, as soon as \( \theta_U \) is known, it is possible to achieve the values of the angle \( 2\pi\theta_U/\theta_P \) that fixes the angular position of the generic flat sector. This sector belongs to the plane identified by the tangent \( t_m \) and the radius \( r_m \) with the initial and the final points \( U_m \) and \( K_m \), respectively (see Figs. 6 and 7). With reference again to this first set of evaluations, on each of the 70 plane sectors, a matrix constituted by 20 points was considered (see Fig. 10). The values of \( \Delta r \) and \( \Delta \phi \) that define the position of such points in correspondence to \( i_c = 1, 2, \ldots, 5 \) and \( j_c = 1, 2, \ldots, 4 \) have been reported in Table III. In the case of the second set of simulations, where the field is calculated with reference only to the first coil (see the values of \( \theta_U \) reported in Table I), 25 × 25 = 625 (\( i_c = 1, 2, \ldots, 25 \) and \( j_c = 1, 2, \ldots, 25 \)) points were considered. For these simulations, the values of \( \Delta r \) and \( \Delta \phi \) that define the position of the 625 points belonging to each one of the 14 sectors positioned in front of the first coil have also been indicated in Table III. In relation to the \( \theta_U \) values, it is observed that this angle varies from 0° to 70.2°. Consequently, the minimum and the maximum values of \( \gamma \) are equal to 4° and 74.2°, respectively. This choice implies that the angular plane sector \( n \), where we compute the field (see Fig. 8) is not positioned as the sector \( n = 1 \) (see Fig. 7). Sector \( n = 14 \) is placed in such a way to partially overlap the next sector \( n = 1 \) relative to the second set of 14 sectors positioned in front of the second coil of the magnet. This arrangement of sectors enables us to distinguish the sector \( n \), 14 associated with the \( i \)th coil from the sector \( n = 1 \) relative to the \( i + 1 \)th coil. If one assumes a distribution of 14 sectors so that the sector \( n = 14 \) is overlapped with the sector \( n = 1 \) (in such a case, the increase of \( \theta_U \) is not equal to 5.4°, but is equal to 72/13 = 5.48°) the sectors \( n = 14 \) and \( n = 1 \), positioned in front of the coils \( i \)th and \( i + 1 \)th, respectively, are no longer identifiable: the two sectors overlap perfectly. In order to visually check the correctness of the areas where we actually calculate the field, this distinction must be clear, therefore the choice (however, not the only one possible) to vary \( \theta_U \) by a step equal to 5.4° is justified. For example, Fig. 11 shows the position of the two sectors \( n = 14 \) and \( n = 1 \) in relation to the case of the coils \( i = 1 \), \( i + 1 = 2 \), and step of \( \theta_U \) equal to 5.4° (see Table I). The calculation of the magnetic field in all the points indicated in Section V has been carried out using the method of the magnetic charges [1]–[5]. This method considers the integration of the Maxwell equations
\[
\nabla \times \mathbf{H} = 0
\]
(29)
\[
\nabla \cdot \mathbf{B} = 0
\]
(30)
where \( \mathbf{H} \) and \( \mathbf{B} \) represent the magnetic field strength and the magnetic flux density, respectively. Contrary to the finite-element analysis [13], [32] and also new methods (for example, the natural element method [33]), the magnetic charges approach considers the integration of (29) and (30) only with reference to the specific regions of interest. In this way, accuracy and time computations can be highly increased and reduced, respectively. By considering the \( O(X, Y, Z) \) reference system, the method of the magnetic charges defines the so-called volume charge density \( \rho_M(\mathbf{P}) \) and surface charge density \( \sigma_M(\mathbf{P}) \) relative to the generic point \( P \) of the magnet
\[
\rho_M(\mathbf{P}) = -\nabla \cdot \mathbf{M}(\mathbf{P})
\]
(31)
\[
\sigma_M(\mathbf{P}) = \mathbf{M}(\mathbf{P}) \cdot \mathbf{n}.
\]
(32)
In (31) and (32), \( \mathbf{P} \) is the vector, whose extremes are the origin of the reference system previously mentioned and the point \( P \). In this context, it is known [1], [2], [34] that the magnetic flux density \( \mathbf{B} \) in a generic point \( P' \) is given by the sum of two terms \( \mathbf{B}_V(\mathbf{P'}) \) and \( \mathbf{B}_S(\mathbf{P'}) \) associated with \( \rho_M(\mathbf{P}) \) and \( \sigma_M(\mathbf{P}) \), respectively
\[
\mathbf{B}(\mathbf{P'}) = \mathbf{B}_V(\mathbf{P'}) + \mathbf{B}_S(\mathbf{P'})
\]
(33)
where \( \mathbf{P'} \) represents the vector whose origin coincides with that of the \( O(X, Y, Z) \) reference system. The final point
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of \( \mathbf{P}' \) is \( \mathbf{P}' \). \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) are given by the following expressions [34]:

\[
\mathbf{B}_V(\mathbf{P}') = \frac{\mu_0}{4\pi} \int_V \frac{\rho_M(\mathbf{P})(\mathbf{P}' - \mathbf{P})}{|\mathbf{P}' - \mathbf{P}|^3} dV \quad (34)
\]

and

\[
\mathbf{B}_S(\mathbf{P}') = \frac{\mu_0}{4\pi} \int_S \frac{\sigma_M(\mathbf{P})(\mathbf{P}' - \mathbf{P})}{|\mathbf{P}' - \mathbf{P}|^3} dS \quad (35)
\]

where \(|\mathbf{P}' - \mathbf{P}|\) is the modulus of the vector \( \mathbf{P}' - \mathbf{P} \), \( S \) is the surface enclosing the volume \( V \) of the magnet, and \( \mu_0 \) is the free-space permeability. In order to simplify the calculation, the field produced by the magnet has been obtained by considering only the contribution \( \mathbf{B}_S(\mathbf{P}') \) of the surface charge density \( \sigma_M(\mathbf{P}) \). In relation to this simplification, it is noticed that, with reference to the helicoidal magnets with the straight axis and magnetization vector \( \mathbf{M} \) arranged in a similar manner to that shown in Fig. 4, the volume charge density \( \rho_M(\mathbf{P}) \) is null [3]. Conversely, if the axis of the magnet is curved, the contribution of \( \rho_M(\mathbf{P}) \) increases versus the radius of curvature of the magnet axis. In order to evaluate the effect of \( \rho_M(\mathbf{P}) \), it is necessary to use (31) and (34), but surely both \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) are characterized by the same type of axial symmetry. In this regard, let us consider a rotation of the point \( \mathbf{P}' \) for an angle equal to the angular pitch of the coils of the magnet around the Z-axis. It is observed that the set of all the infinite vectors \( \mathbf{P}' - \mathbf{P} \) that define the distance of \( \mathbf{P}' \) from the corresponding infinitesimal volumes \( dV \) and areas \( dS \) relative to the neighborhood of the same point \( \mathbf{P}' \), change only their directions, while the moduli keep constant values. Moreover, \( \mathbf{P} \) is also independent of the rotation; therefore, \( \rho_M(\mathbf{P}) \) and \( \sigma_M(\mathbf{P}) \) are also independent of the new position of \( \mathbf{P}' \). It follows that \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) keep their moduli constant when \( \mathbf{P}' \) rotates around \( Z \). In any case, the rotation of \( \mathbf{P}' \) defines the new directions of the two magnetic flux densities. Thus, the components of \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) along the axes \( X \) and \( Y \) vary without changing the relative modules \( |\mathbf{B}_V(\mathbf{P}')| \) and \( |\mathbf{B}_S(\mathbf{P}')| \). In confirmation of these considerations, we can consider an observer in a generic point of any plane sector relative to a coil. For example, if we choose the first coil and the first plane sector (see the sector \( n = 1 \) in Fig. 8) and the point \( \mathbf{P}' \) defined by \( i_c = 1 \) and \( j_c = 1 \) (see Fig. 10) where the field has to be computed, the observer will detect the following contributions of magnetic flux densities in point \( \mathbf{P}' \):

\[
d\mathbf{B}_V(\mathbf{P}') = \frac{\mu_0}{4\pi} \frac{\rho_M(\mathbf{P})(\mathbf{P}' - \mathbf{P})}{|\mathbf{P}' - \mathbf{P}|^3} dV \quad (36)
\]

and

\[
d\mathbf{B}_S(\mathbf{P}') = \frac{\mu_0}{4\pi} \frac{\sigma_M(\mathbf{P})(\mathbf{P}' - \mathbf{P})}{|\mathbf{P}' - \mathbf{P}|^3} dS. \quad (37)
\]

These contributions are evaluated by the observer in \( \mathbf{P}' \) which watches all the infinitesimal volumes \( dV \) and areas \( dS \) distributions that constitute the magnet. If the observer moves to the new point \( \mathbf{P}' \), again identified by \( i_c = 1 \) and \( j_c = 1 \) but belonging to the sector \( n = 1 \) relative to the second coil, he sees the same distributions of volumes \( dV \) and areas \( dS \). Thus, from the point of view of the same observer, in the passage from the point \( i_c = 1 \) and \( j_c = 1 \) relative to the first coil to the new point \( i_c = 1 \) and \( j_c = 1 \) relative to the second coil, nothing has changed, i.e., the observer always detects the same magnet, exactly if there had been no rotation. It follows that before and after the rotation, the same observer, from his point of view, notices in \( \mathbf{P}' \) always the same magnetic flux densities \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \). Conversely, an observer placed in the absolute \( O(X, Y, Z) \) reference system, after the rotation certainly detects that \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) have rotated around the axis \( Z \). Therefore, the components of these two magnetic flux densities along \( X \) and \( Y \) are changed. However, this change must ensure that the observer integral with the point \( \mathbf{P}' \), before and after the rotation around \( Z \), does not detect any change in the magnetic flux densities (for this observer, the displacement from the original position \( \mathbf{P}' \) to the new position \( \mathbf{P}' \) rotated has not changed the magnet). Consequently, this condition can be satisfied only if, after the rotation of \( \mathbf{P}' \), the new components of \( \mathbf{B}_V(\mathbf{P}') \) and \( \mathbf{B}_S(\mathbf{P}') \) in the absolute \( O(X, Y, Z) \) reference system, ensure that the moduli \( |\mathbf{B}_V(\mathbf{P}')| \) and \( |\mathbf{B}_S(\mathbf{P}')| \) do not vary. Figs. 12 and 13 graphically show the situation described above. In these figures, \( \mathbf{P}' \) and \( \mathbf{P}'' \) represent the
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\[ B_S(P') \] rotated for 72°.

\[ B_Y(P') \] rotated for 72°.

initial and the final position, respectively, of the point where we consider the field before and after a rotation equal to 72° of the same point around the axis Z. The previous reasoning can be applied to all the points \( P' \) of each plane sector positioned in front of each coil. Consequently, the axial symmetry of the field generated by the helicoidal toroidal magnet is justified. Now, we can also denote by the term homologous points, all the points \( P' \) associated with the rotations identified by \( k\theta_p \) \((k = 1, 2, \ldots, 5)\) and related to the angular pitch of the five coils of the system. In Section VII, the numerical results which confirm the above considerations will be illustrated. In relation to the field calculation, the same simplifying assumptions considered in [31] have been used. These simplifications concern the evaluation of the surface charge density given by (32). In this regard, it is observed that four magnetic surface charge densities \( \sigma_{M1}(P) \), \( \sigma_{M2}(P) \), \( \sigma_{M3}(P) \), and \( \sigma_{M4}(P) \) have to be considered. These quantities are always evaluated by (32). Each of them is associated with the respective helical toroidal surfaces \( S_1, S_2, S_3, \) and \( S_4 \) that define the volume of the magnet (see Fig. 14). By considering the normal versors \( \hat{\mathbf{n}}_{S1}, \hat{\mathbf{n}}_{S2}, \hat{\mathbf{n}}_{S3}, \) and \( \hat{\mathbf{n}}_{S4} \) in the generic points \( P \) of such areas, we notice that \( \hat{\mathbf{n}}_{S1} \) and \( \hat{\mathbf{n}}_{S2} \) are approximately parallel to the magnetization vector \( \mathbf{M} \) fixed (see Fig. 4), while \( \hat{\mathbf{n}}_{S3} \) and \( \hat{\mathbf{n}}_{S4} \) are nearly perpendicular to \( \mathbf{M} \). Therefore, in accordance with (32), it results that only

\[ \sigma_{M1}(P) \equiv M_x(P)n_{S1x}(P) + M_y(P)n_{S1y}(P) + M_z(P)n_{S1z}(P) \]  

(38)

and

\[ \sigma_{M2}(P) \equiv M_x(P)n_{S2x}(P) + M_y(P)n_{S2y}(P) + M_z(P)n_{S2z}(P) \]  

(39)

are different from zero, while

\[ \sigma_{M3}(P) \equiv 0 \]  

(40)

and

\[ \sigma_{M4}(P) \equiv 0. \]  

(41)

Consequently, we obtain

\[ B_S(P') \equiv B_{S1}(P') + B_{S2}(P') \]  

(42)

where using (35)

\[ B_{S1}(P') = \frac{\mu_0}{4\pi} \int_{S_1} \frac{\sigma_{M1}(P)(P' - P)}{|P' - P|^3} dS \]  

(43)

and

\[ B_{S2}(P') = \frac{\mu_0}{4\pi} \int_{S_2} \frac{\sigma_{M2}(P)(P' - P)}{|P' - P|^3} dS. \]  

(44)

VII. NUMERICAL EVALUATION OF THE FIELD SYMMETRY

The axial symmetry of the magnetostatic field generated by the magnet has been shown by two checks.

1) The calculation of the absolute value of the maximum percentage difference found between the moduli of the field relative to all the pairs of homologous points where the field is evaluated.

2) Verifying that the components of the field along the axes of a reference system integral to each group of plane sectors relating to a given magnet coil do not change when we consider a different magnet coil.

This second check was carried out by calculating all three components of the field in all the homologous points previously mentioned. The vector of the magnetic flux density is obtained by the calculation described in Section VI (i.e., the vector of the magnetic flux density is defined by the components evaluated with respect to the \( O(X, Y, Z) \) reference system).

Fig. 12. Magnetic flux density \( B_S(P') \) rotated for 72°.

Fig. 13. Magnetic flux density \( B_Y(P') \) rotated for 72°.

Fig. 14. Unit normal vectors relative to the surfaces of the magnet.
TABLE IV  
PAREIS OF COILS FOR HOMOLOGOUS POINTS DEFINITION

<table>
<thead>
<tr>
<th>Coil s</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>2</th>
<th>2</th>
<th>3</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coil t</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

C_{n,k} = C_{5,2} = 10

A. Computation of the Maximum Percentage Difference Between the Moduli of the Field in Homologous Points

In order to perform this computation, we evaluate all the combinations of coil pairs that can be obtained from the five coils that constitute the toroidal helical magnet. In general, denoted by $C_{n,k}$, the number of nonsorted subsets of $k$ distinct elements of a set of $n$ elements is

$$C_{n,k} = \frac{n!}{k!(n-k)!}$$

where $n! = n(n-1)(n-2)\ldots 1$ and $k! = k(k-1)(k-2)\ldots 1$. Substituting in (45) $n = 5$ and $k = 2$ coils, we get $C_{5,2} = 10$. This value represents the number of pairs constituted by 14 angular plane sectors positioned in front of the corresponding pairs of coils that we have to consider. Therefore, for each pair of homologous points belonging to such areas, the percentage difference of the magnetic flux density module in such points is calculated. Theoretically, if all these differences are equal to zero, then check 1) above stated is positive, in the sense that the magnitude of the field does not change when we move from one point to a homologous one. In practice, from a numerical point of view, as indicated in 1), we calculate the absolute value of the percentage changes of pairs constituted by 14 angular plane sectors positioned in front of the corresponding pairs of coils that we have to consider. Therefore, for each pair of homologous points belonging to such areas, the percentage difference of the magnetic flux density module in such points is calculated. Theoretically, if all these differences are equal to zero, then check 1) above stated is positive, in the sense that the magnitude of the field does not change when we move from one point to a homologous one.

B. Verification of the Field Components Invariability With Respect to a Relative Reference System

In order to perform this check, it is necessary to rotate the generic vector $B_{S_{i,j},r,u}$ by an angle $u \theta_p$ around the Z-axis ($i_c = 1, 2, \ldots, 5$ and $j_c = 1, 2, \ldots, 4$) and $r = 1, 2, \ldots, 14$, $u = 1, 2, \ldots, 5$). Thus, the components $B_{S_{i,j},r,u}$, $B_{S_{i,j},r,u}$, and $B_{S_{i,j},r,u}$ depending on $u$ and relative to the $O'(X',Y',Z')$ reference system integral to the coil considered, have to be evaluated. These components are those detected by an observer integral to the coil. If the field is symmetrical, the components do not vary when the observer moves from one coil to another. Using the rigid body rotation matrix [35], the moduli with sign $B_{S_{i,j},r,u}$ and $B_{S_{i,j},r,u}$ of the respective components

$$d_{i,j,rs} = \left| \frac{\| B_{S_{i,j},r} \| \| B_{S_{i,j},r,u} \|}{\| B_{S_{i,j},r,u} \|} \right| \times 100.$$
components of the field along the axis $Y'$, the maximum difference between the components of the field has an intermediate value compared with the two previous values ($d_{S_{i,j,r}^r}(\text{max}) = 0.35078\%$). In any case, even considering the higher value $d_{S_{i,j,r}^r}(\text{max}) = 2.24878\%$, it is extremely low and the difference with reference to $d_{S_{i,j,r}^r}(\text{max}) = 0.0819493\%$ can certainly be attributed to numerical approximations. These approximations, even if small, affect the calculation of the field components along $X'$ and $Y'$ in relation to the use of (47) and (48) that contain evaluations of sine and cosine functions (with sums and subtractions of the same ones). These computations, which are not performed when we evaluate the field components along the axis $Z'$ [see (50)], certainly introduce numerical errors that, even if very small, affect the final result. With reference to this, one can also qualitatively justify the values $d_{S_{i,j,r}^r}(\text{max})$ and $d_{S_{i,j,r}^r}(\text{max})$ significantly higher than the value of $d_{S_{i,j,r}^r}(\text{max})$ with reference to the particular shape of the magnet considered. As a matter of fact, this magnet has a mass distributed mainly along directions perpendicular to the axis $Z$, i.e., its dimension along $Z$ is small compared with the directions along $X$ and $Y$ (see Fig. 5). Also the plane sectors where we calculate the field have a similar configuration. Consequently, the components of the field along the axes $X$ and $Y$ calculated according to (35), depend on the radial distances (perpendicular to $Z$) in a greater measure than the one that affects the components of the same field along $Z$. Therefore, the contributions depending on the numerical evaluations of the distances along $X$ and $Y$ are certainly higher than those associated with the evaluations of the smaller distances along the direction $Z$. Since all the numerical contributions contain errors (truncation, roundoff, and so on), the evaluations of the magnetic flux densities components along $X$ and $Y$ will also be affected by numerical errors greater than those which affect the magnetic flux densities components along $Z$. Moreover, in confirmation of the previous observations, we notice that the integrals which provide the components of the field along $X$ and $Y$, contain the distances along the same $X$-axis and $Y$-axis that are evaluated by products of sine and cosine functions. Conversely, these products do not have to be considered when the distances along $Z$ are computed [see (1)–(3)]. Therefore, the distances along $Z$ are certainly more accurate than those along $X$ and $Y$. This fact definitely causes an increase of the error in the numerical evaluation of integrals that provide the components along $X$ and $Y$. Therefore, the evaluation of the components of the field along $Z$ is more correct and the difference found between the values of $d_{S_{i,j,r}^r}(\text{max})$ and those of $d_{S_{i,j,r}^r}(\text{max})$ can be justified.

Fig. 17. Computation of the components of the magnetic flux density vector $B_{S_{i,j,r}^u}$ in the reference system $O'(X', Y', Z')$.

<table>
<thead>
<tr>
<th>$d_{S_{i,j,r}^c}(\text{max})$</th>
<th>$d_{S_{i,j,r}^l}(\text{max})$</th>
<th>$d_{S_{i,j,r}^r}(\text{max})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.24878 %</td>
<td>0.35078 %</td>
<td>0.0819493 %</td>
</tr>
</tbody>
</table>

Thus, by (51)–(53), the 8400 values of the percentage changes have been obtained [see the ten pairs of values ($s$, $t$) shown in Table IV, with $i_c = 1.2, \ldots , 5$, $j_c = 1.2, \ldots , 4$, and $r = 1, 2, \ldots , 14$. In Table V, the maximum value found for each of the three sets of 2800 absolute percentage changes is shown. It is observed that the minimum of these values is associated with the components of the field along the axis $Z'$ ($d_{S_{i,j,r}^r}(\text{max}) = 0.0819493\%$), while the maximum value is detected in correspondence with the components along the axis $X'$ ($d_{S_{i,j,r}^r}(\text{max}) = 2.24878\%$). With reference to the
TABLE VI
COMPONENTS RELATIVE TO THE MAXIMUM AND MINIMUM MODULUS OF THE MAGNETIC FLUX DENSITY $B_S(P')$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$u$</th>
<th>$i$</th>
<th>$j$</th>
<th>$B_{Sx}(P')$</th>
<th>$B_{Sy}(P')$</th>
<th>$B_{Sz}(P')$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>-0.1805</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>-0.0829</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>-0.0599</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

are reported. In this figure, the sector plane $r = 2$ is pointed out in detail. In correspondence to the 20 points $P_{i,j,r,u}$ with $i = 1, 2, \ldots, 5$ and $j = 1, 2, \ldots, 4$ belonging to the sector $r = 2$, Fig. 20 shows the relative magnetic flux densities vectors $B_{S}(P')$ (represented in scale). Table VII reports the values of such components.

VIII. NUMERICAL EVALUATION OF THE FIELD BY AN INTERPOLATION SURFACE

The magnetostatic field has also been evaluated on each angular plane sectors placed in front of the first coil in a greater number of the previously 20 points/sector considered to study the symmetry of the same field (see Fig. 10). We observe that the second field evaluation was carried out in 625 points/sector.

The values of $\Delta r$ and $\Delta \phi$ that define the position of the 625 points have been indicated in Table III (row 2) (see Simulation n. 2). By means of this points density (625 points/sector), for each sector, we can consider a suitable interpolating surface that passes through the ends of each of the 625 corresponding magnetic flux densities vectors $B_{S}(P')$ (represented in scale).
magnetic flux densities vectors are represented. These vectors are relative to the corresponding 14 × 625 = 8750 points previously mentioned. The starting point of such vectors belongs to the 14 plane sectors facing the first coil of the magnet. The end point of the same vectors is represented by a dot. Therefore, the interpolating surface that passes for such dots allows us to interpolate with precision the magnetic flux density in all the infinite points of each sector. If this plane sector represents the surface of the north or south pole of another permanent magnet, it will be possible to perform an accurate and fast calculation, for example, of the magnetic force applied to the surface of the same pole. This force can be calculated by numerically solving the following integral:

\[
\mathbf{F}_{SrU} = \int_S \sigma_{MrU}(P') \mathbf{B}_{SrU}(P')dS
\]  

(54)

where \(\sigma_{MrU}(P')\) is the surface charge density in the generic point \(P'\) of the plane sector \((r, u)\) and \(\mathbf{B}_{SrU}(P')\) is the magnetic flux density vector in the same point \(P'\). This magnetic flux density is generated by the toroidal helical magnet and is obtained using the interpolation surface previously mentioned. This kind of interpolation can be obtained very easily, for example, by the software Mathematica [36] or others. Using this technique, it is possible to evaluate the values of the field virtually in all the infinite points of each sector. Therefore, the calculation of the integral indicated in (54) becomes very fast and accurate.

### TABLE VIII

**Comparison of the Total Number \(n_{i}\) of Points Where \(\mathbf{B}_S(P')\) Is Computed on the Angular Plane Sectors Versus the Computation Time \(t_c\)**

<table>
<thead>
<tr>
<th>(n) (number of cells)</th>
<th>(n_i)</th>
<th>(t_c) [s]</th>
<th>(t_c) [min]</th>
<th>(t_c) [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1400</td>
<td>302</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>43750</td>
<td>1022</td>
<td>180.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8750</td>
<td>1804</td>
<td>30.1</td>
</tr>
</tbody>
</table>

In this paper, the existence of an axial symmetry of the magnetostatic field generated by magnets characterized by toroidal helicoidal geometries is proved. Based on the previous observations and results obtained by the numerical simulations, we notice that this kind of symmetry is valid for all the shapes of helical toroidal magnets similar to those considered in the case study. Since this property depends on the particular orientation of the magnetic flux density vector \(\mathbf{B}_S(P')\) [see (47)–(49) and Fig. 17] and not on the way by which it is generated (magnets and/or corrents), the axial symmetry of a helical toroidal magnetic field is a general characteristic of this kind of field. Consequently, whenever these fields have to be evaluated, whatever the application is (unconventional design configurations of electrical machines, the optimization of magnetic field of synchrotron light sources, tokamaks, stellarator, and so on), we can gain an advantage from a computational point of view. If the magnetization vector \(\mathbf{M}\) has a toroidal helical distribution similar to that considered in the case study, regardless of the size and number of coils, the magnetic field generated by the magnet will always show the axial symmetry previously described. In relation to this property, the evaluation of the magnetic flux density in any point around the magnet can be performed by solving the integrals that provide the field in the points of the regions positioned in front of only one coil of the magnet. The immediate practical advantage of this symmetry is a strong reduction of the computation time of the field in the points belonging to all the regions that surround the magnet. As a matter of fact, this field can be simply obtained by rotating the component of the field evaluated in correspondence with the regions located in front of only one magnet coil. In order to illustrate the significant time computation decrease based on the axial symmetry of the field, we can observe Table VIII. This table shows the time computation for different numbers of points where \(\mathbf{B}_S(P')\) is computed. We note that the computation of the field has been performed in 20 points of each angular flat sector (see Figs. 10 and 20). Therefore, the field has been evaluated.
We can reduce this time computation by considering only a set (i.e., in all the angular flat sectors at front of the whole permanent magnet) about 3 h are necessary [see Table VIII (row 1)]. If we perform the computation in 625 points × 14 sectors × 5 coils = 43,750 points (i.e., in all the angular flat sectors at front of the whole permanent magnet) about 3 h are necessary [see Table VIII (row 2)]. We can reduce this time computation by considering only a set of 14 flat sectors facing only one magnet coil [in 625 points × 14 sectors × 1 coil = 8750 points, computation time: 30 min, see Table VIII (row 3)]. The axial symmetry of the field allows us to evaluate the field in all the remaining 625 points × 14 sectors × 4 coils = 35,000 points in a few seconds instead of hours [using (47)–(49), numerical integrations are not necessary]. Therefore, by the axial symmetry of the helical toroidal magnetic field, we can compute it about six times faster, all things being equal. The 14 flat sectors have been considered to define a periodic domain on which to evaluate the field to compute the field exactly in a set of flat positions facing the whole permanent magnet. In relation to possible optimizations, the need to reduce the time computation of the field is important. The field axial symmetry reduces the optimization time and the hardware/software resource can be utilized to increase the computation accuracy.
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