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I am among those who think that science has great beauty.
A scientist in his laboratory is not only a technician:
he is also a child placed before natural phenomena
which impress him like a fairy tale.

Marie Curie
French (Polish-born) chemist & physicist (1867 – 1934)

To my hydrogens that make me a complete molecule of water.
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Summary
Breast cancer is the most common cancer in women and a leading cause of cancer mortality worldwide, mainly due to metastatic progression. Although in the last years cancer has become more curable, the path to eradicate it, is still long and convolute. Understanding molecular mechanisms that induce and support cancer progression and aggressiveness is crucial to find new targets and drugs to treat it. High Mobility Group A1 (HMGA1) protein is an oncofetal architectural chromatin factor that promotes neoplastic transformation and progression but its role in breast cancer aggressiveness is still unclear. The aim of this thesis was to unravel the involvement of HMGA1 in this disease highlighting which pathways are intersected. Thus, working on basal-like breast cancer subtype, we demonstrated that HMGA1 plays a crucial role in conferring metastatic traits. Indeed, HMGA1 silencing reduces migration and invasion properties \textit{in vitro} and metastasis formation \textit{in vivo} with a concomitant mesenchymal to epithelial transition and decreases stem cell properties and self-renewal activity. We performed microarray analysis in cells expressing or depleted for HMGA1 and we identified a specific 130-HMGA1 gene signature associated with poor prognosis. This analysis allowed us to identify pathways, controlled by HMGA1 and known to be involved in aggressiveness traits, such as Wnt/\(\beta\)-catenin and Notch. Moreover, among the genes present in the 130-HMGA1 gene signature we deepen the relationship between HMGA1 and CCNE2, one of the gene most correlated with clinical outcome. We showed that CCNE2 acts downstream HMGA1 to regulate the migration and invasion properties of basal-like breast cancer cells. Moreover, we demonstrated that CCNE2 action is mediated by the oncogene YAP, the downstream effector of the Hippo pathway. Indeed, knock down of both HMGA1 and CCNE2 impaired nuclear localization and activity of YAP, acting upstream of the Hippo pathway core kinases MST1/2 and LATS1/2. Moreover, in breast cancer patients, HMGA1 and CCNE2 expression was associated with YAP/TAZ signature further supporting this connection. Because CDKs are the main partners of CCNE2, we blocked their activity using CDK inhibitors in order to impair HMGA1-CCNE2-YAP axis and we demonstrated a decrease in cell migration and an induction of translocation of YAP from nucleus to cytoplasm. Therefore, this thesis highlights the involvement of HMGA1 in breast cancer metastasis through the interplay with different pathways. In particular, we identified for the first time a role of HMGA1 in regulating YAP through the modulation of the Hippo pathway.
Introduction
1 CANCER HALLMARKS
Cancer is a complex class of diseases in which the aberrations of key regulatory pathways, that govern normal cell proliferation and homeostasis, are fundamental for its development. There are more than 100 distinct types of human cancer, and subtypes of tumors can be found within specific organs (Hanahan and Weinberg, 2000). Cancer can be summarized simplistically as an abnormal growth of cells caused by multiple changes in gene expression evolving into a population of cells that can invade tissues and metastasize to distant sites, causing illness and, often death of the host (Cooper, 2000). In a more complex view cancer resemble many diseases with related features, and these features have been called hallmarks of cancer. The importance of cancer hallmarks, outlined for the first time in 2000 and then revised and expanded in 2011, by Hanahan and Weinberg, dwells in the finally identification of ten traits (Fig. 1), shared by all type of cancer, that characterize the biology of cancer development and aggressiveness beyond its extremely complexity (Hanahan and Weinberg, 2000, 2011).

Figure 1. The ten hallmarks shared by cancers described in 2011 by Hanahan and Weinberg.
1.1 SUSTAIN CELL PROLIFERATION AND SURVIVAL AS THE FIRST STEP IN CARCINOGENESIS

An essential trait of cancer cells involves their ability to sustain proliferation signals. Normal tissues control the production and release of growth-promoting signals that regulate cell growth and division cycle, ensuring the homeostasis of cell number and thus the maintenance of normal tissue architecture and function. Cancer cells loose this control and they acquire the ability to be self-sufficient in growth signals, avoiding antigrowth and apoptotic signals and gaining a limitless replicative potential (Hanahan and Weinberg, 2011).

To enable the uncontrolled cell proliferation and growth, cancer cells have to adapt their metabolism. Currently, reprogramming energy metabolism appears a fundamental cancer hallmark to assist cell growth and division. Otto Warburg in 1930 for the first time observed an aberrant use of energy in cancer cell metabolism (Warburg and Dickens, 1930). Indeed, cancer cells consume more glucose than normal cells and they switch from mitochondrial metabolism to glycolysis, which produces less energy but faster in oxygen low condition. This shift in the metabolism state, associated to an acid environment, is a common trait of cancer biology (Jones and Thompson, 2009; Warburg and Dickens, 1930).

1.2 GENOMIC INSTABILITY: THE TRIGGER THAT SUSTAINS TUMOR PROGRESSION

Interestingly, all the properties of the cancer cells are sustained in large part on a succession of alterations in the genome of neoplastic cells. Normal cells have a surprising ability to detect and resolve defects in the DNA through a complex genome maintenance system. In cancer cells the mutation rate is increased because there is a higher sensitivity to mutagenic agents, through a breakdown in one or several components of the genomic maintenance machinery (Schneider and Kulesz-Martin, 2004). This leads to general genome instability, which sustains the neoplastic transformation (Hanahan and Weinberg, 2011).

In fact, once cells acquire the ability to replicate limitless, division after division they accumulate mutations, which can confer new skills to cancer cells.

1.3 METASTATIC TRAIT AS A CHALLENGE FOR TUMOR ERADICATION

1.3.1 MIGRATION AND INVASION PROPERTIES

One of the prominent capacities that cancer cells gain is the acquisition of migration and invasion ability that ultimately falls in metastatic development. In this process a bulk of mutated cells lose their polarity and cell adhesion and spread from the primary tumor to
distant sites. The development of metastasis is a multistep program that begins with local invasion and then goes on the intravasation of cancer cells into nearby vessels and the transition through the lymphatic and blood systems. Whence cancer cells extravasate from the lumina of such vessels into the parenchyma of distant tissues where they form metastasis, colonizing the new tissue (Talmadge and Fidler, 2010). To do this, epithelial cells undergo first to Epithelial to Mesenchymal transition (EMT), acquiring the properties to migrate and invade, then to Mesenchymal to Epithelial transition, forming new tumors in distant locations (Tsai and Yang, 2013). The EMT program controls a particular type of invasiveness that has been termed “mesenchymal”. Noteworthy, two other distinct modes of cell invasion have been identified: collective and ameboid modes (Friedl and Wolf, 2008, 2010). “Collective invasion” involves nodules of cancer cells that advance as a masse into adjacent tissues, for example this form of invasion is characteristic of squamous cell carcinomas and it is mainly sustained by carcinoma associated fibroblast (Gaggioli, 2008). In “amoeboid” form of invasion, cancer cells show morphological plasticity, enabling them to slither through existing interstices in the extracellular matrix (Fig. 2) (Madsen and Sahai, 2010; Sabeh et al., 2009).

**Figure 2.** EMT-mediated invasion, collective invasion and ameboid invasion in cancer metastasis. Normal epithelial cells (orange cells) undergo EMT and form a primary tumor (blue cells). Some primary tumor cells invade and migrate into blood circulation as a multicellular strand (green cells) or in a mesenchymal fashion or undergo to MAT (Mesenchymal to Ameboid Transition) (pink cells) (Takeshi Kawauchi, 2012).
1.3.2 EMT AND CANCER STEM CELLS (CSCS): THE KEYS OF METASTATIC SUCCESS

Cancer progression is associated with the loss of epithelial differentiation and a switch toward mesenchymal phenotype, which is accompanied by increased cell motility and invasion (Lamouille et al., 2014).

During EMT cells lose their cell-cell contact, undergo actin reorganization and reprogram their molecular networks up-regulating several mesenchymal markers such as vimentin. Meanwhile, there is a loss of epithelial markers such as E-cadherin and the translocation of β-catenin from cell-cell junctions to nucleus (Thiery, 2002). In addition, also Notch and Wnt pathways are involved in this transition. Very recently it was shown that EMT is strongly linked to chemo-resistance in vivo. In this work, it has been demonstrated that cells that undergo EMT are protected from chemotherapy and show relapse in metastatic disease (Fischer et al., 2015).

Recently, Mani and his colleagues presented an interesting connection between CSCs and EMT, demonstrating that CSCs are the main actors in the metastatic process. Indeed, through specific stimulations (such as TGF-β), epithelial cells undergo to EMT acquiring many of the properties of self-renewing stem cells, and become able to invade new tissues and give rise to an entire tumor. Therefore, CSCs are defined as those cells within a tumor that can self-renew, drive tumorigenesis and give rise to metastases (Mani et al., 2008). CSCs act as a reservoir of cancer cells resistant to chemotherapy and this could in part explain why metastases are so difficult to eradicate and why they aggravate patient prognosis. CSCs are characterized by the presence of specific cell surface markers such as CD44 (high)/CD24 (low)/ALDH-positive, whereby it is possible to identify them. Moreover, other works underline that the CSCs pool is maintained after radiotherapy or chemotherapy because of the involvement of several molecular pathways such as the up-regulation of ABC transporters, the DNA repair system and the induction of Notch, Wnt and Hedgehog pathways (Elliott et al., 2010; Sampieri and Fodde, 2012). Dissecting the molecular pathways, that underline stemness maintenance, is fundamental for finding new targets in cancer therapy. This is a challenge for researchers because CSCs can be quiescent for years and then cause cancer relapse. Thus, destroying this nice of cells could eradicate cancer relapse.

1.4 TUMOR IS SUSTAINED BY ANGIGENESIS

Until some years ago the metastatic process was seen as the last step of carcinogenesis. Recently this view is changing and metastases seem to occur at any stage of tumor growth,
moreover, metastases can be sustained by other hallmarks such as angiogenesis. Indeed, through the formation of new vessels cancer cells could easily escape from the primary tumor to the blood flow. Moreover, when a growing tumor exceeds 1 mm of dimension, it requires the access to oxygen and nutrients that are provided by angiogenesis. During this process cancer cells send out signals to the cells of neighbor blood vessels, inducing them to produce new branches in order to feed the tumor growth (Nishida et al., 2006). Therefore, angiogenesis, sustaining both primary tumor growth and metastatic process, encases a fundamental trait of cancer biology.

1.5 INFLAMMATION: THE DUAL ROLE IN CANCER OF NON-TUMORIGENIC CELLS

In many tumors, the tumorigenic signals are mainly sustained by oncogenes such as Ras and Myc, often mutated in cancer cells; whereas in other tumors such inductive signals are produced by immune inflammatory cells. These cells belong to cancer microenvironment, and their crosstalk with the neoplastic lesion is closely connected with cancer development. Immune system provides two distinct roles in tumors. On one side it contributes to many hallmark capabilities. Indeed, the vast majority of cancers shows a high infiltration of immune cells that through the secretion of bioactive molecules can sustain proliferative and proangiogenic signals, limiting cell death and facilitating angiogenesis, invasion, and metastasis (DeNardo et al., 2010; Grivennikov and Karin, 2010). On an opposite side immune system could have the ability to eradicate tumor (Teng et al., 2008). However, cancer cells can acquire the ability to evade immune destruction by disabling components of the immune system that have been dispatched to eliminate them (Mougiakakos et al., 2010; Ostrand-Rosenberg and Sinha, 2009). This is considered as an emerging hallmark of evading immune destruction.

All these hallmarks are common traits of cancer and represent processes that can be targeted to eradicate this disease definitively. Understanding basic mechanisms that control and define them is thus fundamental for the identification of new drug target.
2 BREAST CANCER
Breast cancer is the most frequent neoplastic disease and the leading cause of cancer death among women worldwide. Globally, 1.4 million of new breast cancer cases were diagnosed in 2008 and this reflect the number of new cases per year. Approximately, one-third of patient dies for the disease (Fig. 3). The Western world has the highest incidence rate and the lifetime risk of developing breast cancer is estimated to be one in nine women. (Larsen et al., 2014).

![Figure 3. Estimated new cancer cases and deaths worldwide for leading cancer sites in 2008. Source: GLOBOCAN 2008 (A. Jemal 2011).](image)

So, what is breast cancer? Breast cancer is a malignant tumor that starts in the cells of the mammary gland. Breast cancer cells, that grow uncontrollably and abnormally, can invade surrounding tissues and/or metastasize to distant areas of the body, preferentially to lung, brain and bones (Minn et al., 2005; Scully et al., 2012). In the last years the chances to survive have been increased and, thanks to the increase of knowledge of the molecular basis that govern breast cancer development, the treatments have been improved. This is true when the neoplastic lesion is diagnosed at early stage, but when breast cancer is detected later the healing options are very narrow.
2.1 MAMMARY GLAND

The mammary gland or breast is an exocrine tubuloalveolar gland part of the skin located in the breast lying on the top of the pectoralis muscles that is mainly involved in women milk production after childbirth. The functional units are alveoli and ductules, which respectively produce and transport milk through lactiferous ducts to lactiferous sinuses out to papilla mammae (nipple). Both structures lie in a stroma consisting of adipocytes and fibroblasts which is infiltrated by the blood and lymph vasculature.

Each structure described above is composed of a bi-layered epithelium consisting of luminal cells surrounded by contractile myoepithelial cells which contribute to milk ejection during lactation (Oakes et al., 2014). These two cellular lineages derived from multipotent Mammary Stem Cells (MaSCs) give rise to committed progenitors. MaSCs, that are present as niches in all mammary epithelial tree, are specialized cells with the capacity to both self-renew and generate daughter cells that can differentiate in several lineages. Moreover, these cells contribute to breast development and to support numerous rounds of proliferation, differentiation, and apoptosis that take place during and after pregnancy (Macias and Hinck, 2012).

Maturation of mammary gland occurs through ductal and alveolar morphogenesis. The first begin at birth when the mammary epithelium emerges from the mammary placode and continues growing isometrically until puberty. During this period the epithelium extends the ducts throughout the fat pad resulting in the growth of the breast. Instead the alveolar morphogenesis starts with pregnancy. Initial alveolar epithelium proliferates until mid-pregnancy when it differentiates into milk-secreting alveoli. This step is called lactogenesis I or secretory initiation and it is followed by lactogenesis II or secretory activation in which the final phase of differentiation results in milk and lipid movement into the alveolar lumens until weaning. Afterwards, breast undergoes rapid involution with the apoptosis of mammary epithelial cells that takes mammary gland back to puberty (Oakes et al., 2014). A second involution occurs in women life and it is menopausal age-related. This process involves the replacement of glandular epithelium and connective tissues with fat. The whole development is mainly coordinated by hormones: a) Growth Hormone (GH), that is fundamental in ductal morphogenesis and directs global postnatal development through Insuline Growth Factor 1 (IGF1); b) estrogens which promote branching differentiation at birth and during puberty; c) progesterone that regulates lobuloalveolar formation, maintains pregnancy and inhibits milk production; d) and prolactin which secretion induces milk formation and oxytocin, that acting...
on myoepithelial layer, cause milk ejection (Macias and Hinck, 2012; Sternlicht, 2006). Moreover, the same hormones impact on many pathways that mediate cell-cell and cell-stroma crosstalk, whose finely regulation marks the transition between healthy and disease. Indeed, their de-regulation could provoke neoplastic transformation, ultimately inducing breast cancer. In this context, hormone receptors, and particularly estrogen and progesterone receptors (ER and PR), take a crucial role. In fact, the large percentage of breast cancer is ER/PR positive and this means that tumor is fueled by hormones. To stop this vicious loop, several molecules, blocking ER/PR (such as tamoxifen) or hormone production (aromatase inhibitors) were developed. The presence of these receptors or others like Her, as well as understanding the molecular profile, the stage, and the type of breast cancer, is fundamental whether for treatment of the disease that for the patient prognosis.

2.2 INVASIVE BREAST CANCER CLASSIFICATION

In order to clarify this point, the International Agency for Research on Cancer (IARC) has published in 2012 the WHO Classification of Tumours of the Breast, in which invasive breast cancer classification is based on tumor biomarkers expression, tumor grading, tumor staging according to the primary Tumor, regional lymph Nodes, distant Metastases (classification TNM), molecular expression profiling and histological tumor typing (Gannon et al., 2013).

2.2.1 BIOMARKER EXPRESSION

The main biomarkers considered in breast cancer are: Estrogen Receptor (ER), Progesteron Receptor (PR), HER2 and Ki67. As said before, hormones play a crucial role in breast cancer development and treatment, therefore their deregulation is a major point in defining prognosis and clinical therapy. Historically, the introduction of Immuno HistoChemistry (IHC) and in situ hybridization in standard practice allowed to identify biomarkers which expression is able to stratify patients and give important information about prognosis and treatment of the disease (Weigel and Dowsett, 2010).

2.2.1.1 ER/PR

ER and PR are nuclear transcription factors stimulated respectively by estrogen and progesteron. They promote the growth of normal and neoplastic breast epithelium. Approximately 70% of invasive breast carcinomas express ER and PR. These tumors are responsive to hormone therapies including tamoxifen, aromatase inhibitors and ovarian ablation.
2.2.1.2 HER2
The HER2 gene encodes for a HER2 receptor, a member of the human epidermal growth factor receptor family, which also includes EGFR (alias HER1), HER3, and HER4. It is expressed on the surface of normal breast epithelial cells and amplified in 15% of invasive breast cancer. Its expression correlates with poor prognosis. Nevertheless, tumors that have HER2 amplification well respond to target therapy, including trastuzumab and lapatinib.

2.2.1.3 Ki67
Ki67 antigen is a nuclear protein closely related with active phase of cell cycle. It is present in proliferating cells and absent from resting cells. Ki-67 labeling index can stratify patient outcome and treatment with hormone receptor presence (Scholzen and Gerdes, 2000). Unlike ER/PR and HER2 biomarkers, Ki67 evaluation is less used in breast cancer management, because there is no international score system.

2.2.2 TUMOR GRADING
Tumor grading defines the aggressiveness of breast cancer and classifies it, in accordance with Nottingham Histologic Score, in order to identify its differentiation status. It is based on microscopic estimation of three different parameters: tubule formation, nuclear pleomorphism and mitotic activity (Elston and Ellis, 1991). In the first, the formation of tubular organization is evaluated counting structures with a central lumen. Nuclear pleomorphism is estimated according to the size, the shape, the presence and prominence of nucleoli and the character of the nuclear chromatin of the tumor cell nuclei. Lastly, mitotic activity that depends on field diameter of microscope is assessed counting a minimum of 10 fields at the periphery of the tumor. A score from 1 to 3 is assigned at each parameter and the sum of scores of the three parameters permits to assign the tumor grade. Lower is the grade less aggressive is the tumor.

2.2.3 TUMOR STAGING
Tumor staging or TNM system, outlined by the American Joint Committee on Cancer / Union for International Cancer Control, classifies information about the size of the primary tumor (T), the status of the regional axillary lymph nodes (N) and the presence of distant metastases (M) at diagnosis into one of five stages (0, I, II, III, IV) (Webber et al., 2014). As for tumor grading, lower is the stage less aggressive is the tumor. The size of the primary invasive tumor is assessed first through radiological and clinical estimation than through histological analysis, calculating the dimension of the tumor or the largest one in case of multiple lesions. The status of the regional axillary lymph nodes considers the extent of regional lymph node
involvement and the size of lymph node metastasis. It is assessed mainly through the identification of sentinel lymph nodes, that are the most proximally lymph nodes present surrounding the tumor. The presence or absence of metastasis is the third parameter taken into consideration by the TNM system and the evaluation goes through patient symptomatology, clinical examination and radiological explorations.

2.2.4 HISTOLOGICAL SUBTYPING
Histopathologic evaluation of a breast cancer is necessary to provide the diagnosis of the tumor, to determine a patient's prognosis, and to understand the nature of breast cancer. From the histopathological point of view breast cancer is divided in two main groups: in situ carcinoma and invasive (infiltrating) carcinoma. The first is further sub-classified in ductal and lobular breast carcinoma of which ductal carcinoma in situ (DCIS) is more common and heterogeneous than the lobular one. On the basis of architectural features, it is possible to recognize five different DCSIs: Comedo, Cribiform, Micropapillary, Papillary and Solid. Similar to in situ carcinoma, invasive ones are heterogeneous and sub-classified in at least six subtypes among which the more common is the infiltrating ductal subtype. The others are the tubular, ductal lobular, invasive lobular, mucinous and medullary (Malhotra et al., 2010).

2.2.5 MOLECULAR PROFILING
The advent of high throughput technologies, to analyze gene expression profiles, provides the basis for an improved molecular taxonomy of breast cancer. Starting from microarray-based gene expression profiling studies on individual breast cancer patients, among large cohorts of breast cancer samples, it is possible to simplify the complexity of this disease and to stratify patients in molecular clusters, that reflect a specific prognosis and treatment response (Perou et al., 2000; Sorlie et al., 2001, van ’t Veer, 2002). These molecular clusters, also defined as subtypes, are at least five: luminal A, luminal B, HER2-like, normal-like and basal-like (Perou et al., 2000).

2.2.5.1 LUMINAL A and LUMINAL B
Luminal A and B breast cancer subtypes are the most common, characterized by the presence of ER expression, a good prognosis and a fairly clear treatment management. Luminal B breast cancer subtype expresses also HER2 and, for this reason, it has a higher histological grade and a worse prognosis than luminal A.
2.2.5.2 HER2-LIKE
HER2-like breast cancer subtype is associated with HER2 gene amplification and/or HER2 protein overexpression. It is characterized by poor clinical outcomes, but is also predictive of positive therapeutic responses to anti-HER2 drugs such as trastuzumab.

2.2.5.3 NORMAL-LIKE
The normal-like breast cancer cluster is closely related with normal breast epithelium in microarray studies. It is not clear if this is a distinct molecular subtype of breast cancer or simply a group of breast cancers in which there is a large contamination of normal epithelium.

2.2.5.4 BASAL-LIKE
Basal-like breast cancer is the most aggressive subtype characterized by high histological grade, poor recurrence-free and overall survival outcomes. Because of the lack of ER, PR and HER2 it is not suitable for hormone and target therapy and the only option is chemotherapy, although patients have a worse outcome after chemotherapy than patients with other breast cancer subtype.

2.3 BASAL-LIKE BREAST CANCER: FEATURES AND AGGRESSIVENESS
Basal-like subtype comprises a heterogeneous group of breast cancer that account for up to 15% of all breast cancers. It is more common in African-American young women and in patients with BRCA1 mutation. It is characterized by a weakened correlation between the size of primary tumor and the probability of survival (Foulkes et al., 2010). This subtype expresses genes and proteins present in breast myoepithelial cells including cytokeratins 5/6, 14 and 17. Moreover, the p53 proto-oncogene is often mutated and alterations of the pRB and p16 G1/S cell-cycle checkpoint are remarkably prevalent in these cancers (Badve et al., 2011). The origin of these tumors is still controversial. Indeed, even if the majority of basal-like breast cancers takes origin from the myoepithelial cells of breast a subgroup may originate from luminal progenitor because of the expression of cytokeratins 8/18 (Lim et al., 2009). Moreover, basal-like breast cancers display features consistent with those of breast stem cells but it is still unclear whether basal-like breast cancers originate from breast cancer stem cells or through EMT produced cells with stem cell properties. This is crucial for the correct classification and therefore for patient management.

Notably, the majority of basal-like breast cancers is also classified as Triple Negative Breast Cancer (TNBC). Indeed, they are usually negative for ER, PR and HER2 expression and for
this reason conventional therapies are not suitable for these kinds of breast cancers (Foulkes et al., 2010).

TNBC comprises different molecular subgroups of breast cancer. Although approximately 80% of TNBC are basal-like, the rest include claudin-low subgroup of breast tumors, which are reported to be enriched with cells that have features of epithelial-to-mesenchymal transition, and the interferon-rich subgroup, which incorporate tumors with a significantly better prognosis.

All these classifications underline the complexity of breast cancer and highlight the necessity of a more personalized therapy that needs to find new targets and new biomarkers that can stratify patients.

2.4 BREAST CANCER GENE-SIGNATURE AS CLINICAL TOOL

The ability to assess the gene-expression profile, introduces in medicine and in research the concept of gene signature. A ‘gene-signature’ can be defined as a single or a combined genetic alteration with specificity in terms of diagnosis, prognosis or prediction of therapeutic response (Chibon, 2013). It is possible to recognize two mainly types of gene signature: the prognostic and the predictive. In general, a prognostic factor is a clinical or a biological feature, measurable, that provides information on the outcome of the cancer disease. Instead, a predictive factor gives notions on the benefit for a treatment stratifying patients who will response better to a specific therapy. For example, the molecular profiling presented by Perou and colleagues in 2000, that subdivides breast cancers in the subtypes described in chapter 2.2.5. (Colombo et al., 2002; Perou et al., 2000), could be considered not only diagnostic but also prognostic because it provides information on the breast cancer outcome in terms of risk of relapse and death.

Focusing on prognostic gene-signature, there are three mainly rules that defined it: (i) it has to be specifically associate with clinical outcome, (ii) it has to be reproducible in an independent group of patients and (iii) it has to be an independent prognostic value from other standard factors in a multivariate analysis. Two opposite approaches can be used for identify a prognostic gene signature. The first is the “top-down” supervised approach in which the expression profile associates with the occurrence of the event investigated, while in the second strategy, called “bottom-up”, a genic expression is firstly associated with a biological phenotype, than it is tested weather it correlates with patient outcome (Chibon, 2013).
Gene-signatures are currently used to predict in a more accurate way the outcome, and to improve the selection of the adjuvant systemic treatment for individual patients with invasive breast cancer. Indeed, starting from 2000, several independent groups have conducted gene-expression profiling studies in breast cancer patients to develop prognostic gene-signatures (such as MammaPrint, Oncotype DX and 76-gene signature) (Gingras et al., 2015; Sotiriou and Piccart, 2007). Among these gene-signatures, two are currently used as diagnostic assay in clinical management to estimate, in ER positive breast cancer, a woman’s risk of recurrence of early-stage breast cancer and those women that will be cured even if they do not receive adjuvant chemotherapy (Arranz et al., 2012; Sotiriou and Piccart, 2007). The first is based on RT-PCR assay performed on paraffin sections that score the recurrence of 21 genes (Oncotype DX) (Kaklamani, 2006) and the second one is the 70-gene signature (MammaPrint) (Glas et al., 2006) and it is a microarray based assay performed on formalin-fixed, paraffin embedded tissue. Currently, many works take in consideration TNBC in order to find gene-signature that stratified patients on a survival and on a specific treatment point of view. Due to the extreme complexity of this disease, TNBC gene signatures are still far to be applied in clinical management and they have to be tested prospectively (Arranz et al., 2012).

3 MOLECULAR FACTORS THAT INFLUENCE BREAST CANCER AGGRESSIVENESS

Breast cancer is a heterogeneous disease characterized by dysregulation of multiple cellular pathways, which confer to each cancer specific characteristics and different aggressiveness degrees. Beside this, there is not a standard way to describe breast cancer aggressiveness, considering that factors associated with this peculiar condition have a considerable impact on patient management. Aggressiveness is closely linked with metastasis formation and breast cancer recurrence, regarding which the causes remain barely unknown. Many molecular factors and signaling pathways are described to be linked with a more aggressive phenotype (Ahmad, 2013). In this thesis section I will summarize the well-known molecular signals that explain, at least in part, the metastatic relapsing cancer behavior.

3.1 NOTCH SIGNALING PATHWAY

Notch signaling pathway activation is considered a main feature in breast cancer development and recurrence, correlating with poor prognosis (Yuan et al., 2015). In humans, there are four
Notch receptors named Notch-1, Notch-2, Notch-3, Notch-4 and several ligands such as Jagged-1, Jagged-2, Delta-like 1, Delta-like 3 and Delta-like 4. Mechanistically, after ligand interaction with the receptor, Notch receptor undergoes a proteolytic cleavage that releases its intracellular portion, which translocates to the nucleus and regulates several target genes (Kopan and Ilagan, 2009). Notch pathway is closely linked to aggressiveness under many points of view, affecting multiple processes including proliferation, stem cell maintenance and migration. Indeed, Jagged-1 is upregulated both at mRNA and protein levels, in poor prognosis breast cancer patients, particularly in TNBC compared with ER/HER2 positive breast cancers (Reedijk et al., 2008). In TNBC, Jagged-1 regulates through the interaction with Notch-1 receptor Cyclin D1 expression, impacting cell cycle progression (Cohen et al., 2010). Moreover, Notch pathway controls CSCs potential in TNBC and in HER2 positive breast cancer. Firstly, it has been found an increased activity of Notch-1 and Notch-4, in breast cancer cells enriched for CSC markers, suggesting an involvement of this cell signaling in breast CSC sub-population (Harrison et al., 2010). Moreover, Notch-3 has been suggested to have a role in CSC quiescence helping cells to evade cytotoxic effects of anticancer therapy (Kent et al., 2011). Finally, it has been demonstrated that it is possible to kill CSCs both in vitro and in vivo inhibiting Notch pathway (Grudzien et al., 2010). All these data suggest that Notch signaling pathway has a fundamental role in breast cancer pathology and therefore it could be a good target for evading breast cancer aggressiveness.

3.2 WNT SIGNALING PATHWAY
Wnt signaling pathway begins with the interaction between Wnt glicoproteins family with the seven trans membrane passage receptor Frizzled that activates the cytoplasmic phosphoprotein Disheveled. Then, the signaling can follow three pathways: the canonical Wnt pathway, the noncanonical planar cell polarity pathway, and the noncanonical Wnt/calcium pathway (Komiya and Habas, 2008). The best studied is the canonical Wnt pathway, in which the main actor is the β-catenin. In the absence of Wnt ligands, β-catenin is located into a destruction complex composed of APC and axin, which leads to ubiquitylation and proteasomal degradation of β-catenin. After Wnt activation, β-catenin accumulates in the cytoplasm and translocates to the nucleus, where it forms a complex with TCF/LEF transcription factors and regulates the transcription of Wnt-target genes (Widelitz, 2005). Several studies highlighted the involvement of Wnt pathway in breast cancer aggressiveness. In particular, it is emerged that activation of Wnt correlates with poor prognosis and
metastatic behavior of breast cancer, regulating crucial processes such as EMT and stemness. In fact, it has been demonstrated that in breast cancer cells, canonical Wnt signaling activates EMT gene expression program (Wang et al., 2013). Some evidence rise from mutations or inactivation of Wnt inhibitors such as HBP1 whose inactivation leads to increased invasive potential, moreover its inactivation correlates with invasive breast cancer in clinical breast cancer samples (Paulson et al., 2007). Moreover, it has been demonstrated that Wnt pathway is upregulated in basal-like subtype and in triple negative breast cancer compared to normal patient samples (Debies et al., 2008). The Wnt signaling pathway is largely involved in stem-like cell properties, in fact, the inhibition of Wnt signaling pathway by cisplatin plus TRAIL reduces CSCs (Debies et al., 2008). In addiction to this, the over-expression of the downstream Wnt target LEF1 is present in breast CSCs (Lamb et al., 2013). Very recently, it has been shown that in mouse Wnt pathway is fundamental for CSCs maintenance and pro-metastatic properties (Jang et al., 2015).

3.3 HEDGEHOG SIGNALING PATHWAY
Hedgehog signaling pathway is involved in breast cancer recurrence when altered, but in physiological condition it is implicated in organ development. In mammals, there are three ligands that induce this signaling pathway, Sonic Hedgehog (Shh), Desert Hedgehog (Dhh), and Indian Hedgehog (Ihh). The best characterized is Shh which binds the receptor Patched resulting in activation and translocation into the nucleus of Gli1 that activates Hh-target genes transcription (Ingham and McMahon, 2001). The up-regulation of activity of Hh pathway is a strong determinant of increased risk of metastasis in invasive breast ductal carcinoma (O’Toole et al., 2011). Moreover, Shh has been shown to increase angiogenesis in a VEGF-independent pathway and to induce bone metastasis (Harris et al., 2012). Indeed, blocking Hh pathway could impair bone metastasis of breast cancer. In addition, Gli1 is overexpressed in basal-like breast cancer cells and negatively correlates with ER presence and with survival (Tao et al., 2011).

3.4 HIPPO SIGNALING PATHWAY
Hippo signaling pathway is a master regulator of organ size control and a tumor suppressor pathway frequently deregulated in cancer (Gomez et al., 2014). The canonical cascade is composed by two core kinases family, MST1/2 and LATS1/2 kinases, that act in concert with SAV1 and MOB1 co-factors, and once activated phosphorylate the proto-oncogenes YAP and
TAZ which then are inactivated through cytoplasm retention and/or degraded via proteasome (Huang et al., 2005). Instead, when Hippo pathway is inactive, YAP and TAZ move into the nucleus, acting as transcriptional co-activators of several transcription factors, such as TEAD1-4, SMADs, TBX5 RUNX1/2, and p73 and then inducing gene expression (Johnson and Halder, 2014). YAP and TAZ activity is upregulated in various human cancers, supporting the idea that they act as proto-oncogenes. Indeed, they play an important role in several cancer-related cellular processes, increasing cellular proliferation, inhibiting apoptosis and deregulating cellular differentiation (Moroishi et al., 2015). However, their role in breast cancer aggressiveness is under debate. Indeed, several works demonstrate that overexpression of YAP and TAZ can induce anchorage independent growth, EMT and invasion properties of immortalized mammary epithelial cells in vitro (Lamar et al., 2012; Pan, 2010). Likewise, a down-regulation of YAP reduces breast cancer cell proliferation. Moreover, TAZ is overexpressed in high-grade breast cancers (Zhang et al., 2015). Beside its role as oncogenes, YAP acts also as tumor suppressor potentiating p-73-mediated apoptosis (Strano et al., 2001). In contrast, TAZ confers chemoresistance to breast cancer stem cells (Pan, 2010).

4 THE HIGH MOBILITY GROUP A (HMGA)
“High Mobility Group” (HMG) proteins are chromatin architectural factors that constitute critical hubs in the chromatin network, modulating chromatin structure and orchestrating the participation of other proteins in nuclear activities (Cleynen and Van de Ven, 2008). They are characterized by a small molar masses of less than 30 kDa, a relatively high mobility in acidic (pH 2.4) polyacrylamide gel electrophoresis system compared to other nuclear protein (Reeves and Wolffe, 1996), the presence of a long negatively charged carboxy-terminal tail, and the involvement in some common biological processes such as embryonic development, regulation of transcription, recombination and modulation of DNA repair (Reeves, 2015). HMG proteins are divided in three families that differ each other for the presence of a typical functional sequence motif. Through their respective functional domains, HMG proteins are able to recognize specific structure in the DNA or chromatin rather particular nucleotide sequence; in this way they differentially affect chromatin structure, nuclear metabolism and cellular phenotypes. The three families are composed by:
- HMGA or HMG-AT-hook family characterized by the presence of three positively charged AT-hooks able to bind DNA minor groove rich in Adenine and Thymine (A/T),
- HMGB or HMG-Box proteins containing two alpha-helix HMG boxes which can bind with high affinity non-B-form DNA structures,
- HMGN or HMG-Nucleosome Binding proteins that contain a positively charged nucleosome binding domain through which they associate with nucleosomes.

My thesis will be focused on HMGA proteins family.

4.1 HMGA FAMILY OF PROTEINS
In humans, the HMGA family is composed by two functional members: the HMGA1 gene, located at the chromosome band 6p21, and the HMGA2 gene, located at the chromosome band 12q13–15. They encode for HMGA1a (107 amino-acid residues) and HMGA1b (96 amino-acid residues) proteins produced through alternative splicing from HMGA1 gene and for HMGA2 protein (108 amino-acid residues) from HMGA2 gene (Fig. 4) (Fusco and Fedele, 2007). As mentioned before, HMGA proteins contain three highly conserved palindromic basic amino acid motifs (proline-arginine-glycine-arginine-proline) defined as “AT-hooks” that bind to the minor groove rich in A/T of B-form of DNA. Moreover, they are characterized by the presence of an acidic carboxy-terminal tail, highly post-translational modified, probably involved in the regulation of functional activities of HMGA proteins (Sgarra et al., 2004).

![Figure 4. Gene structure and organization and schematic protein product of HMGA1 and HMGA2.](image-url) In blue are presented coding exons, in green AT-hooks and in orange C-terminal tail (Fedele and Fusco 2007).
Peculiarly, as free molecules, they do not show any secondary or tertiary structure and so they are considered as a paradigm of disordered random coiled proteins. HMGA proteins assume a distinct secondary structure after binding to DNA or other substrates (Reeves, 2001). This feature could explain the extreme plasticity of these proteins in participating in a wide variety of biological processes, including cell growth, proliferation, differentiation, DNA repair and cell death. Notably, they are expressed at high level during embryogenesis and generally absent in adult cells, but they are re-expressed in cancer (Fusco and Fedele, 2007).

4.2 HMGA REGULATION

In general, gene expression is regulated at several layers that start with transcriptional control, passing through post-transcriptional and translational regulation, concluding with post-translational modifications. HMGA proteins expression is not exempt from this fine regulation. Several works demonstrate that HMGA gene expression can be induced in response to a plethora of cellular stimuli such as many growth factors (EGF, TGF-alpha, PDGF and FGF) (Cleynen et al., 2007; Wood et al., 2000) and mediators of inflammation (IL-1beta and endotoxin) (Pellacani et al., 1999), and can be repressed in different cellular contexts by retinoic acid (Giannini et al., 2005). How induction of HMGA proteins occurs during cell transformation is not completely clear. It is emerged that HMGA1 and HMGA2 are regulated at different levels. Indeed, HMGA1 is principally deregulated at the transcriptional level, due to the extreme complexity of its promoter structure, that presents many transcriptional start sites and several cis-acting elements as RAS responsive region and AP1 and SP1 binding sites (Cleynen et al., 2007) and C-MYC target region (Wood et al., 2000). Instead HMGA2, beyond the transcriptional control, is mainly regulated at a post-transcriptional level by miRNA machinery. In particular, independent groups showed that HMGA2 transcript is strictly regulated by let-7, interestingly, disruption or loss of 3’UTR of HMGA2 cause its protein overexpression in different tumor diseases (Lee and Dutta, 2007). In the last years, also post-transcriptional regulation of HMGA1 is emerging, principally through miR-34b, miR-548c-3p (D’Angelo et al., 2012; Kaddar et al., 2009; Liu et al., 2015) Once HMGA mRNAs are translated in proteins, their molecular function is finely regulated by post-translational modifications. Both HMGA1 and HMGA2 protein are highly modified by different enzymes. The best known enzymes responsible for HMGA protein modifications are: cdc2, that phosphorylates HMGA1a Thr-52 and Thr-77 (Schwanbeck et al., 2000), CK2
which phosphorylates the C-terminal domain of both HMGA1 and HMGA2, regulating DNA binding ability (Palvimo and Linnala-Kankkunen, 1989), CBP and PCAF that acetylate HMGA1 on Lys64 and Lys70 coordinating the transcriptional switch of INF-beta (Munshi et al., 2001) and PRMT6 that methylates HMGA1 on Arg57 and Arg59 (Sgarra et al., 2006).

4.3 MOLECULAR MECHANISMS OF ACTION OF HMGA
HMGA proteins contribute to many biological processes through their ability to bind both DNA and proteins, assembling and/or modulating macromolecular complexes. They are mainly involved in gene expression even if they do not have transcriptional activity per se. Indeed, they regulate the transcriptional activity of several genes, interacting with the transcription machinery and altering chromatin structure. There are three principal mechanisms of action through which HMGA proteins influence transcription: they can interact specifically with (i) DNA and/or (ii) transcription factors or, more in general, they can act on (iii) chromatin level.

(i) HMGA proteins bind and bend DNA at enhancer level forming stereospecific macromolecular complexes called “enhanceosome”. The best studied is the regulation of Interferon-Beta (INF-β) which is a paradigm of the action of HMGA proteins on DNA. In fact, before the interaction of HMGA1a to the DNA sequence of the INF-β enhancer, the binding affinity of transcription factors (c-JUN, ATF2 and NF-kB) to the enhancer is very low. The binding of HMGA1a to the enhancer unbends the DNA and increases transcription factors binding affinity with consequently positive regulation of INF-β expression (Yie et al., 1999) (Fig. 5 panel a).

(ii) HMGA proteins can interact directly with transcription factors by modifying their conformation or availability and modulating their affinity to DNA. One of the first examples is given by the work of M T Chin (Chin et al., 1998) and colleagues, in which they show that HMGA1a protein binds directly Serum-Response Factor (SRF) and enhances SRF-DNA interaction on c-FOS promoter, potentiating c-FOS expression. In addiction, among the best studied regulation of transcriptional activity by HMGA interactions with transcription factors, there are: the binding to p120E4F (E4F transcription factor 1) that induces Cyclin A expression (Tessari et al., 2003), the binding with pRB that permits the release of E2F1 and the transcriptional activation of E2F1-target genes (Fedele et al., 2006b) and the inhibition of p53 oligomerization
interfering with p53-mediated gene transcription blocking the p53-dependent DNA damage response (Fig. 5 panel b) (Frasca et al., 2006).

(iii) More in general, HMGA proteins are able to alter chromatin structure. In particular, HMGA1 proteins are associated with matrix and scaffold-associated region (MAR/SAR) that are segments of genomic DNA with high affinity for the nuclear matrix, enriched in A/T sequences, whereby form loops. Moreover, HMGA1 protein, competing with histone H1 for DNA binding, de-represses the histone H1-mediated inhibition of SAR transcription (Fig. 5 panel c) (Zhao et al., 1993).

![Figure 5. Ways of action of HMGA in gene expression regulation.](image)

Beside the role of HMGA proteins in the regulation of gene transcription, their involvement in other molecular processes is emerging, such as DNA repair (Reeves, 2015), RNA processing (Manabe et al., 2003), and modifying enzymes cooperation (Sgarra et al., 2010).
4.4 BIOLOGICAL FUNCTIONS OF HMGA PROTEINS AS ONCOFETAL PROTEIN

HMGA proteins are involved in a wide range of biological processes, both physiological and pathological, thanks to their biochemical properties and the molecular mechanisms described above. They are highly expressed during embryogenesis but their expression levels drop following cellular differentiation, being almost undetectable in the vast majority of adult tissue. Nevertheless, they are re-expressed in tumors correlating with grade (Flohr et al., 2003). For these features, HMGA proteins are considered oncofetal proteins. Their role in development was demonstrated in vivo in mice through knockout (KO) of Hmga1, Hmga2 and the double KO that give origin to different phenotypes. Indeed, while Hmga1−/− mice are normal in size, exhibiting cardiac hypertrophy, insulin resistant type 2 diabetes and myelolymphoproliferative disorders (Fedele et al., 2006a), Hmga2−/− mice exhibit pygmy phenotype, showing reduction in the amount of fat tissue and block of spermatogenesis (Zhou et al., 1995). Instead, double Hmga1/Hmga2 KO mice display a strong embryonic lethality, and the few mice alive exhibit a “super-pigmy” phenotype and a reduced vitality (Federico et al., 2014).

The over-expression of HMGA proteins is a common feature of cancer development and their expression often correlates with tumor grade. Since their discovery in HeLa S3 cells, their involvement in malignancy has been hypothesized (Lund et al., 1983). Nowadays, several papers show a causal role of HMGA proteins in cell transformation mainly, but not exclusively, through their ability to regulate gene expression. In fact, it has been demonstrated that, in cancer they positively modulate the expression of malignant phenotype inducing for example genes such as VEGF and matrix-degrading proteases type-I collagenase, cooperating with the transcription factors AP1 (Vallone et al., 1997). On the contrary, HMGA proteins downregulate the potential tumor-suppressor HAND1 in human thyroid carcinoma-derived cell lines (Martinez Hoyos et al., 2009). Therefore, it is widely accepted that HMGA proteins control different biological processes, involved in cancer hallmarks, mainly acting on the regulation of gene transcription. In fact, HMGA proteins act on multiple fronts on cell proliferation. On one side HMGA2 stimulates cell cycle through the activation of E2F1. Indeed, HMGA2 is able to bind pRB, displacing HDAC1 from pRB/E2F1 complex and then enhances acetylation of E2F1 and histones, inducing cell cycle-gene transcription (Fedele et al., 2006b). Moreover, HMGA2 promotes cyclin A gene expression, it associates with the transcriptional repressor p120E4F and this way it interferes with p120E4F binding to cyclin A promoter (Tessari et al., 2003). On the other side, HMGA1 inhibits p53-dependent apoptosis
blocking its homodimerisation and so its activity as “guardian of genome” (Frasca et al., 2006).

Both HMGA1 and HMGA2 are involved in affecting genome integrity, promoting its instability. For example, several works show that HMGA proteins negatively regulate a number of DNA repair genes, for example XPA and ERCC1, which are involved in single strand DNA damage response and are repressed respectively by HMGA1 and HMGA2 (Adair et al., 2005; Borrmann et al., 2003). Moreover, HMGA proteins regulate also double strand DNA damage response. In fact, HMGA2 impairs DNA-PK activity inhibiting non-homologous end joining (NHEJ) (Li et al., 2009), while HMGA1 negatively regulates BRCA1 gene expression in breast carcinoma (Baldassarre et al., 2003). In addition, HMGA proteins are inlaid in ATM pathway, promoting both the genomic instability and chromosomal rearrangements. It has been demonstrated that these alterations are often observed and associated with HMGA overexpressing breast cancer cells (Palmieri et al., 2011).

Importantly, in the last fifteen years the role of both HMGA1 and HMGA2 in epithelial-mesenchymal transition emerged. In 2001 Reeves and colleagues suggested, for the first time, that the over-expression of HMGA1 in human mammary epithelial cell line induces EMT (Reeves et al., 2001). More recently, it was confirmed the involvement of HMGA1 in this process, in fact, it has been demonstrated that the down-regulation of HMGA1 in breast cancer mesenchymal cells induces a strong mesenchymal to epithelial transition and a concomitant impairment of cancer stem cell properties and migration ability closely linked with EMT process (Shah et al., 2013). Meanwhile, several studies demonstrated that HMGA2 regulates EMT in different cancer cells intersecting many pathways involved in this process. In one of the best described work, it is shown that in mammary mouse epithelial cell line, TGF-beta mediates EMT by inducing HMGA2 via Smad pathway. In this context, the silencing of HMGA2 leads to E-cadherin up-regulation restoring cell-cell contact (Thuault et al., 2006).

Another cancer hallmark, in which HMGA proteins are involved probably in cooperation with NF-kB, is inflammation. Indeed, in hypoxia condition, HMGA1 induces the up-regulation of COX-2, which is thought to elicit a number of cellular pathways involved in neoplastic transformation, including proliferation, angiogenesis, metastasis, and inhibition of apoptosis (Tesfaye et al., 2007). Moreover, HMGA1a is able to upregulate STAT3, a key mediator of
inflammatory signals and molecular pathways that contribute to cancer initiation and progression (Hillion et al., 2008).

Therefore, HMGA proteins have a double role in embryonic development and in cancer. In this thesis I will focus on HMGA1 protein in cancer and in particular its role in breast cancer aggressiveness.

4.5 HMGA1 IN BREAST CANCER

HMGA1 protein was discovered for the first time in the human cell line HeLa (Lund et al., 1983) and in thyroid rat cell lines FRTL5-C12 and PC-C13 transformed with viral oncogenes (Giancotti et al., 1987). As described above, its expression is almost undetectable in adult tissue but it is over-expressed in several epithelial solid tumors such as thyroid, uterine cervix, prostate, colon, lung, pancreas, stomach and breast cancer. A number of works have demonstrated a positive correlation between cellular levels of HMGA1 mRNA or protein and metastatic potential in different tumors (Bussemakers et al., 1991; Chiapetta et al., 1996; Fedele et al., 1996; Leman et al., 2003; Tamimi et al., 1996). Furthermore, transgenic mice overexpressing HMGA1a develop lymphomas and uterine tumors (Xu et al., 2004). These data underline not only an association between HMGA1 expression and neoplastic transformation, but also a direct involvement.

A specific contribution of HMGA1 protein in neoplastic development in breast cancer was underlined by a series of studies. In first works, HMGA1 mRNA levels were evaluated in a range of mouse mammary cell lines with different degree of aggressiveness from pre-neoplastic to highly metastatic, derived from the same hyperplastic parent cell population. Interestingly, the levels of mRNA positively correlate with the relative degree of the transformation and metastatic grade of mouse mammary cells (Ram et al., 1993). A similar observation was done in human breast neoplastic cell lines in which it has been shown that HMGA1 expression is increased compared with normal breast epithelial cells (Nacht et al., 1999). Interestingly, these two works suggested a possible role of HMGA1 in breast cancer tumorigenesis. Meanwhile, other groups have demonstrated that HMGA1 expression levels are regulated by metastatic cell signals, such as stimulation by growth factors and activity of metalloproteinase. Indeed, their expression was increased by several fold in metastatic breast cancer cell lines upon EGF treatment, that leads to the induction of signaling pathways correlated with breast cancer progression to invasion and metastasis (Holth et al., 1997). Moreover, it has been shown that HMGA1 is induced in non-metastatic breast cancer cell
lines after heregulin (HRG) overexpression, inducing metastatic ability. On the other hand, in metastatic breast cancer cell lines it has been observed a decrease of HMGA1 expression after blocking matrix metalloproteinase-9 (MMP-9) that induces the loss of metastatic ability (Liu et al., 1999). These results suggest a strong connection between HMGA1 levels and metastatic abilities (Evans et al., 2004). Furthermore, the first data showing the direct involvement of HMGA1 protein in breast carcinogenesis result from experiments done on breast cancer cell lines in which HMGA1 protein has been overexpressed or downregulated, through antisense or riboenzime. Reeves and colleagues in 2001 published a work that provides strong evidence on a causal role of HMGA1 in breast cancer aggressiveness and EMT. Indeed, they repressed HMGA1 expression in two breast cancer cell lines MCF7 and Hs578T, achieving a strong decrease of cell proliferation and anchorage-independent cell growth. In parallel, after overexpression of HMGA1a and HMGA1b in MCF7 they reached an opposite behavior, obtaining a more aggressive phenotype. In fact, MCF7 cells overexpressed HMGA1b injected in BALBc mice, were more aggressive in promoting tumor growth and metastasis (Reeves et al., 2001). Moreover, analyzing gene expression changes induced by HMGA1 over-expression in MCF7 through cDNA microarray, they found 85 genes differentially expressed involved in many biological function, among which several markers of EMT suggesting that HMGA1 could directly regulates this process (Reeves et al., 2001). Dolde and colleagues reached similar results, hinting that HMGA1 is an important oncogene in breast cancer pathogenesis (Dolde et al., 2002). Even though several works have been done studying HMGA1 in breast cancer, how HMGA1 protein exerts their role in this context is not totally clear and still under study. Few molecular mechanisms that sustain aggressive phenotype were highlighted. Among these, it has been shown that HMGA1 intersects signaling pathway such as Ras/ERK, p53 and BRCA1. Ras/ERK pathway is involved in cell growth and invasion (Santen et al., 2002). Using HMGA1 overexpressing MCF7, Treff and colleagues demonstrated that HMGA1 regulates negatively caveolin 1 and 2 and proteins involved in cholesterol biosynthesis, and positively KIT ligand, notably, all these genes are under the control of Ras/ERK pathway (Treff et al., 2004). p53 controls apoptosis after DNA damage regulating gene transcription. In this context, HMGA1 proteins are able to counteract p53 action inducing Bcl-2 transcription and contributing to the escape from apoptosis (Esposito et al., 2010). As described before, DNA integrity is fundamental in tumor prevention. One of the major proteins involved in DNA integrity maintenance is BRCA1, which is often mutated or downregulated in familiarly breast cancer causing genome
instability. HMGA1 protein negatively regulates BRCA1 expression by binding its promoter, moreover, their expression inverse correlate in 10 different cell lines and in 14 chirurgic sample of breast cancer (Baldassarre et al., 2003). Finally, very recently it has been demonstrated that HMGA1 has a role in cancer stem cell. On a molecular point of view Shah and colleagues define an HMGA1-gene signature correlated with pluripotent stem cells and they demonstrated that HMGA1 silencing in MDA-MB 231 and Hs578T breast cancer cell lines strongly impaired cancer stem cell properties (Shah et al., 2013).
Considering all these information HMGA1 is involved in breast cancer pathogenesis but the molecular role of it and the pathways that it intersect in breast cancer progression and aggressiveness are still unclear.
Aim Of The Thesis
Breast cancer is a woman disease difficult to eradicate due to the extremely heterogeneity and the tendency to metastasize. The study of the molecular alterations that underline breast cancer aggressiveness allowed to develop more specific treatments that can block breast cancer progression. The aim of my Thesis is to study the role of HMGA1 in conferring aggressive traits to a particular breast cancer subtype, the basal-like. In particular, we want to unravel the cellular and molecular alterations orchestrated by HMGA1 in this tumor type. For this purpose, we have taken into consideration different basal-like breast cancer cell lines that express high levels of HMGA1 and studied the involvement of HMGA1 in several hallmarks of cancer. In order to deepen the role of HMGA1 in aggressiveness, we have evaluated which pathways HMGA1 intersects and dissected them.
Materials And Methods
1 CELL LINES
MDA-MB-231, MDA-MB-157 and HEK-293 cell lines were cultured in DMEM (Dulbecco’s Modified Essential Medium, Euroclone) with high glucose content, while MDA-MB-468 cell line was grown in RPMI (Roswell Park Memorial Institute, Euroclone) 1640, both containing 10% tetracycline-free FBS (Fetal Bovine Serum, Euroclone), 2 mM L-glutamine (Euroclone), 100 U/ml penicillin and 100 µg/ml streptomycin (Euroclone). For the expansion cells were dissociated by trypsin-EDTA (0.05% trypsin, 0.02% EDTA in PBS, Euroclone). For long term storage cells were maintained in FBS 10% (v/v) DMSO (AnalaR BDH) in liquid nitrogen. MDA-MB-231 stably transfected with the vector pcDNA6/TRTM (Invitrogen) and pSUPERIOR.neo (OligoEngine) shCTRL, pSUPERIOR.neo shA1_1 or pSUPERIOR.neo shA1_3, previously present in the laboratory in which I performed the work of my thesis, were grown in DMEM containing 10% tetracycline-free FBS, 2 mM L-glutamine, 100 U/ml penicillin and 100 µg/ml streptomycin, 2 µg/ml Blasticidin (Sigma) and 200 µg/ml G418 (Sigma). For shRNA induction 1 µg/ml of doxycycline were added to medium. MDA-MB-231 stably infected with pBABE-FLAG or pBABE-FLAG-YAP-5SA were a kind gift of Prof. G. Del Sal.

2 REAGENTS AND PLASMIDs
All siRNA used in this thesis were designed using an Invitrogen tool, except siCCNE2a, a kind gift of Prof. G. Grassi and siLATS1/2, a kind gift of Prof. G. Del Sal. Target gene symbol is used as name throughout the text (siRNA), and the sequences were reported in the following table.

<table>
<thead>
<tr>
<th>Target Gene</th>
<th>siRNA</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>siCTRL</td>
<td>ACAGUCGCGUUUGCGACUG</td>
</tr>
<tr>
<td>HMGA1a/b</td>
<td>siA1_1</td>
<td>GACAAGGCUAAACAUCCCA</td>
</tr>
<tr>
<td>HMGA1a/b</td>
<td>siHMGA1 or siA1_3</td>
<td>ACUGGAGAAGGAGGAAGAG</td>
</tr>
<tr>
<td>KIF4A</td>
<td>siKIF4A</td>
<td>CCCGUCUACUGUUUGGGAA</td>
</tr>
<tr>
<td>MLF1IP</td>
<td>siMLF1IP</td>
<td>GGUCCAGGUAUGAGCUAU</td>
</tr>
<tr>
<td>DEPDC1</td>
<td>siDEPDC1</td>
<td>CCGUAGUCUAAGAUAAACUA</td>
</tr>
<tr>
<td>AURKB</td>
<td>siAURKB</td>
<td>AAUCUGCUUUAGGGCUCA</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>---------------------</td>
</tr>
<tr>
<td>GTSEI</td>
<td>siGTSEI</td>
<td>UGUGAAGCCUCAGUCACUC</td>
</tr>
<tr>
<td>KIF23</td>
<td>siKIF23</td>
<td>CCUGUAGACAGGCACAUAAU</td>
</tr>
<tr>
<td>CENPF</td>
<td>siCENPF</td>
<td>CCAUCUGUUCACAGCAA</td>
</tr>
<tr>
<td>CCNE2</td>
<td>siCCNE2b</td>
<td>GAAAGCCUCAGGUUUGGAG</td>
</tr>
<tr>
<td>MST1</td>
<td>siMST1</td>
<td>GCAGGUCAACUACAGAUAA</td>
</tr>
<tr>
<td>MST2</td>
<td>siMST2</td>
<td>CCACAAGUCAAAAGACCAU</td>
</tr>
<tr>
<td>CDK2</td>
<td>siCDK2_1</td>
<td>GCUUGGCCUUGGCUAAUU</td>
</tr>
<tr>
<td>CDK2</td>
<td>siCDK2_2</td>
<td>GCCUUCUUACACGUUGAU</td>
</tr>
</tbody>
</table>

We used the following plamids:

- pcDNA3HA, pcDNA3HA-HMGA1a, pEGFP-N1, pEGFP-N1 HMGA1a, pRL-CMV Renilla (Promega) and pGL4.11 (Promega) were already present in the laboratory.

- pcDNA3HA-CCNE2: for this plasmid construction, the CCNE2 coding sequence was amplified from reverse-transcribed total RNA of MDA-MB-231 cells using the following primers: forward -5’ TTAACGGAATTCATGTCAAGACGAAGTAGC 3’- and reverse -5’ TCTCCTCGAGTTATTAGTGTTTTCCTGGTGG 3’- and the resulting fragment was cloned into EcoRI and XhoI restriction sites of pcDNA3HA. The plasmid DNA was checked by DNA sequencing.

- pGL4-CCNE2 (kindly given by Jay A. Nelson laboratory) and pGL4-ΔCCNE2 that was obtained by amplifying a fragment of 223nt from pGL4-CCNE2 using the following primers: forward -5’ AATCTCGAGGTGCAGGCAGGACGAGGTG 3’- and reverse 5’ ACACCTCTTTACCTGTGGGAACCGAGGAGC 3’- and cloned in HindIII and XhoI restriction sites of pGL4.11 (Promega).

CDK inhibitor screening were performed treating cells with PD03329911, SNS-032, ROSCOVITINE, PHA793887, AT7519, BS181HCl, BMS265246, AZD5438,
FLAVOPIRIDOL, PHA767491, PHA848125, DINACICLIB or JNJ7706621 (Sellekchem) already resuspended in DMSO.

3 CELL TRANSFECTIONS AND TREATMENTS
For transfection of siRNA, from $10.4 \times 10^3$ to $20.8 \times 10^3$ cells/cm$^2$ of all cell lines were seeded and the day after transfected with Lipofectamine™ RNAiMAX reagent (Invitrogen) in antibiotics-free medium for 72 hours, if not specifically specified, according to manufacturer instructions.

Plasmid transfections were performed using either FuGENEHD (Promega) or Lipofectamine 3000 (Invitrogen) according to manufacturer instructions or standard Calcium Phosphate method.

For functional-rescue experiments, $20.8 \times 10^3$ cells/cm$^2$ of MDA-MB-231 were seeded the day after were transfected with siRNA; 24 h later, the cells were transfected with 2 µg of either pcDNA3HA or pcDNA3HA-HMGAla or pcDNA3HA-CCNE2 plasmids using FuGENEHD (Promega). Experiments were done 48 hours after plasmid transfection.

For overexpression experiment, $36.5 \times 10^3$ cells/cm$^2$ of MDA-MB-231 cells were seeded. The day after, cells were transfected with 2.5 µg of pEGFP-N1 plasmid or with 625 ng pEGFP-N1 HMGAla plasmid compensate to 2.5 µg with PEGFP-N1 plasmid, using Lipofectamine 3000 (Invitrogen), experiment was done 30 h after transfection.

For luciferase experiments $36.5 \times 10^3$ cells/cm$^2$ of HEK293 cells were seeded in 35 mm diameter well. The day after cells were transfected with 500 ng of the reporter construct, 1 µg of pcDNA3HA or pcDNA3HA-HMGAla, and 50 ng of pRL-CMV Renilla luciferase expression vector (Promega) to normalize for transfection efficiencies and processed 46.5 hours after standard calcium phosphate transfection.

For LATS1/2 and MST1/2 silencing, the cells were initially transfected with siLATS1/2 or siMST1/2; after 24 h, the cells were transfected with siHMGAl and siCCNEnb for 48 hours.

For CDK inhibitor screening, $15.6 \times 10^3$ cells/cm$^2$ cells were treated with PD03329911, SNS-032, ROSCOVITINE, PHA793887, AT7519, BS181HCl, BMS265246, AZD5438, FLAVOPIRIDOL, PHA767491, PHA848125, DINACICLIB or JNJ7706621 (Sellekchem) for 24 hours. These inhibitors were applied at 1 µM, except for SNS-032 and DINACICLIB, which were applied at 0.1 µM. For other experiments cells were seeded from $15.6 \times 10^3$ cells/cm$^2$ to $46.9 \times 10^3$ cells/cm$^2$.

The number of cells seeded depend from each experiment.
4 CELL GROWTH IN 3D
Cells were seeded at 10.0*10^3 cells/cm^2 in 24-well plates pre-coated with Laminin-rich extracellular matrix, Matrigel, (BD Biosciences) as previously described (Kenny et al., 2007). Briefly, 200µl of ice-cold Matrigel were dispensed in 24-well plates and allowed to solidified for 30 minutes at 37°C. Then, cells were resuspended in appropriate medium containing 2% Matrigel and seeded over. Cells were grown for 11 days. The colonies were photographed with a digital Canon PowerShot A630 camera.

5 MAMMOSPHERE CULTURE
Mammosphere Assay was performed as previously described with modifications (Mani et al., 2008). 0.52*10^3 cells/cm^2 were seeded in 6-well ultra-low adhesion plates (Corning) in MEGM (Mammary Epithelial Cell Growth Medium, Lonza), containing 2% methylcellulose supplemented with 20 ng/ml EGF (Stem Cell Technologies), 10 ng/ml bFGF (Orfgenetics), and B27 (GIBCO). Cells were grown for 12 days. After this time, mammospheres were counted at optical microscope, dissociated by trypsinization and plated at 0.52*10^3 cells/cm^2 in new 6-well ultra-low adhesion plates. We maintained cells until tertiary sphere formation.

6 GROWTH IN SEMISOLID MEDIUM
Soft agar colony formation assay was performed dispensing 3 ml of 0.6% low melting temperature agarose (Sigma) in DMEM and waiting the solidification for 15 minutes at RT. Than 10*10^3 cells were seeded on the top in 2 ml of 0.3% low melting temperature agarose waiting the solidification for 20 minutes at RT. Cells were grown in incubator for 3 weeks. Then, colonies were stained with 0.5 mg/ml MTT (Sigma) incubating for 2 hours at 37°C, 5% CO2 and counted.

7 MIGRATION AND INVASION ASSAY
For wound healing assays, cells were cultured to 90% confluence on 35-mm plates. The cells were then scraped with a 200-µl tip, and wound closure was followed for 7-8 hours. Images of same area were taken for each plate with digital Canon PowerShot A630 camera and wound closure was analyzed using ImageJ software. For transwell migration and invasion assays, 24-well PET inserts were used (8.0 µm pore size, Falcon) without or with Matrigel-coated filters
for invasion; 40,000 and 100,000 cells were seeded, respectively. Migrated cells were fixed in PFA 4% (w/v) (paraformaldehyde) in PBS (137 mM NaCl, 27 mM KCl, 4.3 mM Na$_2$HPO$_4$, 1.4 mM KH$_2$PO$_4$, pH 7.4) for 20 minutes and stained with Crystal Violet 0.5% (Sigma) for 20 minutes. After several washes in H2O, a minimum of 4 images to a maximum of 9 images per well, were taken with digital Canon PowerShot A630 camera. The time at which we fixed migrated cell depends on the cell line, but no at more than 24 hours. Cells were counted using ImageJ software.

8 CELL DISPERSION ASSAY
For cell dispersion assay 25 cells were seeded in 10 cm dishes and cultured for 20 days. Afterwards photos were taken with digital Canon PowerShot A630 camera.

9 IN VIVO EXPERIMENTS
The in vivo experiments to test tumor growth and metastasis formation in presence and in absence of HMGA1 were done by Doctor A. Rosato and Doctor R. Sommaggio from Department of Surgery, Oncology and Gastroenterology, University of Padova and Istituto Oncologico Veneto IRCCS, Padova, Italy. Below are reported protocols for animal treatment.

9.1 CELLULAR TRANSDUCTION
For in vivo metastasis assays, MDA-MB-231 cells were co-transduced with a lentiviral vector coding for the Firefly Luciferase reporter gene. The vector was produced in 293T cells by transient co-transfection of the transfer (Breckpot et al., 2003). Cells were cultured and expanded.

9.2 MOUSE STRAIN AND ANIMAL CARE
We used SCID female mice (Charles River Laboratories, Lecco, Italy) aged 7 weeks for in vivo studies. Mice were administered drinking water supplemented with 4% sucrose plus 2 mg/ml Doxycycline to induce shRNA expression (shCTRL and shA1_1). Doxycycline-supplemented water was changed every 2 days. Procedures involving animals and their care were in conformity with the institutional guidelines (D.L. 116/92 and subsequent complementing circulars), and all experimental protocols were approved by the Ethical Committee of the University of Padua (CEASA).
9.3 TAIL VEIN AND FAT PAD INJECTION
For the intravenous injection, 100,000 cells were resuspended in 200 µl of DMEM for each mouse, whereas for the fat pad injection, 1 million of cells were resuspended in 100 µl of DMEM. We performed in vivo imaging at 20 and 26 days after i.v. injection or at 14, 21, 28, 34 and 40 days after fat pad injection. Anesthetized animals (1-3% isoflurane, Merial Italia S.p.A, Italy) were given the substrate D-Luciferin (Biosynth AG, Switzerland) by intraperitoneal injection at 150 mg/kg in PBS (Sigma). Imaging times ranged from 15 seconds to 5 minutes, depending on the tumor model and time point. The light emitted from the bioluminescent tumors or metastasis was detected using a cooled charge-coupled device camera mounted on a light-tight specimen box (IVIS Lumina II Imaging System; Caliper Life Sciences, Alameda, CA). Regions of interest from the displayed images were identified around the tumor sites or metastasis regions, such as the lymph node and lungs, and quantified as total photon counts (photon/s) using Living Image® software (Xenogen). In some experiments, the lower portion of each animal was shielded before reimaging to minimize the bioluminescence from the primary tumor to ensure that the signals from the metastatic regions could be observed in vivo. For ex vivo imaging, 150 mg/kg of D-Luciferin was injected into the mice just before necropsy. The lungs were excised and imaged for 5 minutes.

10 CELL PROLIFERATION ANALYSIS
To assess cell proliferation, we use two different methods. A direct and an indirect methods. In the direct method 10.4*10³ cells/cm² cells were seeded in 6-well plates. Then, cell proliferation was examined every 24 hours by cell counts through Burker chamber. Cell death was highlighted diluting cells resuspension 1:1 in 0.5% Trypan Blue (Euroclone) in PBS. In the indirect method, 15.6 *10³ cells/cm² were seeded in 96-well dishes. Every 24 hours, cell metabolic activity was measured via CellTiter 96® AQueous One Solution Cell Proliferation Assay (Promega) according to the manufacturer's instructions with some modifications. At each time point, the medium in each well was replaced with a solution composed of 100 µl of PBS containing 4.5 g/L glucose (Sigma) and 20 µl of CellTiter 96® AQueous One Solution. Cells were incubated for 3 hours at 37°C 5%CO₂. Then, the quantity of formazan product, that is directly proportional to the number of living cells, was measured at 492 nm by TECAN microplate reader.
11 ANALYSIS OF DNA/PROTEIN CONTENT (PI/FITC STAINING)

For each sample, $10^6$ cells were fixed in 70% ethanol, pre-hydrated in PBS for 6 minutes, washed twice with PBS, and allowed to balance in PBS for 1 h. The cells were stained overnight with 500 μl of a PBS-based solution containing 10 μg of PI and 0.25 ng of FITC (all from Sigma). All flow cytometric measurements were performed using a CYTOMICSTM FC500 (Beckman Coulter Inc. Fullerton, CA, USA) equipped with an Argon laser (488 nm, 5 mV) and configured according to standard parameters for green-filtered (525 nm, FL1) and red-filtered (610 nm, FL3) fluorescent detection (http://dsv.units.it/Dipartimento/fcs_dsv). After acquisition of at least 10,000 events per run, the data, which were stored as list mode files, were analyzed using FCS Express V3 software; alternatively, the saved FL3 histograms were subjected to cell cycle analysis, which was performed using MultiCycle® software.

12 PROTEIN EXTRACTION AND WESTERN BLOT (WB) ANALYSIS

After treatments, cells were washed in chilled PBS twice and lysed using SDS sample buffer (62.5 mM Tris, pH 6.8; 2% SDS; 10% glycerol; 200 mM DTT; 1 mM Na$_3$VO$_4$; 5 mM NaF; and mammalian protease inhibitor cocktail (PIC) (Sigma)). Then, lysates were disrupted with an insulin syringe and boiled for 5 minutes. The lysates were separated via SDS-PAGE (polyacrylamide gel electrophoresis). SDS-PAGE uses SDS-PAGE gel system composed by Stacking gel and running gel. Stacking gel: 5%: 5% acrylamide/bisacrylamide (29:1), 0.125 M Tris-HCl pH 6.8, 0.1% (w/v) SDS, 0.05% (w/v) APS and 0.05% (v/v) TEMED. Running gel: 10%: 10% acrylamide/bisacrylamide (29:1), 0.5 M Tris-HCl pH 8.8, 0.1% (w/v) SDS, 0.05% (w/v) APS and 0.05% (v/v) TEMED; 15%: 15% acrylamide/bisacrylamide (29:1), 0.375 M Tris-HCl pH 8.8, 0.1% (w/v) SDS, 0.05% (w/v) APS and 0.05% (v/v) TEMED. Gel thickness: 0.75 mm, length of stacking gel: 0.5 cm, length of running gel: 8 cm, gel width: 8 cm. Running buffer. Electrophoretic run: accumulation 50 V for 30 minutes, separation 200 V until complete separation of molecular weight (PRE stand Thermo scientific). After separation gel may be stained by using a methanol/water/acetic acid solution (in a volume ratio of 5/4/1) containing 0.05% (w/v) Coomassie Brilliant Blue R 250 or transferred to nitrocellulose membrane $\ominus$ 0.2 μm (GE Healthcare, WhatmanTM) using a wet transfer system (Transfer buffer: 25 mM Tris, 200 mM Glycine, 20% methanol) at 4°C for 16 hours at 30 V. Membrane were then stained with Red Ponceau solution (0.2% red
poceau S, 3% trichloroacetic acid, 3% sulfosalicylic acid). Western blot analyses were performed according to standard procedures. To revealed horseradish peroxidase conjugated to secondary antibody on autoradiography films (GE Healthcare) were used ECL-kit (Thermo Scientific). The antibodies used are reported in the table 2 and table 3.

13 IMMUNOFLUORESCENCE (IF)
For immunostaining cells were, firstly, grown on glass slides. At the end of the experiments, cells were washed once with ice cold PBS and fixed with 4% (v/v) PFA. Then cells were incubated in 0.1 M glycine (Sigma) in PBS. After permeabilization with 0.3% Triton X 100 (Sigma) in PBS and saturation in 0.5% BSA (Sigma) in PBS, the cells were incubated in primary antibodies diluted in PBS containing 0.5% BSA. α-YAP primary antibody (Santa Cruz) was diluted in 0.5% BSA and 0.01% Triton. The secondary antibody was applied diluted in PBS. For F-Actin staining, Phalloidin-conjugated Alexa Fluor 488 (Invitrogen) was used at a concentration of 1:40 in PBS. Then, the cells were stained with 0.2 µg/ml Hoechst (Sigma) to detect the nuclei. After that, slides with cells were mounted on microscope slides with Prolong Gold Antifade Reagent (Invitrogen). The images were visualized using a Nikon Eclipse e800 microscope and acquired using Nikon ACT-1 software.

<table>
<thead>
<tr>
<th>Primary Antibody</th>
<th>Antibody concentration for WB</th>
<th>Antibody concentration for IF</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-HMGA1 (homemade)</td>
<td>1:500</td>
<td>1:50</td>
</tr>
<tr>
<td>α-β-actin A2055 (Sigma)</td>
<td>1:2000</td>
<td>/</td>
</tr>
<tr>
<td>α-β-catenin given by Prof. Del Sal</td>
<td>/</td>
<td>1:100</td>
</tr>
<tr>
<td>α-CCNE2 TA300691(Abcam)</td>
<td>1:500</td>
<td>/</td>
</tr>
<tr>
<td>α-HA H9658 (Sigma)</td>
<td>1:1000</td>
<td>1:1000</td>
</tr>
<tr>
<td>α-YAP sc-101199 (Santa Cruz) given by</td>
<td>1:1000</td>
<td>1:200</td>
</tr>
<tr>
<td>Prof. Del Sal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-P127-YAP EP1675Y (Novus Biological)</td>
<td>1:1000</td>
<td>/</td>
</tr>
<tr>
<td>α-CDK2 sc6248 (Santa Cruz)</td>
<td>1:200</td>
<td>/</td>
</tr>
<tr>
<td>α-FLAG peroxidase conjugate</td>
<td>1:2000</td>
<td>/</td>
</tr>
</tbody>
</table>
(Sigma) given by Prof. Tell

<table>
<thead>
<tr>
<th>Secondary antibody</th>
<th>Antibody concentration for WB</th>
<th>Antibody concentration for IF</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-rabbit IgG peroxidase conjugate A0545 (Sigma)</td>
<td>1:5000</td>
<td>/</td>
</tr>
<tr>
<td>α-mouse peroxidase conjugate A9044 (Sigma)</td>
<td>1:5000</td>
<td>/</td>
</tr>
<tr>
<td>α-mouse IgG Alexa 488 (Invitrogen)</td>
<td>/</td>
<td>1:750</td>
</tr>
<tr>
<td>α-rabbit IgG Alexa 594 (Invitrogen)</td>
<td>/</td>
<td>1:750</td>
</tr>
</tbody>
</table>

14 YAP LOCALIZATION
For the quantification of the number of cells with YAP presents in a mainly nuclear, mainly cytoplasmic or equally distributed localization, at least 100 cells from slide taken in different fields were counted.

15 GENE EXPRESSION ANALYSIS
For RNA collection following the experiments, cells were washed once with ice cold PBS and lysed in 1 ml TRIzol Reagent (Invitrogen). RNA was purified according to the manufacturer's instructions of TRIzol Reagent and finally resuspended in H₂O nuclease free. Afterword, to eliminate DNA, RNA samples were subjected to DNase-I (Deoxyribonuclease I, Amplification Grade, Invitrogen) treatment according to datasheet and subsequently purified either by RNeasy kits (QIAGEN) or standard RNA Phenol/Chlorophorm purification resuspended RNA in H₂O nuclease free at the end. Then, RNA samples were quantified by QuBit fluorometer (Invitrogen) using Quant-iT™ RNA Assay kit (Invitrogen) as reported by the datasheet and their quality was controlled either by denaturing RNA electrophoresis in gel MOPS (1% (w/v) agarose (Sigma), 6.67% (v/v) formaldehyde (Sigma) in MOPS buffer (20 mM MOPS, 5 mM sodium acetate, 1 mM EDTA, pH 7), or by BioAnalyzer (Agilent) using multichannel Nanochips according to Agilent protocols (this quality control was done before microarray analysis by Centro di Biologia Molecolare (CBM) facility).
For quantitative RT-PCR (qRT-PCR), mRNA was, firstly, reverse transcribed using either Superscript II (Invitrogen) or Superscript III (Invitrogen) according to the manufacturer's instructions. qRT-PCR was performed using iQ™ SYBR Green Supermix (BIO-RAD) mixed with specific primers (see table 4 for sequences) and sample, in technical duplicate. PCR reaction was performed for 40 cycles (denaturation 95°C for 5 seconds, amplification and elongation at 60°C for 45 seconds) using BIO-RAD CFX instrument and analyzing data with BIO-RAD CFX Manager software. GAPDH was used for normalization. Relative gene expression was calculated by ΔΔCt method.

For microarray analysis, mRNA for each group (siCTRL or siHMGA1) was processed accordingly to Affymetrix standard protocols by CBM facility. Biotinylated cRNA were hybridized on Affymetrix GeneChip Human Genome U133A 2.0 array that allowed to analyze the expression level of 18,400 transcripts and variants, including 14,500 well-characterized human genes. Arrays were then stained, washed (GeneChip Fluidics Station 450) and image was acquired by Scanner GeneChip 3000 7G. The intensity of single spots was calculated using Affymetrix Expression Console.

For Chromatin ImmunoPrecipitation (ChIP) assay coimmunoprecipitated DNA was analyzed by qPCR. Promoter occupancy was calculated as percent of chromatin input immunoprecipitated using the $2^{-\Delta\Delta Ct}$ method.

<table>
<thead>
<tr>
<th>Gene / Primer name</th>
<th>Forward primer (5’-3’)</th>
<th>Reverse Primer (5’-3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAPDH</td>
<td>TCTCTGCTCCTCTCTGTTTC</td>
<td>GCCCAATACGACCAAATCC</td>
</tr>
<tr>
<td>HMGA1/HMG A-3’UTR</td>
<td>ACCAGCGCCAAATGTTCA</td>
<td>AGCCCCTCTTCCCCACAAAGAGT</td>
</tr>
<tr>
<td>HMGA1 CDS</td>
<td>CAGCGGAAGTGCCAACACC</td>
<td>CGAGATGCCCTCCTCTTCC</td>
</tr>
<tr>
<td>VIM</td>
<td>CCAGCTAACCAACGACAA</td>
<td>TGGTTCAGGTCAAGACGTCCA</td>
</tr>
<tr>
<td>JAG1</td>
<td>GGGAAAAACGCGCCAGTTA</td>
<td>TCACAATTCTGACCATCCA</td>
</tr>
<tr>
<td>HES1</td>
<td>GAAGGCGGACATTCTGGA</td>
<td>CGGTACTTCCCCAGCAACT</td>
</tr>
<tr>
<td>MLF1IP</td>
<td>TAAGGCAGCCATCGCCACATT</td>
<td>ACCGAAGCGATTCATCTGGA</td>
</tr>
</tbody>
</table>

For quantitative RT-PCR (qRT-PCR), mRNA was, firstly, reverse transcribed using either Superscript II (Invitrogen) or Superscript III (Invitrogen) according to the manufacturer's instructions. qRT-PCR was performed using iQ™ SYBR Green Supermix (BIO-RAD) mixed with specific primers (see table 4 for sequences) and sample, in technical duplicate. PCR reaction was performed for 40 cycles (denaturation 95°C for 5 seconds, amplification and elongation at 60°C for 45 seconds) using BIO-RAD CFX instrument and analyzing data with BIO-RAD CFX Manager software. GAPDH was used for normalization. Relative gene expression was calculated by ΔΔCt method.

For microarray analysis, mRNA for each group (siCTRL or siHMGA1) was processed accordingly to Affymetrix standard protocols by CBM facility. Biotinylated cRNA were hybridized on Affymetrix GeneChip Human Genome U133A 2.0 array that allowed to analyze the expression level of 18,400 transcripts and variants, including 14,500 well-characterized human genes. Arrays were then stained, washed (GeneChip Fluidics Station 450) and image was acquired by Scanner GeneChip 3000 7G. The intensity of single spots was calculated using Affymetrix Expression Console.

For Chromatin ImmunoPrecipitation (ChIP) assay coimmunoprecipitated DNA was analyzed by qPCR. Promoter occupancy was calculated as percent of chromatin input immunoprecipitated using the $2^{-\Delta\Delta Ct}$ method.
<table>
<thead>
<tr>
<th>Gene</th>
<th>upstream sequence</th>
<th>downstream sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIF23</td>
<td>CCTGAGGGCTACAGACTC AACCGA</td>
<td>TCTGGGTGCTGTTGAGTGCCAA</td>
</tr>
<tr>
<td>KIF4A</td>
<td>AAGCCAAACGCATCTGA ATGACC</td>
<td>TTGACCACGCACCTTCAGTAAGGGA</td>
</tr>
<tr>
<td>CENPF</td>
<td>TCAGGCAAGGGCAAAGA TCCAGT</td>
<td>TGGCTCAAAACTCAGTACCTTCCGT</td>
</tr>
<tr>
<td>AURKB</td>
<td>TGAGGAGGAAGACAATG GTGGCA</td>
<td>AGGTTCGTTGTGTGATGCACTCT</td>
</tr>
<tr>
<td>GTSEI</td>
<td>ACTGAACAAACAAGGGAG AGCAAC</td>
<td>CCGAGCTACTTCTGTGGCAGTACTT</td>
</tr>
<tr>
<td>DEPDC1</td>
<td>TGGGTATTATCTGCCATGA AGTGCCT</td>
<td>AGGTTCAGCAAAGCCAAAAATGT</td>
</tr>
<tr>
<td>LEF1</td>
<td>CGAATGTCGTTGCTGAGT GT</td>
<td>GCTGTTTTCTTTTCCGTGCT</td>
</tr>
<tr>
<td>SETD8</td>
<td>CGCAACAGAATCAGCAAAC TTAC</td>
<td>TCCTTCTTCTTCCACTTTTCA</td>
</tr>
<tr>
<td>CCNE2</td>
<td>TGAGCCGAGGGTACGTG GT</td>
<td>GGGCTGGGGGCTGCTGCTTAG</td>
</tr>
<tr>
<td>ATRR-1</td>
<td>AGTCCCTGTTTTCCACCTGCTC AAT</td>
<td>TGATGGATGATAGACGGATGGT</td>
</tr>
<tr>
<td>ATRR-2</td>
<td>AATTACCTCAGAAAGCAG GGGTTG</td>
<td>ACTGAGTGATGGATGACCGACAGAATTA</td>
</tr>
<tr>
<td>CCNE2 promoter</td>
<td>TCACTTCCCCAGCCACCCTATT</td>
<td>CCAGTTTGCTTTTGCTTCCCT</td>
</tr>
<tr>
<td>BIRC6</td>
<td>AGCATTCTGTCGGTTGCT CT</td>
<td>TCGATGGCAGGGCGCACTTT</td>
</tr>
<tr>
<td>CTGF</td>
<td>AGGAGTGCTTGTTGAGCACC</td>
<td>CCAGGCAGTTTGCTTCTAATC</td>
</tr>
<tr>
<td>CYR61</td>
<td>AGCCTCGCATCTTATACACC</td>
<td>TTCTTTCAATAAGGCACCT</td>
</tr>
</tbody>
</table>

16 BIOINFORMATICS ANALYSIS
Bioinformatics analysis on microarray, patient datasets and survival analysis were done by Dr. S. Piazza and Dr. Y. Ciani from Laboratorio Nazionale CIB, (LNCIB), Area Science Park, Trieste, Italy. Below are reported all protocols for bioinformatics analysis.

16.1 MICROARRAY ANALYSIS
16.1.1 LOW-LEVEL ANALYSIS
For microarray analysis, biological mRNA replicates for each group (siCTRL or siHMGA1) were hybridized on Affymetrix hgu133plus2 chips. Cell intensity values were computed using the Affymetrix Expression Console. Further data processing was performed in the R Computing Environment version 2.14 (http://www.r-project.org/) with BioConductor packages (http://www.bioconductor.org/). Robust Multi-Array Average (RMA) normalization was applied (Irizarry et al., 2003). Statistical analysis for differentially expressed genes was performed with limma (Smyth, 2004). P-values were adjusted for multiple testing using the Benjamini and Hochberg’s method to control the false discovery rate (Hochberg and Benjamini, 1990). Genes with adjusted p-values below 10^{-4} and fold change greater than 2.6 (log 1.4) or lower than -2.6 (-log 1.4) were considered differentially expressed. Gene annotation was obtained from R-Bioconductor metadata packages, and the probesets were converted in Entrez Gene Id and Symbol Id.

16.1.2 CLUSTER ANALYSIS
Starting from the normalized annotated expression matrix after gene median centering, features that had standard deviation of less than 0.3 were filtered out. Unsupervised hierarchical cluster analysis (average-linkage method) was performed using Cluster software (EisenLab). Cluster results were then visualized using Java TreeView.

16.2 FUNCTIONAL ANALYSIS
Differentially expressed gene lists obtained from low-level procedures were analyzed for functional associations.

- Data were analyzed through DAVID Bioinformatics Resources v6.7 (Dennis et al., 2003) using the suggested standard parameters.
- Data were analyzed through Ingenuity Pathway Analysis (Chiappetta et al.) software. Core analysis was performed, and the top associated networks table was reported.
- Data were analyzed through the Oncomine Pro web tool using suggested standard parameters. Custom concept analysis was performed, and the “Summary view” (adapted) was reported.
16.3 BREAST CANCER PATIENT DATASETS AND SURVIVAL ANALYSIS

16.3.1 BREAST CANCER META-DATA
Data processing was performed using several BioConductor packages (survival, affy and limma; see http://www.bioconductor.org/) in the R Computing Environment version 3.0.2 (http://www.r-project.org/).

Several published gene expression datasets (breast cancer meta-dataset) were collected from the gene expression omnibus (GEO) public gene expression database (GSE1456, GSE4922, GSE5327, GSE6532, GSE7390, GSE11121, GSE12093, GSE2603, GSE16446, GSE19615, GSE20685 and GSE21653). The data were normalized in the R/Bioconductor environment using the RMA normalization method (affy package), generating a breast cancer meta-dataset. Gene annotation was obtained from brainarray custom CDF metadata packages, and the probe sets were converted to Entrez Gene Id and Symbol Id. Each dataset was analyzed separately to avoid platform and signal merging issues, and only the results were combined.

This breast cancer meta-data was used to compare with our HMGA1 dataset and CCNE2 expression.

To verify the correlation of the HMGA1-gene signature and breast cancer clinical data, a Mantel-Haenszel test was applied to the normalized meta-dataset (survival R package), and the Kaplan–Meier survival curve of distant metastasis-free survival (DMFS) of breast cancer patients classified according to the expression of HMGA1 signature was obtained. Moreover, Kaplan–Meier survival curves of DMFS of breast cancer patients were classified according to the expression of CCNE2 or HMGA1 using the survival package.

Moreover, we searched for the distribution of the gene expression intensities of HMGA1 signature across different breast cancer subtypes (stats R package) and the correlation between HMGA1 expression and the HMGA1 signature expression levels. The same were done for CCNE2 expression.

A subset of the meta-dataset was used to compare the gene expression data to the DMFS duration for the single regression Cox gene analysis. In particular, we used only the Affymetrics HGU133A platform data to avoid the platform type as a confounding variable in the models.

16.3.2 BREAST CANCER TCGA DATASET
Gene expression data for the breast cancer samples (TCGA data set) were obtained from the Memorial Sloan Kettering Cancer Genomics Portal (http://www.cbioportal.org/public-portal; last accessed on 6 July 2014). Beginning with the Breast Invasive Carcinoma data set (TCGA,
Provisional, \( n = 1037 \), each patient was classified as expressing high or low levels of YAP/TAZ profile genes and of the HMGA1 or CCNE2 genes. The genes comprising the YAP/TAZ signature are as follows: KRT34; STXBP6; OLR1; THBS1; INHBA; CTGF; SERTAD4; ANKRD1; HSD3B1; ORC1; CENPM; DAW1; ITGB2; IGFBP3; TGM2; ADAMTS1; BDNF; TMEM171; SERPINE2; PTGS2; CCDC18; PLCB4; DEPDC1B; ZBED2; MATN3; CCNA2; TBX2A2R; SERPINE1; SLIT2; BCAR4; ZWINT; RAD51; DIAPH3; MCM10; NAV3; SKA1; SHCBP1; RAD51AP1; DDAH1; RIMS2; RR2; CDC6; PRR16; DAB2; PLK4; ASF1B; KIF14; FMN2; CDC25C; and GINS2. Statistical independence between the different molecular conditions was calculated using Pearson’s Chi-squared contingency table tests in the R/Bioconductor environment.

16.4 GENE EXPRESSION-BASED OUTCOME FOR BREAST CANCER WEB TOOL (GOBO)
To evaluate the correspondence between the HMGA1 expression levels and breast cancer clinical data, we utilized the gene expression-based Outcome for Breast Cancer web tool (GOBO) (Ringner et al., 2011).

16.5 PROTEIN PHOSPHORILATION ANALYSIS
The protein phosphorylation data were obtained from the TCGA breast invasive carcinoma dataset via cBioPortal (http://www.cbioportal.org/public-portal/index.do). In particular, using CCNE2 as the gene of interest in the input form, we selected the proteins displaying differential phosphorylation according to the RPPA data.

17 PROMOTER ANALYSIS
Putative MARs were mapped using MAR-Wiz (http://genomecluster secs.oakland.edu/cgi-bin/mar-upload.cgi), with default parameters. Putative HMGA1 binding sites were obtained using MatInspector tool (http://www.genomatix.de/cgi-bin//eldorado/main.pl). The sequence analyzed is from +226 to –11430 of CCNE2 gene.

18 LUCIFERASE ASSAY
The assays were performed Dual-Luciferase® Reporter (DLR™) Assay system (Promega) according to the manufacturer's instruction. Because HMGA1 is not soluble in Passive Lysis Buffer (PLB), given with the kit, 1/6.6 of total cells resuspended in PBS were taken and after 5 minutes of centrifugation at 200 g the pellet containing cells were lysed with 20 µl of SDS sample buffer.
19 CHROMATIN IMMUNOPRECIPITATION

MDA-MB-231 cells were cross-linked in culture medium with 1% formaldehyde for 10 min, neutralized using 125 mM glycine in PBS for 5 min and washed in PBS. Nuclei were obtained by treatment with hypotonic buffer (5 mM Pipes pH 6.8, 85 mM KCl, 0.5% NP-40 and protease inhibitors) and centrifugation. The nuclei pellet was resuspended in RIPA 100 mM buffer (20 mM Tris-HCl pH 7.5, 100 mM NaCl, 1 mM EDTA, 0.5% NP-40, 0.5% Na-Deoxycholate, 0.1% SDS supplemented with protease inhibitors). Chromatin was sonicated (Digital Sonifier 250, Branson) at 30% potency for 80 seconds (10 seconds ON, 30 seconds OFF on ice for 8 times) to 500-800 bp average fragment size and precleared for 1 h at 4°C with protein A/G PLUS-Agarose (Santa Cruz Biotechnology). Agarose was removed by centrifugation and an aliquot of supernatant was taken as input. Chromatin was immunoprecipitated overnight at 4°C with anti-HMGA1 polyclonal antibody. As a negative control for immunoprecipitation, IgGs purified from rabbit serum were used (Abcam). DNA protein complexes were recovered with protein A/G and washed sequentially with RIPA 100 mM buffer, RIPA 250 mM buffer (20 mM Tris-HCl pH 7.5, 250 mM NaCl, 1 mM EDTA, 0.5% NP-40, 0.5% Na-Deoxycholate and 0.1% SDS), LiCl solution (10 mM Tris-HCl pH 8.0, 1 mM EDTA, 250 mM LiCl, 0.5% NP-40 and 0.5% Na-Deoxycholate) and TE. To reverse cross-linking, samples were incubated overnight at 65°C and after that RNase A (35 ng/µl) and proteinase K (90 ng/µl) treatment was performed for 2 h at 55°C (0.2%, SDS, 35 mM Tris HCl pH 6.5, 8.8 mM EDTA pH 8). In parallel, input was treated in the same way. After phenol/chloroform extraction and ethanol precipitation samples were resuspended in H2O.

20 STATISTICAL ANALYSIS

The data were analyzed via two-tailed Student's t tests, and the results were considered significant at a $P < 0.05$. The results are presented as the mean.
Results
1 HMGA1 EXPRESSION IN PRIMARY BREAST TUMORS

We started asking whether HMGA1 expression was enriched in a particular breast cancer subtype in primary tumors. Literature data reported that HMGA1 is overexpressed in 60% of sporadic ductal carcinomas (Chiappetta et al., 2004) and its protein expression positively correlates with a more advanced tumor grade (Flohr et al., 2003). Then, to analyze deeply the relation between HMGA1 expression and breast cancer, we have taken advantage from high-throughput analysis of breast cancer specimens, and thanks to the collaboration with the Bioinformatics Unit of LNCIB, we have evaluated the abundance of HMGA1 mRNA by performing a bioinformatics analysis of a primary breast cancer public microarray data collection composed by 1881 different samples. As shown in figure 1 panel A, HMGA1 mRNA levels were higher in the basal-like and HER2+ subtypes, which are more aggressive than luminal A and B and normal-like breast cancer subtypes. In addition, HMGA1 mRNA expression is strongly associated with oestrogen receptor-negative group of breast cancers, which is a characteristic status of basal-like and HER2+ subtypes (Fig. 1B). Finally, in agreement with literature data we have observed a positive association of HMGA1 mRNA with more advanced tumor grade (Fig. 1C). All these data suggest that HMGA1 is expressed more abundantly in the most aggressive breast cancer specimen.

Figure 1. Association of HMGA1 mRNA Levels with Subtype and Tumor Grade in Human Breast Cancers.
Boxplots of the distribution of the gene expression intensities of HMGA1 mRNA across different:
(A) breast cancer subtypes,
(B) ER-statuses and
(C) tumor grades.
Basal-like breast cancer subtype is one of the most aggressive and poor prognosis-linked subtypes. In fact, it tends to be highly metastatic, and because of the lack of ER, PR, and HER2 receptor expression, it is not treatable with conventional therapies (Foulkes et al., 2010). Therefore, since we found that HMGA1 mRNA expression was associated with it, we decided to investigate the role of HMGA1 protein in basal-like breast cancer. To do this we choose the highly metastatic oestrogen receptor-negative human basal-like breast cancer cell line MDA-MB-231, usually used as model for this breast cancer subtype, that expresses high levels of HMGA1 protein (Liu et al., 1999). To unravel the role of HMGA1 in breast cancer aggressiveness we decided to silence its expression exploiting the RNA interference (RNAi) system. As shown in figure 2, we efficiently knock-down HMGA1 protein both in the cellular system inducible for HMGA1 silencing based on short hairpin RNA (shRNA) and in the transient silencing based on small interfering RNA (siRNA) (Fig. 2 A and B). Surprisingly, after HMGA1 depletion, we observed strong morphological alterations to a more differentiated phenotype respect to control cells (Fig. 2C). Indeed, HMGA1-silenced cells (ShA1_1 and ShA1_3) displayed a flattened and polygonal morphology and grew as a highly ordered monolayer sheet, whereas control cells (ShCTRL) maintained a spindle-like fibroblastic phenotype (Fig. 2C upper panel). The same changes in morphology were observed also in MDA-MB-231 cells transiently silenced for HMGA1 expression (Fig. 2C lower panel). Consistently with the reversion to a more differentiated epithelial-like phenotype, we observed a weak but significant decrease in proliferation in HMGA1-silenced cells at day 5 after cell seeding when cells reached confluence (Fig. 2D), suggesting a reacquisition of cell-cell contact inhibition properties. To gain further insight into the potential role of HMGA1 in differentiation, we analyzed the effects of HMGA1 depletion in a 3D culture assay on Matrigel that allows appreciating cells organized in three dimensions. Interestingly, in HMGA1-depleted cells, the disorganized morphology, characteristic of tumor cells like MDA-MB-231, changed to acini-like spheroids with hollow lumens, typical of non-malignant breast epithelial cells (Fig. 2E two different magnification of the same field), confirming that HMGA1 may be involved in the tumor cell differentiation process. Epithelial to mesenchymal transition (EMT) is a central process in differentiation and in cancer development, where cells lose their polarity and global organization acquiring a fibroblastic-
like shape and a more motile and invasive behavior (Thiery, 2002). Thus, we investigated the role of HMGA1 expression in EMT in basal-like breast cancer cell lines. After HMGA1 depletion, we observed a drastic reorganization of the actin cytoskeleton of the cells.

Figure 2. HMGA1 Depletion Induces Phenotypic Changes in MDA-MB-231 Breast Cancer Cell Line.
(A) Western blot analysis of HMGA1 levels for different clones of the MDA-MB-231 inducible ShRNA cell lines after doxycycline addition. Two clones for each shRNA were selected. ShA1_1 and ShA1_3 are different clones obtained using two shRNA molecules targeting a region in the 3’UTR and the coding sequence of HMGA1, respectively, to avoid potential off-target effects. ShCTRL was obtained using a control shRNA.
(B) Western blot analysis of HMGA1 levels after transfection of the MDA-MB-231 with siCTRL, siA1_1 or siHMGA1 siRNA for 72 hours. In (A) and (B) β-actin was used as an internal control.
(C) Representative pictures of 2D morphology of MDA-MB-231 after HMGA1 depletion (ShA1_1 and ShA1_3 upper and siHMGA1 and siA1_1 below) respect to control (ShCTRL upper and siCTRL below). The scale bar represents 50 µm.
(D) Proliferation curves. Cells were counted every 24 hours for 5 days. The data are represented as the means ± SD (n=3). The presented data were obtained from two independent clones for MDA-MB-231 ShCTRL, ShA1_1 and ShA1_3.
Representative phase contrast pictures of 3D growth after 11 days in culture. In this panel are presented two different magnifications of the same field. The scale bar represents in the upper part of panel is 100 µm and in the below panel is 50 µm.

***P < 0.001; two-tailed Student’s t-test

analyzed. Indeed, F-actin became more cortical and there was a reduction of stress fibers (Fig. 3 A, C and D), a symptom of a mesenchymal to epithelial transition (Banerjee et al.). In addition, we observed the down-regulation of mRNA encoding the mesenchymal marker vimentin (Palvimo and Linnala-Kankkunen) in MDA-MB-231 and in MDA-MB-468, another breast cancer basal-like cell line (Fig. 3B). EMT is a process induced by many pathways, including Notch and Wnt/β-catenin signaling. We observed that the expression of mRNAs encoding key players in the Notch pathway such as JAG1 and HES1 (Li et al., 2013) in HMGA1-depleted cells were downregulated at different extent in the cell lines analyzed (Fig. 3B). Moreover, concomitantly with the F-actin reorganization, there was a translocation of β-catenin to cell-cell contacts (Fig. 3 C and D), indicating a possible participation of HMGA1 in the Wnt canonical signaling and supporting the hypothesis of its involvement in MET.

In 2008 Mani and colleagues demonstrated a strong connection between EMT and cancer stem cell phenotype. Indeed, cells that undergo EMT may acquire stem cell properties showing also tumor initiating capability (Mani et al., 2008). Thus, given that we showed that HMGA1 is involved in MET, we asked whether HMGA1 influenced cancer stem cell population and then its self-renewal capacity. One of the most used assays to test stem cell properties of breast cancer cells is mammosphere-formation assay in which the pool of cancer stem cells forms mammospheres under non-adherent condition (Shaw et al., 2012). Mammospheres appear as spheres in which single cells are difficult to detect, forming a very compact structure. MDA-MB-231 cells are known to possess a sub-population of CSCs that forms mammospheres in this type of assay (Wang et al., 2014). After HMGA1 depletion in MDA-MB-231, we observed a strong reduction in mammosphere formation and dimension (Fig 3E). Self-renewal is one of the main features of stem-cells and to evaluate it, it is necessary to dissociate the primary mammospheres into single cells and reseed them to assess their ability to form secondary mammospheres (Shaw et al., 2012). HMGA1 depletion maintained mammosphere inhibition in the subsequent passages, demonstrating that HMGA1 decreases the self-renewal capacity of mammosphere-forming cells. Instead the control cells maintained the self-renewal potential at least until third passage (Fig. 3F). These data suggest
that HMGA1 is involved in the growth and self-renewal capacity of breast cancer stem cells in a process linked to EMT.

Figure 3. HMGA1 Modulates EMT in Basal-Like Breast Cancer Cell Lines and Stem Cell Properties in MDA-MB-231.
(A) Representative images of MDA-MB-231 induced for ShCTRL, ShA1_1 and ShA1_3 were stained with phalloidin (green) to visualize F-actin. Nuclei were stained with Hoechst (blue). Images were taken at X 60 magnification.
(B) The down-regulation of selected genes after HMGA1 silencing (gray bar) in MDA-MB-231, MDA-MB-157 and MDA-MB-468 was measured using qRT-PCR. Expression was normalized to the levels in cells that had been transfected with control siRNA. GAPDH was used as an internal normalizer. The data are represented as the means ± SD (n=3).
(C) and (D) Representative images of MDA-MB-231 (C) and MDA-MB-157 (D) cells that have been transfected with control (siCTRL) and HMGA1 (siHMGA1) siRNA and that were stained with phalloidin (green) to
visualize F-actin. Immunofluorescence for β-catenin was shown (red). Nuclei were stained with Hoechst (blue). Images were taken at X 60 magnification.

(E) Representative phase contrast pictures of mammosphere growth after 12 days in culture. The scale bar represents 100 µm.

(F) In vitro quantification of mammospheres that were formed by the cells described in (E). *P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.

3 SILENCING OF HMGA1 REDUCES PRO-METASTATIC FEATUREs OF HUMAN BREAST CANCER CELLS

The ability of cancer cells to metastasize distant organs is one of the hallmarks that characterize carcinomas and it is the major cause of death for this disease being responsible for more than 90 percent of the cancer related mortality (Hanahan and Weinberg, 2000). How a cancer cell acquires the ability to metastasize is still unclear. It is widely accepted that EMT play a critical role in this context sustaining invasion and conferring migration skills to cells (Kalluri and Neilson, 2003). In addition, given that EMT and CSCs are interconnected and CSCs have tumor initiating potential, we asked whether HMGA1 depletion impact on cell metastatic potential.

First we investigated if HMGA1 silencing impairs migration in several basal-like breast cancer cell lines such as MDA-MB-231, MDA-MB-157 and MDA-MB-468. To assess its involvement, we performed trans-well migration assay in which cells that have motile properties pass through a porous membrane. After HMGA1 depletion all the three cell lines showed a strong reduction, more than 50% compared to controls, in trans-well migration (Fig. 4A). Moreover, we confirmed the inhibitory effect of HMGA1 knockdown on migration in MDA-MD-231 in wound healing-induced migration assay (Fig. 4B) and we demonstrated that this effect was strictly dependent on HMGA1 because the reintroduction of a siRNA-resistant HMGA1 construct almost entirely rescued cell migration (Fig. 4C). This assay allows following cell migration in 2D confluent cell culture after scratching it with a tip, and moreover, it permits to highlight how cells migrate. As described in introduction, cells may migrate in a collective, mesenchymal or amoeboid ways. Polarized epithelial cells, which have intact cell-cell contacts, move collectively in sheet, while mesenchymal cells migrate individually (Friedl and Wolf, 2008). Indeed, through high magnification, we observed that HMGA1-depleted MDA-MB-231 cells migrated collectively to the wound center in wound healing assay, a finding that is consistent with the re-acquisition of a polarized epithelial phenotype, whereas control cells moved individually (Fig. 4D). To deepen this aspect, we used a cell dispersion assay to simulate in 2D the metastatic spreading of cells from the
primary tumor to surroundings. This assay underlined that HMGA1-depleted cells grow in a monolayer as well-defined colonies, while control cells formed not-defined colonies in which cells break the colony boundaries (Fig. 4E).

Figure 4: HMGA1 Depletion Inhibits Pro-Metastatic Properties of Breast Cancer Cells in vitro.
(A) Transwell migration assays in MDA-MB-231, MDA-MB-157 and MDA-MB-468 cells transfected with control (siCTRL) and HMGA1 (siHMGA1) siRNA. Cells migrated through the porous membrane were fixed after 16 hours from the seed. The data are represented as the means of the percentage of the number of cells relative to control ± SD (n=3). Under the graph the western blot analysis of the HMGA1 levels after transfection of the MDA-MB-231, MDA-MB-157 and MDA-MB-468 cells with siCTRL or siHMGA1. Actin was used as an internal control.
(B) Representative pictures from the scratch wound-healing assay, performed with HMGA1-depleted (ShA1_1 and ShA1_3) and control (shCTRL) cells. The scale bar represents 100 µm. Quantification of the scratch wound-healing assay is shown. The data are represented as the means of the percentage of wound closure at 8 hours relative to control ± SD (n=3).

(C) The scratch wound-healing assay in MDA-MB-231 cells that have been cotransfected with control (siCTRL) or HMGA1 (siA1_1) siRNA and vectors expressing siRNA-resistant HA-HMGA1a were presented. The empty vector (-) was used as a negative control. The data are represented as the means of the percentage of wound closure relative to control ± SD (n=3). Under the graph the western blot analysis of the endogenous and transfected (HA-HMGA1) HMGA1 levels in the MDA-MB-231 cells used in the scratch experiment was reported. Actin was used as an internal control.

(D) Representative pictures illustrating that the MDA-MB-231 cells in which HMGA1 (ShA1_1 and ShA1_3) was depleted move as a coherent group. The scale bar represents 50 µm.

(E) Representative pictures of the cell dispersion assay. The scale bar represents 50 µm.

(F) Transwell invasion assays in the cells shown in (A). Cells migrated through the Matrigel and the porous membrane, were fixed after 24 hours from the seed.

(G) Quantification of anchorage-independent growth in soft-agar. The data are represented as the means ± SD (n=3). On the right representative pictures of soft-agar assay.

*P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.

The second main question about the involvement of HMGA1 in metastatic potential was about the impact of HMGA1 on invasion and survival skills out of the primary tumor. Using Matrigel-coated trans-well assay we tested the ability of HMGA1-silenced MDA-MB-231, MDA-MB-157, and MDA-MB-468 to invade, since cells have to degrade the matrix to cross the porous membrane. The depletion of HMGA1 conferred a strong inhibition of this property in all cell lines tested (Fig. 4F). Cell survival outside of the primary tumor depends on the process of anchorage-independent growth, which is a key aspect of the tumor phenotype. Through in vitro soft agar assay analysis, we observed that inhibition of HMGA1 expression dramatically suppressed the ability of MDA-MB-231 cells to form colonies in soft agar (Fig. 4G), demonstrating that HMGA1 is required for the survival and proliferation of breast cancer cells in the absence of external stimuli.

All these data, obtained through in vitro assay, suggest an involvement of HMGA1 in metastatic processes. Then, we asked whether HMGA1 supports this role in in vivo mouse models. The experiments were done using Severe Combined ImmunoDeficiency (SCID) mice, that are widely used as model in malignant disease transplant study because of the impairment of immune-system. We took advantage of MDA-MB-231 cell lines inducible for the expression of HMGA1 specific shRNAs (ShA1_1) and with controls (shCTRL) that were genetically engineered to express the firefly luciferase reporter gene. Once injected in mice these cells could be easily detect after D-luciferin administration, through in vivo
bioluminescence imaging (BLI), monitoring tumor growth and metastasis formation. All the following experiments were done in collaboration with Dr. Rosato at the Department of Surgery, Oncology and Gastroenterology, University of Padova.

Figure 5. HMGA1 Depletion Suppresses Metastasis in vivo in a Mouse Xenograft Model.

(A) MDA-MB-231 ShCTRL and ShA1_1 cells carrying the firefly luciferase reporter gene were injected into the tail veins and mice were analyzed for metastasis using bioluminescence. Three representative mice from each group exhibiting metastasis are shown in the left panel with the corresponding averages of the total flux analyses of 12 mice for each group. Representative ex vivo images of the excised lungs and corresponding averages of the total flux analyses are shown on the right. Analyses were performed at day 26 after cell injection. The data are represented as the means ± SD (n=12 for each group of mice).

(B) MDA-MB-231 ShCTRL and ShA1_1 cells carrying the firefly luciferase reporter gene were injected into the fat pad. Three representative mice showing primary tumors detected in vivo and the corresponding averages of the total flux analyses are shown on the left. Shown on the right are the metastases detected in vivo and the corresponding averages of the total flux analyses. Here, the lower portion of each animal was shielded before reimaging to minimize the bioluminescent signal from the primary tumor.

(C) The number of metastatic lymph nodes (left) and the average weights of the lymph nodes (right) excised from mice injected with cells in the fat pads. The lymph node weight data are represented as the means ± SD (n=21 for ShCTRL mice and n=21 for ShA1_1 mice).

(D) Representative ex vivo images of the lungs excised from mice that had been injected with cells in the fat pad and the corresponding averages of the total flux analyses are shown. For (B) and (D), the analyses were performed at day 40 after cell injection. The data are represented as the means ± SD (n=19 for ShCTRL mice and n=21 for ShA1_1 mice).

*P < 0.05, **P < 0.01, ***P < 0.001.
Firstly, we examined the impact of HMGA1 on metastatic dissemination after tail vein xenograft in mice. After two weeks we observed a strong reduction in BLI signal in the lung regions of animals that had been injected with HMGA1-depleted cells (Fig. 5A, left) with respect to control cells. These data were confirmed via bioluminescence analysis of explanted lungs (Fig. 5A, right). These results suggested an active regulation of the metastatic process in breast cancer by HMGA1. However, we considered these results as preliminary data, because intravenous injection of tumor cells bypasses several critical steps of the metastatic cascade, including invasion of the tumor border and intravasation into the vasculature. Then, we asked whether HMGA1 silencing impaired metastasis in a more physiological experimental model that summarize different steps of the metastatic process, from tumor growth to dissemination to distal metastasis formation. To this aim, cells were injected subcutaneously into the fat pad of SCID mice. Results indicated that HMGA1 knockdown did not affect tumor growth (Fig. 5B, left). Conversely, we observed a significant reduction in the BLI in the region associated with tumor colonization of the regional homolateral axillary lymph nodes (Fig. 5B, right), the primary site of metastatic dissemination (Nathanson et al., 2010). Indeed, although 14 of 21 control mice displayed lymph node metastasis at this site, only 2 of 21 HMGA1-depleted mice were positive (Fig. 5C, left). Consistently with this observation, we detected a strong reduction of lymph node weight (FIG. 5C, right). Accordingly, we observed a dramatic reduction in lung colonization in mice injected with cells silenced for HMGA1 respect to control mice. Indeed, ex vivo BLI analysis of the lungs confirmed these data (Fig. 5D).

Both in vitro and in vivo data underline a clear involvement of HMGA1 in breast cancer metastatic processes.

4 DEFINITION OF THE PROGNOSTIC HMGA1-GENE SIGNATURE

HMGA1 is a chromatin architectural factor able to bind DNA and to regulate gene transcription (Reeves, 2001). Taken advantage of microarray technology, that allows to compare the expression level of thousands of genes at the same time in different conditions, we examined the functional involvement of HMGA1 in breast cancer malignancy. Therefore, we asked whether HMGA1 altered the transcriptional program in MDA-MB-231 cell line comparing the transcriptional profile of these cells in presence and after silencing of HMGA1. Thanks to the collaboration with Bioinformatics Unit of LNCIB, we were able to highlight
two cluster of genes which change after HMGA1 depletion in MDA-MB-231: a small group of 38 genes that were most upregulated and a larger group containing 130 most downregulated genes.
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**Figure 6. HMGA1-Gene Signature Correlates with Breast Cancer Aggressiveness in Breast Cancer Meta-dataset.**

(A) The results of the cluster analysis for the genes obtained from differential genes analysis from microarray analysis of MDA-MB-231 breast cancer cells after HMGA1 depletion for 72 hours are displayed.

(B) Downregulation of selected genes after HMGA1 silencing was measured by qRT-PCR. Expression was normalized to the level in MDA-MB-231 cells transfected with siCTRL; GAPDH was used as a normalizer. Data are presented as the mean ± SD (n=3).

(C) Kaplan–Meier survival curve of time to distant metastasis (TDM) for breast cancer patients who were classified according to HMGA1 expression. Red line: cases with high HMGA1 expression; blue line: cases with low HMGA1 expression.
Correlation between HMGA1 and HMGA1-gene signature expression. We classified all of the breast cancer samples (from the public microarray datasets used in previous analyses) using the expressions of HMGA1 or corresponding signature obtained by our microarray experiments to evaluate their association. The mosaic plot shows the proportion of the four possible groups (High_HMGA1-High_HMGA1_signature, High_HMGA1-Low_HMGA1_signature, Low_HMGA1-High_HMGA1_signature, and High_HMGA1-Low_HMGA1_signature) along with the number of samples in each group. Statistical analysis (using the Pearson's Chi-squared test) showed a significant correlation ($p < 2.2e^{-16}$).

(E and F) Boxplots of the distribution of the gene expression intensities of the HMGA1-gene signature across different breast cancer subtypes (intrinsic subtypes or Grades 1, 2 or 3).

* $P < 0.05$, ** $P < 0.01$, *** $P < 0.001$; two-tailed Student’s t-test.

regulated genes (Fig. 6A, Table 1 upregulated genes, Table 2 downregulated genes, in Appendix). The last cluster contains genes that could be positively regulated by HMGA1 and the fact that this is the largest group is consistent with the predominantly function of HMGA1 as a transcriptional activator (Reeves, 2001). We selected a pool of genes among the most downregulated and confirmed through qRT-PCR their decrease in expression after HMGA1 depletion (Fig. 6B).

Microarray experiments produce an extensive quantity of data that have to be managed in order to identify groups of genes with a similar function, which could describe a specific phenotype. We used two different tools: first, the Database for Annotation, Visualization and Integrated Discovery / Expression Analysis Systematic Explorer (DAVID/EASE) that provides a comprehensive set of functional annotation tools to handle large lists of genes. The second tool considered was Ingenuity Pathway Analysis (Chiappetta et al.), which allows interactive pathway analysis of complex ‘omics’ data. Both tool outputs suggest that HMGA1 depletion affected genes involved in cell cycle, cancer, cellular movement and metabolism (Table 3 in Appendix).

Because we were interested in the analysis of the transcriptional program induced by HMGA1 we focused our attention on downregulated genes after HMGA1 depletion and we asked whether these genes were linked to tumor aggressiveness. The 130 downregulated genes were analyzed using the Oncomine web tool, which allows to investigate cancer transcriptome data and in particular if there are any associations between the list of gene of interest and the gene expression profiles of different cancer types present in the database (Rhodes and Chinnaian, 2004). Interestingly, this analysis revealed a higher expression of the 130 genes in tumor tissue vs. normal tissue (ratio 89/6), and in bad vs. good clinical outcome (ratio 55/4), primarily in breast cancer (ratio 31/0) (Table 4 in Appendix). These results suggest a possible clinical correlation for the genes downregulated after HMGA1 silencing. Hence, to deepen
this aspect, we performed Kaplan-Meier survival analysis on the 130 HMGA1-downregulated genes in a breast cancer meta-dataset consisted of more than 2000 patients for which were available gene expression data and clinical value. We observed a significant correlation with clinical outcome in terms of Time to Distant Metastasis (TDM). Indeed, patients expressing high levels of these genes displayed a shorter TDM (Fig. 6C). Moreover, the higher expression of 130 genes correlated with HMGA1 mRNA levels (Fig. 6D) and associated with basal-like subtypes and high-grade breast cancer as HMGA1 expression (Fig. 6 E and F). All together these results show that HMGA1 orchestrates a specific transcriptional program in basal-like breast cancer that confers high malignant characteristics to the tumor, defining the 130 genes downregulated after HMGA1 depletion as an HMGA1-gene signature in breast cancer. Therefore, we asked whether this signature could be an independent predictor of clinical outcome. Cox multivariate analysis was applied showing that the HMGA1-gene signature was a significant (p<0.05) independent prognostic factor together with ER status, lymph node impairment and tumor size in a cohort of 586 patients (Table 5 in Appendix). Because of the small number of clinical variables in this cohort, we decided to investigate a second independent cohort of patients (n=115) that had more clinical variables available. Concordantly with the first analysis, the HMGA1-gene signature added prognostic information to clinical variables commonly used in practice (Table 6 in Appendix). These data suggest that HMGA1 plays a central role in breast cancer aggressiveness by modulating a specific gene network that behaves as a prognostic signature.

5 FUNCTIONAL ROLES OF HMGA1-GENE SIGNATURE
All results, previously showed, demonstrate the involvement of HMGA1 in the reversion of the malignant phenotype to a more differentiated and epithelial phenotype supporting its participation in EMT and in breast cancer stem cell promotion. The contribution of HMGA1 in these processes ultimately leads to regulation of migration and invasion, key properties of the metastatic disease. Moreover, HMGA1 modulates a gene network that can be used to stratified patients who develop metastasis earlier and whose expression is prominent in high grade metastatic breast cancers. Given these data, we asked the functional roles of HMGA1-gene signature, analyzing more in detail its genes. Firstly, we observed the presence of several genes involved in EMT and cancer stem cell, as for example CD24 (Ponti et al., 2005), IL1R1 (Franco-Barraza et al., 2010), SERPINE1 (Hogan et al., 2013), LIFR (Pitman et al., 2004), LEF1 and SET8. Of particular interest, LEF1 and its partner SET8 cooperate in complex with
β-catenin in the Wnt canonical pathway sustaining EMT and stem cell properties. We confirmed the down-regulation of LEF1 and SETD8 mRNA using qRT-PCR in MDA-MB-231 and MDA-MB-157 after HMGA1 depletion (Fig. 7A) whereas β-catenin mRNA levels did not change (Fig. 7A, upper). However, as previously shown we observed β-catenin re-localization from nucleus to cell-cell contacts, suggesting a clear involvement in this pathway.

Figure 7. HMGA1 Promotes a Molecular Program Linked to EMT, Stem Cell and Migration Properties.

(A) Down-regulation of Wnt-related genes after HMGA1 silencing was measured using qPCR in MDA-MB-231 and MDA-MB-157. Expression was normalized to the levels in control siRNA cells. GAPDH was used for normalization. The data are represented as the means ± SD (n=3).

(B) The scratch wound-healing assay in MDA-MB-231 cells transfected with control siRNA (negative control, NC) or siRNA specific for each analysed gene. The data are represented as the means of the percentage of wound closure relative to control ± SD (n=4).

*P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.

Then, we investigated the involvement of HMGA1-gene signature in the regulation of migration abilities. In order to select a pool of genes to be tested for motility properties we ordered the genes present in the HMGA1-gene signature considering their correlation between their expression levels and the clinical data concerning patient poor prognosis. Thus, we constructed corresponding Cox proportional hazards model using public datasets of breast cancer gene expression. Therefore, we selected eight of the most differentially expressed genes that were also most correlated with clinical data outcomes (i.e., GTSE1, AURKB, CENPF, MLF1IP, DEPDC1, KIF23, KIF4A and CCNE2) and we explored their role in cell motility silencing their expression (via siRNA) in MDA-MB-231 and performing wound
healing assay. These genes are associated with the microtubule network, cytoskeletal organization and cell cycle but less is known about their involvement in cell movement. Beside their already known function, we observed that silencing of six of the eight genes (GTSE1, AURKB, CENPF, DEPDC1, KIF23 and CCNE2) significantly reduced cell migration (Fig. 7B). These results sustain previous observations that place HMGA1 as a center node in a molecular network that sustains the invasiveness of breast cancer cells.

6 HMGA1 REGULATES CCNE2 IN BREAST CANCER CELL LINES
CCNE2 is the gene that codified for Cyclin E2, the second member of the E-type cyclin family, crucial proteins involved in cell cycle that act through the association and activation of Cyclin Dependent Kinase (CDK). CCNE2 expression depends on the cell cycle stage and globally peaks at late G1 until the end of S phase concurrently with DNA replication differently to CCNE1 which expression decreases during S phase (Caldon et al., 2013). In breast cancer, CCNE2 is frequently overexpressed, leading to genomic instability without affecting mitotic progression (Caldon et al., 2013). Of interest, besides its known role in cell cycle, CCNE2 takes part in several prognostic signatures that predict a shorter metastasis-free survival or relapse-free interval in breast cancer patients (Sotiriou et al., 2006; van ’t Veer et al., 2002; Wang et al., 2005). Therefore, CCNE2 is involved in breast cancer progression and aggressiveness but how it contributes to the disease is still unknown. We found that CCNE2 is present in our HMGA1-gene signature. It is one of the most regulated genes by HMGA1 and it is one of the most highly correlated genes with poor clinical outcome (Fig. 8A). Thus, we decided to deepen the relation between HMGA1 and CCNE2 and their role on breast cancer aggressiveness. Firstly, we investigated whether HMGA1 regulates directly or indirectly CCNE2. We confirmed the down-regulation of CCNE2 expression after HMGA1 silencing in MDA-MB-231 and in MDA-MB-157 breast cancer cell lines. In both cell lines, depletion of HMGA1 caused a significant decrease of CCNE2 expression at mRNA (Fig. 8B) and protein level (Fig. 8C). This observation was further established using a second independent siRNA targeting a different region of HMGA1 mRNA in MDA-MB-231 cell line (Fig. 8C). Moreover, the overexpression of HMGA1a tagged with Green Fluorescence Protein (GFP) was able to upregulate the expression of endogenous CCNE2 mRNA in the same cell line (Fig. 8D). Subsequent, because HMGA1 is a chromatin architectural factor and works predominantly binding DNA and controlling gene transcription, we asked whether HMGA1
regulates directly CCNE2 gene expression by binding to its promoter. To answer this question, we performed Chromatin Immuno Precipitation (ChIP) assay of HMGA1 in MDA-MB-231 cells and we designed primers to detect three different regions spanning from 9.0 kb before CCNE2 transcriptional start site (TSS) to CCNE2 TSS. The first region includes CCNE2 proximal promoter (primers designed to detect a region from -368 to -246), the second and the third are AT-Rich Region (named AT-RR), whose primers were designed

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>ProbeID</th>
<th>Fold Change</th>
<th>P Value</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCAPG</td>
<td>non-SMC condensin I complex, subunit G</td>
<td>218662_s_at</td>
<td>-4.07</td>
<td>2.5E-10</td>
<td>11.28</td>
</tr>
<tr>
<td>MLF1P</td>
<td>MLF1 interacting protein</td>
<td>218883_s_at</td>
<td>-6.64</td>
<td>6.8E-12</td>
<td>9.98</td>
</tr>
<tr>
<td>CCNE2</td>
<td>cyclin E2</td>
<td>205034_at</td>
<td>-4.86</td>
<td>1.8E-09</td>
<td>9.81</td>
</tr>
<tr>
<td>CENPF</td>
<td>centromere protein F, 350/400kDa (mitosin)</td>
<td>207331_at</td>
<td>-4.14</td>
<td>7.3E-09</td>
<td>8.63</td>
</tr>
<tr>
<td>KIF23</td>
<td>kinesin family member 23</td>
<td>204709_s_at</td>
<td>-5.01</td>
<td>2.4E-11</td>
<td>8.57</td>
</tr>
</tbody>
</table>

Figure 8. HMGA1 Mediates CCNE2 Expression.
(A) 130 HMGA1-gene signature genes were ranked in order to the overall survival. The top five genes are shown.
(B) CCNE2 mRNA expression was measured after 72 h of HMGA1 silencing (siHMGA1) in MDA-MB-231 and MDA-MB-157 cells using qRT-PCR. The level of CCNE2 expression in HMGA1 silenced cells was compared to that in cells transfected with control siRNA (siCTRL). GAPDH was used for normalization. The data are represented as the mean±SD (n = 3).
(C) CCNE2 protein expression was analyzed after 72 h of HMGA1 silencing (siHMGA1 or siA1_1) in MDA-MB-231 and (siHMGA1) in MDA-MB-157 cells. A representative Western blot is shown. ß-actin was used as a loading control.
(D) HMGA1 3’UTR, CDS and CCNE2 mRNA expression was measured after 30 h of GFP-HMGA1a overexpression in MDA-MB-231. 3’UTR amplification detects only endogenous HMGA1 while CDS amplification detects both endogenous and overexpressed HMGA1 mRNA because pEGFP-N1 HMGA1a vector contains only the HMGA1a coding sequence without 3’UTR. Levels of each mRNA were compared to that in cells transfected with control vector (GFP). GAPDH was used for normalization. The data are represented as the mean±SD (n = 3).
*P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.
to detect a region from -2833 to -2714 (AT-RR1) and from -8606 to -8469 (AT-RR2). We chose these two regions because of their unusual AT-rich composition, which is of 62% for AT-RR1 and 55% for AT-RR2. HMGA1 classically binds the minor groove of DNA in AT-rich region. In particular, it is known that HMGA1 is able to bind Scaffold/Matrix-Attachment-Region (S/MAR) regulating gene expression (Chavali et al., 2011). Using the MAR-Wiz tool, we analyzed the presence of S/MAR throughout the 11.0 kb before the TSS of CCNE2 finding that AT-RR2 is calculated as a S/MAR (Fig. 9A). Moreover, using MatInspector analysis, we highlighted the presence of several HMGA1 binding sites in this region and in AT-RR1 (Fig. 9A red arrows). The results of the two bioinformatics tools suggested that AT-RR1 and AT-RR2 could be putative regulatory elements in the regulation of CCNE2 by HMGA1. ChIP experiments showed that HMGA1 bond AT-RR1 and AT-RR2, suggesting that it could act through these regulatory regions (Fig. 9B). Moreover, HMGA1 was able to bind also the proximal promoter of CCNE2 (Fig. 9B). ChIP experiments allow researchers to identify whether a DNA binding protein binds a specific DNA region in vivo. To test if the binding of HMGA1 on CCNE2 proximal promoter regulates gene transcription, we performed luciferase assay overexpressing HMGA1a in Hek-293 cells, together with a luciferase reporter gene construct containing the promoter region of CCNE2 (from –580 to +226 nt) cloned upstream the firefly luciferase gene. The overexpression of HMGA1a was able to increase the activity of the promoter while a deletion mutant ΔCCNE2 (containing the region spanning from +1 to + 223) had a much lower basal activity and it was weakly induced by HMGA1a (Fig. 9C). Consistently, the silencing of endogenous HMGA1 expression was able to decrease the promoter activity of the reporter gene (Fig. 9D).

Next, we asked whether the relationship between HMGA1 and CCNE2 observed in MDA-MB-231 and MDA-MB-157 was confirmed in breast cancer patients in terms of co-expression correlation with respect to different breast cancer grades and subtypes, and analyzing the ability of two genes to stratify patients with distant metastasis free survival (DMFS). These analyses were done in collaboration with Bioinformatics Unit of LNCIB.
Figure 9. HMGA1 Regulates CCNE2 Expression by Binding its Promoter.
(A) MAR potential analysis by MAR-Wiz tool of sequence from -11430 to +226 of CCNE2 5’flanking region. Gray boxes correspond to AT-rich regions. Red arrows indicate the HMGA1 putative binding sites calculated with MatInspector tool.
(B) Chromatin immunoprecipitation analysis of HMGA1 binding to CCNE2 promoter from MDA-MB-231 cells. Chromatin was immunoprecipitated with anti-HMGA1 antibody or rabbit purified IgG as negative control. Promoter occupancy was analyzed by qPCR amplifying three different regions: AT-RR2 (from -8606 to -8469), AT-RR1 (from -2833 to -2714) and CCNE2 promoter (from -368 to -246) and calculated as percentage of input chromatin bound (n = 3).
(C) HEK293 cells were transiently cotransfected with the luciferase reporter plasmid CCNE2 or ΔCCNE2 in combination with the expression plasmid pcDNA3HA or pcDNA3HA-HMGA1a. pRL-CMV Renilla luciferase expression vector was included to normalize for transfection efficiencies. Values are reported as relative luciferase activity comparing to cells transfected with the reporter vector CCNE2 and pcDNA3HA. The data are represented as the mean±SD (n > 5). Below the graph is reported the Western blot of HA-HMGA1a.
(D) Luciferase assay on HEK293 silenced for HMGA1 and transfected with luciferase reporter plasmid CCNE2. Below the graph is reported the Western blot of HA-HMGA1a.
*P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.

First, breast cancer samples from the meta-dataset or from TCGA dataset were stratified according to the relative expression levels of HMGA1 and CCNE2. As shown in the two contingency tables there was a significant difference in patient distribution in both datasets (meta-dataset: chi-square, P < 10^{-15}, TCGA-dataset: chi-square, P < 10^{-8}) (Fig. 10A). Moreover, when patients present in meta-dataset were classified according to grade and molecular subtype, high co-expression of CCNE2 and HMGA1 was found in Grade 3 breast cancer and in the more aggressive breast cancer subtypes such as luminal B and basal-like...
Lastly, we performed a Kaplan-Meier survival analysis considering the probability of developing distant metastasis (DMFS) in the case of high or low expression of HMGA1 and CCNE2 alone or together. We observed that patients expressing high levels of both genes displayed a significantly higher probability ($P < 10^{-15}$) of developing distant metastasis than patients expressing low levels of both genes (Fig. 10D, red line vs. green line), suggesting that the HMGA1-CCNE2 axis confers an aggressive phenotype to the tumor. Take alone HMGA1 was highly expressed in patients with a better DMFS when CCNE2 expression levels were low (orange line), whereas CCNE2 alone correlated with a poor prognosis when HMGA1 expression levels were low (blue line). Therefore, CCNE2 participated to breast cancer aggressiveness even alone.
Figure 10. CCNE2 Expression Correlates with HMGA1 Expression in Breast Cancer Sample of Patient and Tumor Aggressiveness.
(A) Contingency table frequencies of breast cancer (BC) samples (meta-dataset (up) and TCGA dataset (down)) classified as having high or low levels of HMGA1 and/or CCNE2.
(B) Mosaic plot showing the expression of HMGA1 and CCNE2 in breast cancer samples. The samples were stratified based on tumor grade and the expression of these two genes (higher or lower that the mean expression of the given gene in the meta-dataset). The table shows the number of samples for each category.
(C) Mosaic plot showing the expression levels of the two genes in the breast cancer Meta-dataset. Patients are stratified based on the cancer subtype. The table shows the number of samples for each category.
(D) Kaplan–Meier survival curves showing the relevance of CCNE2 and HMGA1 expression to clinical outcome, specifically DMFS. The patients were stratified based on the expression of these two genes.

Indeed, there is a subset of patients expressing high CCNE2 and low HMGA1 levels, in which CCNE2 may be regulated by other still unknown transcriptional regulators. Thus, these results clearly show that HMGA1 regulates CCNE2 in breast cancer cell lines by binding to the CCNE2 promoter and their co-expression may mediate oncogenic properties of breast cancer conferring a shorter DMFS in breast cancer patients.

7 CCNE2 MEDIATES CELL MOTILITY OF BREAST CANCER CELLS DOWNSTREAM OF HMGA1 WITHOUT AFFECTING CELL GROWTH

CCNE2 belongs to E-cyclin family and its conventional roles include cell cycle regulation through CDK2 activation. For this reason, we initially investigated whether CCNE2 affected cell proliferation in basal-like breast cancer cell lines MDA-MB-231 and MDA-MB-157. To assess the involvement of CCNE2 in this process we efficiently silenced its expression using two siRNA targeting two different regions of its mRNA (Fig. 11A) and then, we evaluated cell proliferation through MTS assay. CCNE2 depletion did not significantly alter proliferation both in MDA-MB-231 and MDA-MB-157 cells (Fig. 11B), suggesting that CCNE2 mediates breast cancer aggressiveness in an unconventional way. In agreement with these data, cell cycle analysis did not show strong changes in cell cycle, revealing only a slight accumulation of cells in G0/G1 phase only in MDA-MB-157 cell line (Fig. 11C). Thus, CCNE2 involvement in cell cycle progression seems to be very limited in basal-like breast cancer cell lines. As said above, CCNE2 is expressed in several prognostic gene expression profiles that predict a shorter metastasis-free survival, indeed is one of the six genes for the molecular detection of circulating tumor cells in the blood of female cancer patients and previously data suggest its possible involvement in migration (Girardini et al., 2011).
Moreover, we demonstrated with the previous experiments that HMGA1 acts principally in regulating cell motility and invasiveness in breast cancer cells. Thus, we asked whether CCNE2 had a functional importance in cell motility and invasiveness in breast cancer cells and if it acts downstream of HMGA1. Therefore, we silenced CCNE2 expression in MDA-MB-231 and in MDA-MB-157 and we performed wound-healing assay and trans-well assay.

![Western blot analysis of CCNE2 levels after 72 hours from transfection of the MDA-MB-231 (left) and MDA-MB-157 (right), with siCTRL, siCCNE2a or siCCNE2b. In (A) and (B) β-actin was used as an internal control.](image1)

![MTS assay in MDA-MB-231 and MDA-MB-157 silenced for CCNE2 with siCCNE2a and siCCNE2b. Metabolic activity was followed every 24 hours until 72 hours. Data are presented as means ± SD (n≥4).](image2)

![Cell cycle was analyzed for DNA content by propidium iodide staining in MDA-MB-231 and MDA-MB-157 after 72 hours from CCNE2 silencing with siCCNE2a and siCCNE2b. Data show the means of the percentage of cells in the different cell cycle phases ± SD (n=5).](image3)
Interestingly, depletion of CCNE2 significantly impaired motility ability of these cells both in 2D and in 3D migration (Fig. 12 A and B). Moreover, using Matrigel-coated inserts, all cell lines tested showed a dramatic decrease of invasion properties after CCNE2 knock down (Fig. 12C). These results clearly demonstrate the involvement of CCNE2 in pro-metastatic skills of breast cancer cells. Next, we tested whether CCNE2 acts as a downstream effector of HMGA1-induced cell migration. We reintroduced CCNE2 expression using an expressing vector in which we cloned a tagged form of it (HA-CCNE2) transfected in MDA-MB-231 cells previously depleted for HMGA1 expression and we performed wound-healing assay. We observed a rescue of the migration ability of the cells silenced for HMGA1 to levels similar to control cells (Fig. 12D). All these results demonstrate for the first time that CCNE2 plays a role in promoting cell migration and invasion in highly aggressive basal-like breast cancer cell lines downstream of HMGA1.
Figure 12. CCNE2 Silencing impairs Migration and Invasion of Basal-like Breast Cancer Cells.

(A) Left, representative images of a wound-healing assay in which MDA-MB-231 and MDA-MB-157 cells were transfected with control siRNA (siCTRL) or two different siRNAs against CCNE2 mRNA (siCCNE2a or siCCNE2b) are shown. Confluent cell cultures were scratched, and wound closure was analyzed after 7 h with respect to time zero. Right, quantification of the wound-healing assay is presented as the means of the percentage of wound closure relative to the control±SD (n > 3).

(B) and (C) quantification of transwell migration (B) and invasion (C) assays performed on MDA-MB-231 and MDA-MB-157 cells transfected with siCTRL, siCCNE2a or siCCNE2b. The data are presented as the mean of the percentage of the number of cells relative to the control±SD (n > 3).

(D) Analysis of a wound-healing assay in MDA-MB-231 cells co-transfected with siCTRL or siHMGA1 and a vector expressing HA-CCNE2. The empty vector (-) was used as a negative control. The data are presented as the means of the percentage of wound closure relative to the control±SD (n = 4). Right, a representative Western blot analysis of the cell lysates is presented. β-actin was used as a loading control.

*P<0.05, ***P < 0.001; two-tailed Student’s t-test.
8 HOW DOES CCNE2 REGULATE CELL MIGRATION?

The notion that cyclins can exert a critical role in pro-metastatic properties is fairly recent. Indeed, it is already known that Cyclin D1 and Cyclin A2 regulate motility independently to cell cycle regulation. Cyclin D1 positively acts on migration through CDK4/CDK6 or by binding p27kip1 in a CDK independent manner, whereas Cyclin A2 inhibits cell motility, activating RhoA (Casimiro et al., 2012). Thus, Cyclins can unconventionally control this feature via canonical or not-canonical partner interaction. Therefore, the next question concerns the mechanism by which CCNE2 mediates cell migration and invasion. To unravel which pathway could be regulated by CCNE2 in this context, we adopted an unbiased strategy analyzing a cohort of 408 breast cancer patients samples from TCGA dataset for which expression data (from RNA-seq) and phospho-proteomics data (from Reverse Phase Protein Array (RPPA)) were available, allowing us to explore whether alteration in CCNE2 mRNA expression correlates with some protein phosphorylations. The top five most significant phosphorylations found to be correlated with CCNE2 expression were the modification at Ser127 of YAP, at Tyr705 of STAT3, at Thr70 and Ser65 of EIF4EBP1 and at Thr198 of CDKN1B (Fig. 13A). Interestingly, excluding the phosphorylations on EIF4EBP1, which is involved in protein translation, the phosphorylations on YAP, STAT3 and CDKN1B are linked with cell pro-metastatic ability regulation (Kamran et al., 2013; Lamar et al., 2012; Larrea et al., 2009). On the whole, we focused our attention on YAP, finding an inverse correlation between CCNE2 expression and the phosphorylation of YAP at Ser127 (Fig. 13 A and B). This particular modification induces YAP translocation from the nucleus to the cytoplasm, repressing its activity (Piccolo et al., 2013). Moreover, Lemar and colleagues demonstrated in an elegant work, that the mutated active form YAP<sup>S127A</sup> rendered the non-metastatic NMuMG, 67NR and A375 cells highly metastatic, enhancing invasion and suggesting a critical role of YAP and of Ser127 phosphorylation in this process (Lamar et al., 2012). We hypothesized that CCNE2, induced by HMGA1 in basal-like breast cancer, could regulate migration and invasion modulating YAP modification status, localization and consequently its activity.
9 HMGA1 AND CCNE2 AFFECT THE NUCLEAR LOCALIZATION AND ACTIVITY OF YAP THROUGH THE MODULATION OF HIPPO PATHWAY IN BREAST CANCER CELL LINES

To unravel the molecular contribution of HMGA1-CCNE2 axis on YAP regulation we evaluated YAP localization via immunofluorescence analysis in MDA-MB-231 and MDA-MB-157 after HMGA1 or CCNE2 silencing. These two cell lines are characterized by a predominantly YAP nuclear localization when maintained at low confluence as shown in figure 14A (see images and values of siCTRL). Depletion of HMGA1 or CCNE2 induced delocalization of YAP that displayed a more cytoplasmic cell distribution, losing its predominantly nuclear localization in both cell lines (Fig. 14A). YAP compartmentalization is finely regulated by post-translational modifications. In particular, the phosphorylation status of YAP at Ser127 is crucial for its localization and then for its activation (Piccolo et al., 2013). Moreover, as described in the chapter 8, an inverse correlation between CCNE2 expression and this modification was observed in invasive breast cancer patient dataset from TCGA. Therefore, we tested whether the depletion of HMGA1 or CCNE2 affected the

Figure 13. CCNE2 Overexpression in Patient Breast Cancer Sample Correlates with Phospho-modifications mainly Involved in Migration.
(A) Table reporting the first five position of the correlation analysis between RPPA data and mRNA expression of CCNE2 from TCGA dataset.
(B) The boxplot shows the YAP protein phosphorylation level in breast cancer samples. The samples were stratified based on the expression level of CCNE2.
Figure 14. HMGA1 and CCNE2 Affect YAP Localization and Activity.

(A) Representative immunofluorescence images of YAP in MDA-MB-231 cells (on the left) and in MDA-MB-157 (on the right) after HMGA1 and CCNE2 silencing are shown. Representative cells are indicated by arrowheads with abbreviations (Nuc, primarily nuclear; Cyt, primarily cytoplasmic; N/C, diffuse in the nucleus and the cytoplasm). Images were taken at X 60 magnification. Under the representative images, the quantification of YAP localization in MDA-MB-231 and in MDA-MB-157 silenced with siCTRL, siCCNE2 and siHMGA1. Cells from at least 4 fields for slide (n=3) were counted considering YAP nuclear, cytoplasmic or both localization.

(B) Western blot analysis of total YAP and YAP phosphorylated at Ser127 (YAP-S127) in protein lysates of MDA-MB-231 cells transfected with siCTRL, siCCNE2b or siHMGA1. A representative image was reported (n ≥ 5).

(C) qRT-PCR analysis of YAP target genes (CTGF, BIRC5, CYR61) in MDA-MB-231 cells after HMGA1 and CCNE2 silencing. GAPDH was used for normalization. The data are presented as the mean±SEM (n = 4).

(E) Contingency table frequencies of breast cancer samples (TCGA dataset) classified as expressing high or low levels of YAP/TAZ profile genes or displaying high or low HMGA1 and CCNE2 expression levels. *P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.
phosphorylation of YAP at Ser127 in MDA-MB-231. Silencing both HMGA1 and CCNE2 increased the phosphorylation levels of YAP at Ser127 (Fig. 14B), also confirming in an *in vitro* model the inverse correlation between CCNE2 expression and YAP Ser127 phosphorylation that was found in the tumor samples.

When YAP is nuclear, it can bind several transcription factors regulating transcription of many genes involved in proliferation, apoptosis, metastatic process, EMT, drug resistance and cancer stem cell (Johnson and Halder, 2014). Some of the well-established endogenous YAP target genes are BIRC5, CYR61 and CTGF, so we monitored their expression in MDA-MB-231 after HMGA1 and CCNE2 knockdown. We found that CTGF and CYR61 were significantly downregulated upon HMGA1 and CCNE2 silencing, whereas BIRC5 appeared to be downregulated, although this result was not significant (Fig. 14C). Moreover, in collaboration with the Bioinformatics Unit of LNCIB we observed that the differential activation of the YAP/TAZ signature is associated with the expression levels of both the CCNE2 and HMGA1 genes (Fig. 4D, Chi-square, P < 10\(^{-15}\)). Furthermore, as HMGA1-CCNE2 axis is mainly implicated in cell migration regulation as described above, we investigated whether YAP is a downstream mediator of this biological function. To study this point, we used a constitutively active form of YAP carrying serine-to-alanine substitutions at the primary YAP phosphorylation sites (YAP-5SA), including Ser127. YAP-5SA expression in MDA-MB-231 rescued the effect of HMGA1 or CCNE2 depletion on cell migration (Fig. 15A). All these data underline a close relationship between HMGA1-CCNE2 axis and YAP, in pro-metastatic properties regulation that was confirmed even in breast cancer patients (TCGA breast cancer dataset).

Next, we asked whether the Hippo pathway, which is the major way of YAP regulation, mediates the effect of HMGA1 and CCNE2 on YAP nuclear localization. Hippo pathway is composed of a core kinase constituted by MST1/2 and LATS1/2, which are primarily responsible for YAP phosphorylation and inactivation. MST1/2 bind SAV1 forming an active complex that can directly phosphorylate LATS1/2 and MOB1 enhancing their interaction and inducing the formation of LATS1/2-MOB1 complex. Activated LATS1/2 phosphorylate YAP at Ser127 promoting 14-3-3 binding and inhibiting its translocation into the nucleus and thus its activation (Halder et al., 2012). To unravel the involvement of the Hippo core kinases in YAP localization following HMGA1 and CCNE2 depletion, we concomitantly silenced MST1/2 or LATS1/2, via siRNAs, in MDA-MB-231 and MDA-MB-157 cells and we
Figure 15. HMGA1 and CCNE2 Regulate YAP Localization in a MST1/2 and LATS1/2 Kinase-dependent manner in Breast Cancer Cells.

(A) Quantification of wound-healing assay using MDA-MB-231 cells stably infected with pBABE-FLAG (FLAG) or pBABE-FLAG-YAP-5SA (FLAG-5SA) after transfection with siCTRL, siCCNE2b or siHMGA1 for 72 h. The data are presented as the means of the percentage of wound closure relative to each control (siCTRL) ±SD (n = 3). On the right, representative western blot analysis for FLAG, CCNE2 and HMGA1, using β-actin as loading control.

(B) Immunofluorescence images of YAP in MDA-MB-231 cells (on the left) and MDA-MB-157 (on the right), indicating the effect of LATS1/2 and MST1/2 silencing on cells in which HMGA1 and CCNE2 were depleted. In the graphs below the images, the ratio of nuclear YAP relative to siCTRL ±SD was presented (n = 3). Images were taken at X 40 magnification.

(C) Wound-healing assay using MDA-MB-231 cells treated as in panel (B).

*P < 0.05, **P < 0.01, ***P < 0.001, NS = not significant; two-tailed Student’s t-test.
observed an increase of YAP nuclear localization and an almost completely rescue of the effect of HMGA1 and CCNE2 on YAP localization (Fig. 15B representative images and below the graph of quantification). These results suggest that MST1/2 and LATS1/2 are necessary in HMGA1-CCNE2-induced YAP translocation. Therefore, HMGA1 and CCNE2 regulate YAP upstream to MST1/2 and LATS1/2. Finally, we investigated whether LATS1/2 and MST1/2 kinases were key regulators for HMGA1-CCNE2-YAP mediated effect on cell migration. In agreement with our observations, both Hippo core kinases rescued almost completely the effect of HMGA1 and CCNE2 depletion on cell motility (Fig. 15C). Altogether these results demonstrate that HMGA1 and CCNE2 affect the nuclear localization and activity of YAP via the canonical Hippo pathway.

10 CKD INHIBITORS IMPAIR THE NUCLEAR LOCALIZATION OF YAP AND CELL MIGRATION IN BREAST CANCER CELLS

CDK2 is the major partner of CCNE2 through which it exerts its functions, regulating many nuclear substrates through phosphorylation. We investigated whether CDK2 silencing altered cell motility and YAP localization and thus whether CDK2 is a downstream effector of HMGA1-CCNE2-YAP axis. We efficiently depleted CDK2 using a pool of siRNA in MDA-MB-231 (Fig. 16A) and we tested cell migration using wound healing assay. Following CDK2 silencing we observed a clear impairment of cell motility (Fig. 16B). Moreover, we checked also YAP localization in the same condition and, as shown in figure 16C, CDK2 knockdown reduced YAP nuclear localization. These data suggest that HMGA1-CCNE2-YAP axis employs CDK2 to ensure its function.

The activity of cyclins and CDKs is frequently deregulated in cancers and this leaded researchers to develop small molecules, targeting cyclin-CDK complexes in malignancies. Accumulating evidence underline that inhibiting CDKs may be effective, even if the efficacy on inhibition of proliferation in clinical trial is limited to hematological malignancies (Sanchez-Martinez et al., 2015). Globally these trials consider only tumor growth but not metastatic process producing a limited knowledge. Considering all data presented in this
thesis we hypothesized a use of these inhibitors in

impairing migration properties mediated by HMGA1-CCNE2-YAP axis in breast cancer cells with the final aim to break this axis. Therefore, we performed a screening using a panel of CDK inhibitors on MDA-MB-231. CDK inhibitors chosen are considered broad range, in fact as presented in table 7, present in the Appendix section, they target more than one CDK. This feature permits to eliminate CDK redundancy obtaining, at least in theory, a strongest effect. In fact, CDK2 action inhibition could be compensate by CDK1 (Bashi and Pagano, 2005). To test whether CDK inhibitors could be exploited as potential inhibitors of YAP activity, we firstly assessed YAP localization upon treatment. Interestingly, most but not all of the compounds tested affected YAP nuclear localization (Fig. 17A, on the right representative image of the YAP localization upon treatment with the most effective compounds). The three most effective inhibitors (AZD5438, JNJ7706621 and PHA793887) were also tested in MDA-MB-157 obtaining similar results (Fig. 17B on the right representative image of the YAP localization). Moreover, we found that they induced an increase of YAP phosphorylation at Ser127 (Fig. 17D) and that they were able to downregulate the expression of the YAP target genes CTFG and CYR61 (Fig. 17E).

Finally, we tested whether they are able to also impair migration in MDA-MB-231 cells. We performed both wound healing and transwell assay after 24 hours of CDK inhibitor treatment.

---

**Figure 16. CDK2 silencing Impairs Migration and YAP Nuclear Localization in MDA-MB-231 Cell Line.**
(A) Western blot analysis of CDK2 levels after transfection of the MDA-MB-231, with siCTRL, or a pool of siRNAs against CDK2. β-actin was used as an internal control.
(B) Quantification of wound-healing assay in MDA-MB-231 cells transfected with control siRNA (siCTRL) or pool of siRNAs against CDK2, data is presented as the means of the percentage of wound closure relative to the control±SD (n > 3).
(C) Immunofluorescence analysis of YAP localization in MDA-MB-231 treated as in (B). Data are presented as percentage of cells with nuclear YAP in each condition.

**P < 0.01, ***P < 0.001, two-tailed Student’s t-test.**
We chose 24 hours because at this time point cell proliferation was not affected by treatments (Fig. 18A). All three inhibitors dramatically altered the migratory ability of MDA-MB-231

![Figure 17. CDK Inhibitors Affect YAP Nuclear Localization in Breast Cancer Cell Lines.](image)

(A) On the left, results of the CDK inhibitor library screening evaluating YAP localization. MDA-MB-231 cells were treated for 24 h with 1 mM of inhibitor, except for SNS-032 and DINACICLIB, which were applied at 0.1 mM. The data are presented as the means of percentage of cells with nuclear YAP±range between replicates (n = 2). On the right, the representative images of YAP (green) localization on cells treated with the most effective compounds from CDK inhibitor library. Nuclei were stained with Hoechst (blu). Images were taken at X 60 magnification.

(B) Immunofluorescence analysis of YAP localization in MDA-MB-157 treated with the most effective CDK inhibitors (AZD5438, JNJ7706621 or PHA793887). Data is presented as percentage of cells with nuclear YAP in each condition (n = 3). On the right, the representative images of YAP (green) localization on cells treated with the most effective compounds from CDK inhibitor library. Nuclei were stained with Hoechst (blu). Images were taken at X 60 magnification.

(C) Western blot of total YAP and phosphorylated YAP at Ser127 (YAP-S127) in protein lysates of MDA-MB-231 cells treated with CDK inhibitors (n = 3).

(D) qRT-PCR analysis of YAP target genes (CTGF and CYR61) in MDA-MB-231 cells treated with CDK inhibitors. GAPDH was used for normalization. The data are presented as the mean ± SD (n = 3).

*P < 0.05, **P < 0.01, ***P < 0.001; two-tailed Student’s t-test.
(Fig. 18 B and C, on the left representative images of the assay, on the right the quantification). Moreover, this effect was mediated by YAP; indeed, the overexpression of the active form of YAP, YAP-5SA, rescued cell migration (Fig. 18 B and C).

**Figure 18. CDK Inhibitors Affect the Motility of Breast Cancer Cell Lines Through YAP.**

(A) MTS assay in MDA-MB-231 treated with DMSO, AZD5438, JNJ7706621 and PHA793887. Metabolic activity was followed every 24 hours until 72 hours. Data are presented as means ± SD (n=5).

(B) and (C) on the right representative images of wound-healing (B) and transwell assay (C) using MDA-MB-231 cells stably infected with pBABE-FLAG (FLAG) or pBABE-FLAG-YAP-5SA (FLAG-5SA) after the treatment with AZD5438, JNJ7706621 or PHA793887 CDK inhibitors, on the left is reported the relative assay quantification. The data are presented as the means of the percentage relative to each control (DMSO)±SD (n = 3).

*P < 0.05, ***P < 0.001; two-tailed Student’s t-test.
Altogether these results indicate that CDK-inhibitors may block HMGA1-CCNE2-YAP axis modulating YAP cellular localization. Moreover, they suggest a different use of these inhibitors to impair metastatic process beside their primary use in tumor growth.
Discussion And Conclusions
The aim of my Thesis was to unravel the role of HMGA1 in breast cancer aggressiveness focusing on discovering molecular pathways regulated by HMGA1. Previous works suggested an involvement of HMGA1 in cancer both on cell proliferation and/or metastatic properties, depending on the molecular context or tumor type (Cleynen and Van de Ven, 2008; Reeves, 2010; Shah et al., 2013) but the role of HMGA1 in breast cancer was still unclear. Here, we found that HMGA1 mRNA level is enriched in basal-like breast cancer, the poorest prognosis breast tumor subtype (Pegoraro et al., 2013). Among breast cancers, basal-like subtype is less responsive to adjuvant chemotherapeutics and completely insensitive to hormone therapy (Foulkes et al., 2010), we focused our study on the involvement of HMGA1 in this breast cancer subtype in order to evaluate the participation of HMGA1 in its aggressiveness and to identify pathways regulated by HMGA1 that, finally, could be blocked with small molecules. Firstly, we demonstrated that HMGA1 plays a pivotal role in different hallmarks of cancer, regulating invasive processes and determining poor prognostic outcomes in breast cancer by sustaining the mesenchymal phenotype and stem cell properties. Indeed, the silencing of HMGA1 in basal-like breast cancer cell lines impaired mesenchymal fibroblastic features, inducing a phenotypic reversion and a mesenchymal to epithelial transition (Pegoraro et al., 2013). EMT is strongly linked to the acquisition of metastatic properties, in particular cells gain migration and invasion skills (Kalluri and Neilson, 2003). In accordance, our data underline that basal-like breast cancer cells depleted for HMGA1 expression acquire a more differentiated and epithelial behavior, strongly decreasing migration and invasion ability both in vitro and in vivo, although tumor growth is not impaired. Moreover, it is widely accepted that EMT program induces and sustains stem cell capabilities that are mainly important in cancer relapse and new tissue colonization, forming metastasis (Mani et al., 2008). Interestingly, we observed that cell lines silenced for HMGA1 lose the ability to form mammosphere in culture and lack self-renewal capability. Emerging evidences further indicates that HMGA1 is a master regulator of stem-cell properties in basal-like breast cancer (Shah et al., 2013). In this work, the gene expression program induced by HMGA1 has been compared with that of stem cells demonstrating the presence of a stem-cell gene signature regulated by HMGA1. All these data suggest a specific mechanism by which HMGA1 controls the progression of tumor cells to an aggressive and invasive phenotype: aberrant expression of HMGA1 in tumor cells promotes metastasis by inducing EMT- and stemness-related processes, which in turn may enhance the ability of breast cancer cells to migrate and grow at secondary sites.
The first evidence linking HMGA1 to EMT came from a study in 2001 in epithelial MCF-7 breast cancer cells, which demonstrated that over-expression of HMGA1 cause metastatic progression and EMT (Reeves et al., 2001). Now, we added new relevant connection between HMGA1, EMT, and stemness, deeply analyzing the HMGA1-molecular pathways involved. One of the critical pathways that regulate stem cell maintenance and acquisition of EMT characteristics during tumorigenesis is the Wnt/β-catenin pathway (Micalizzi et al., 2010). A connection between Wnt/β-catenin pathway and HMGA1 was already described in colon cancer in two papers even if the results are conflicting. Indeed, one group described HMGA1 as downstream effector of Wnt/β-catenin signaling (Bush et al., 2013), instead the other identified HMGA1 as a partner of β-catenin that cooperates in the regulation of β-catenin-target genes (Xing et al., 2014). In our system, we found that HMGA1 silencing induces a dramatic relocalisation of β-catenin to cell-cell contact points and likely modulates the expression of two known β-catenin coactivators, LEF1 and SETD8, that in complex with β-catenin act as mediators of Wnt signaling (Li et al., 2011). Therefore, it is reasonable that HMGA1 can contribute to EMT and stem cell skills regulating Wnt canonical pathway. One of the main genes regulated by this pathway is JAG1, which is a top player of the Notch pathway, interestingly, it is known that Wnt and Notch pathways work together during carcinogenesis to induce self-renewal. Moreover, the Notch pathway regulates the EMT in both physiological and pathological conditions (Creighton et al., 2010). Here, we discovered that HMGA1 silencing downregulates JAG1 and its downstream effector HES1, allowing a crosstalk between HMGA1 and the Wnt and Notch pathways (Pegoraro et al., 2013). These findings collocate HMGA1 as a critical hub in the regulation of relevant pathways that promote the EMT and stemness in breast cancer.

In the last years, gene signatures are imposed as a new tool for clinical management that can predict prognosis or better treatment for a patient starting from the gene expression profile of the primary tumor (Arranz et al., 2012). For example, Mammaprint is actually used in clinic to predict the risk that a primary breast cancer will metastasize to other organs (Mook et al., 2010). Starting from microarray analysis of gene expression in cells depleted for HMGA1, we defined a HMGA1-gene signature composed by 130 genes positively correlated with HMGA1 expression, with the most aggressive and undifferentiated basal-like subtype, with high relapse rates, and with poor patient survival (Pegoraro et al., 2013). Moreover, some of the genes in the HMGA1-gene signature such as CENPF, CENPA, CCNE2, BUB1 and PSMD2
are also part of the Mammaprint 70 gene signature indicating a possible connection with metastatic advancement. Intriguingly, our data indicate that the HMGA1 gene signature is a strong independent factor in the prediction of disease outcome. In particular, it is associated with poorer clinical outcomes that are related to a short time to distant metastasis. This functional analysis suggests that HMGA1 may directly regulate the expression of a number of genes that stratify for metastasis development. We also demonstrated that 6 out of the 8 genes tested were directly involved in promoting breast cancer cell migration. Some of these are involved in microtubule regulation such as Kif4A (Mazumdar et al., 2004), Kif23 (White and Glotzer, 2012) during metaphase and cytokinesis and GTSE1 in plus-end tracking. Interestingly, GTSE1 has emerged as a microtubule-associated protein that is correlated with tumor metastasis in breast cancer. GTSE1 promotes migration via focal adhesion turnover (Scolz et al., 2012), suggesting a possible role for HMGA1 in controlling migration through the regulation of microtubule pathways. In addition, we found a significant overlap between our HMGA1-gene signature and pathways known to be involved in migration and invasion, for example, the recently defined Pin1/mutant p53 gene signature (Girardini et al., 2011). In agreement with previous findings indicating that DEPDC1, a direct downstream target of the mutant p53 pathway, is relevant to migration and invasion, we found a functional link between HMGA1 and DEPDC1. DEPDC1 regulates migration downstream of HMGA1, suggesting that HMGA1 may cooperate with the mutant p53 pathway in modulating breast cancer aggressiveness (Pegoraro et al., 2013). Among the common genes with Pin1/mutant p53 gene signature there was also CCNE2 (Girardini et al., 2011), for which we deeply analyzed its role.

Intriguingly, beside the known role of CCNE2 in cell cycle progression, growing evidences suggest an involvement of CCNE2 in breast cancer cell migration (Caldon and Musgrove, 2010; Desmedt et al., 2006). Indeed, CCNE2 is a component of three prognostic gene expression signatures that predict shorter metastasis-free survival (Sotiriou et al., 2006; van ’t Veer et al., 2002; Wang et al., 2005). Moreover, in the last years it has become evident how cyclins play important cell cycle independent roles. In particular, cyclin D1 and cyclin A2 show a strong and opposite, involvement in migration through the regulation of RhoA pathway (Bendris et al., 2012; Li et al., 2006a; Li et al., 2006b). The present work extends the current understanding of the alternative roles of cyclins in migration. Indeed, the silencing of CCNE2 strongly impaired cell migration and invasion in basal-like breast cancer cells downstream to HMGA1. We demonstrated for the first time that HMGA1 regulates CCNE2
and together negatively modulate the Hippo pathway inducing the activation of the oncogene YAP identifying an HMGA1-CCNE2-YAP axis (Pegoraro et al., 2015).

Our results show that HMGA1 binds in vivo to CCNE2 promoter and activates CCNE2 transcription. Because of the nature of HMGA1, that has not per se transcriptional activity, we speculate that HMGA1 could activate transcription of CCNE2 in concert with others factors, such as E2F1. Notably, we found that HMGA1-gene signature is enriched for E2F-target genes. Indeed, previous works show that promoter region of CCNE2 contains in vivo binding sites for E2F and it can to be activated by E2F1 (Caldon et al., 2009). Moreover, it was demonstrated that HMGA1, binding pRb, activates E2F target genes (Ueda et al., 2007). In addition, we provide evidence that HMGA1 can bind to two AT-rich regions, AT-RR1 and AT-RR2, upstream the CCNE2 promoter, one of which, AT-RR2, is a potential S/MAR. HMGA1 is a nuclear architectural factor that can organize local chromatin structures regulating gene expression by binding to long AT-rich stretch and to S/MAR (Chavali et al., 2011; Kishi et al., 2012). Therefore, it is possible that AT-RR1 and AT-RR2 distal elements could regulate CCNE2 transcription by physically interacting with the CCNE2 proximal promoter through HMGA1-mediated chromatin looping.

Our results demonstrated that the inhibition of HMGA1 and CCNE2 induced YAP inactivation by promoting its cytoplasmic localization, and we showed that this effect is mediated by MST1/2 and LATS1/2, the core kinases of the Hippo pathway (Pegoraro et al., 2015). Hippo pathway is often deregulated in cancer and this causes a hyper activation of YAP with a consequent gain of aggressive properties (Piccolo et al., 2013). Intriguingly, we found a functional correlation between HMGA1 and CCNE2 expression and a specific post-translational modification on YAP: the phosphorylation on serine 127 (Pegoraro et al., 2015). It was demonstrated that this particular phosphorylation is strongly connected with metastatic potential. Indeed, cells mutated in this amino acid residue acquired the ability to metastasize in vivo once injected in mice (Lamar et al., 2012). We demonstrated that the migration abilities, impaired after HMGA1 and CCNE2 silencing, were rescued using an active form of YAP (YAP-5SA) that contain also the mutated form of S127. This result clearly underline that YAP lies downstream of HMGA1 and CCNE2. How these two proteins regulate YAP status is an open question. One of the major regulators of the Hippo pathway is represented by the cytoskeletal pathway, which acts through mechanotransduction processes dependent on the RHO/ROCK signaling (Low et al., 2014). We showed that HMGA1 has a strong effect on
the modulation of the actin cytoskeleton, the shape, and the size of breast cancer cells (Pegoraro et al., 2013). Therefore, we hypothesize that HMGA1 acts on YAP through the regulation of cytoskeletal pathway. Future studies will be done to unravel this point.

Several studies revealed that pharmacological inhibition of YAP activity represents an appealing anticancer strategy. However, to date, few small molecules that target the Hippo pathway have been discovered. Among these inhibitors, statins have very recently been shown to display a strong potential in targeting the malignant effects of YAP in cancer cells, repositioning this drugs from the cholesterol levels control to cancer treatment (Sorrentino et al., 2014). The uncovering of the molecular mechanisms underlying metastatic process is determinant for developing novel therapeutic agents. Here, we found a novel HMGA1/CCNE2/YAP axis that could be potentially targeted, thus, we decided to block YAP activity inhibiting CDKs. To avoid compensatory activity (Bashir and Pagano, 2005), we used CDK pan-inhibitors evaluating YAP localization and activity in basal-like breast cancer cells. Thus, our work highlights that several CDK inhibitors effectively inhibit YAP, decreasing its nuclear localization and activity and impairing cell migration even beside their primary activity in proliferation inhibition. An intensive search is on-going for possible therapeutic applications of CDK inhibitors; in fact, several CDK inhibitors are under investigation in clinical trials but the success of monotherapy on inhibition of solid tumor growth in human is not completely satisfactory (Cicenas et al., 2014; Criscitiello et al., 2014; Phelps et al., 2009). So, we suggest to investigate the efficacy of these compounds for their ability to reduce metastasis in vivo.

In conclusion, we demonstrated that (Fig. 1):

1. HMGA1 plays a critical role in breast cancer aggressiveness particularly in basal-like breast tumors modulating EMT, stem cell ability, migration, and invasion properties both in vitro and in vivo.

2. HMGA1 controls breast cancer aggressiveness by coordinating a complex gene expression program that include many genes involved in pathways that sustain malignant phenotype, such as Wnt, Notch, Pin1/mutant p53, and Hippo.

3. HMGA1-gene signature has a prognostic value that inversely correlates with distant metastasis free survival.
4. HMGA1-CCNE2-YAP axis regulates cell migration in basal-like breast cancer cells, ultimately sustaining metastatic properties.

5. CDK inhibitors target the Hippo pathway inactivating YAP activity and impairing cell migration.

Figure 1. Graphical Abstract of HMGA1 Action in Basal-Like Breast Cancer Cells.
Appendix
<table>
<thead>
<tr>
<th>Official Symbol</th>
<th>Affyprobe</th>
<th>Description</th>
<th>Ensembl ID</th>
<th>log2PC</th>
<th>P.Value</th>
<th>adj.P.Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>SATA</td>
<td>214057_s_at</td>
<td>v-erb-b-2 erythroblast leukemia viral oncogene homolog 4 (avian)</td>
<td>2066</td>
<td>2.380152873</td>
<td>1.083</td>
<td>9.922</td>
</tr>
<tr>
<td>NAKD2D2</td>
<td>1554577_s_at</td>
<td>S-acylated-alpha-linked aatc peptide 2</td>
<td>10001</td>
<td>2.035758647</td>
<td>1.068</td>
<td>4.319</td>
</tr>
<tr>
<td>PTGZ</td>
<td>238684_s_at</td>
<td>prostaglandin-endoperoxide synthase 2 (prostaglandin G/H synthase and cyclooxygenase)</td>
<td>5742</td>
<td>1.964759403</td>
<td>1.564</td>
<td>0.855</td>
</tr>
<tr>
<td>CAPNB</td>
<td>229031_at</td>
<td>Calcium-regulated non-fossomatal thiol-protease</td>
<td>388743</td>
<td>1.940598518</td>
<td>2.067</td>
<td>6.680</td>
</tr>
<tr>
<td>UPG</td>
<td>73380_at</td>
<td>leukocyte-rich containing 5 protein-coupled receptor 1</td>
<td>12793</td>
<td>1.93282354</td>
<td>1.172</td>
<td>0.494</td>
</tr>
<tr>
<td>COL1A1</td>
<td>215071_s_at</td>
<td>collagen, type III, alpha 1</td>
<td>12031</td>
<td>1.86503099</td>
<td>1.912</td>
<td>1.097</td>
</tr>
<tr>
<td>SH2D3A</td>
<td>219511_s_at</td>
<td>SH2 domain-containing 3A</td>
<td>12915</td>
<td>1.839866113</td>
<td>0.955</td>
<td>2.178</td>
</tr>
<tr>
<td>FABP4</td>
<td>203965_s_at</td>
<td>fatty acid binding protein 4, adipocyte</td>
<td>2187</td>
<td>1.869714482</td>
<td>1.030</td>
<td>2.978</td>
</tr>
<tr>
<td>TMC15</td>
<td>241444_at</td>
<td>transmembrane protein 156</td>
<td>500678</td>
<td>1.86651177</td>
<td>5.732</td>
<td>8.015</td>
</tr>
<tr>
<td>DMAP1</td>
<td>243062_at</td>
<td>dimer, aszomem, heavy chain 12</td>
<td>201635</td>
<td>1.756250825</td>
<td>1.159</td>
<td>6.877</td>
</tr>
<tr>
<td>BCCIP</td>
<td>227881_at</td>
<td>BCCL and CORN1 interacting protein</td>
<td>578958</td>
<td>1.758104484</td>
<td>1.990</td>
<td>1.099</td>
</tr>
<tr>
<td>GDC1</td>
<td>238681_at</td>
<td>in multiple Genomes</td>
<td>170646439</td>
<td>1.367</td>
<td>1.155</td>
<td>0.02</td>
</tr>
<tr>
<td>KIF18B</td>
<td>219513_at</td>
<td>kinesin repeat and RTX (RTX) domain containing 6</td>
<td>6945</td>
<td>1.876930302</td>
<td>1.166</td>
<td>3.440</td>
</tr>
<tr>
<td>DPD1</td>
<td>159456_at</td>
<td>dihydroyxymethylpterin dehydrogenase</td>
<td>1806</td>
<td>1.74129595</td>
<td>4.235</td>
<td>1.555</td>
</tr>
<tr>
<td>ABCD2</td>
<td>209755_at</td>
<td>ATP-binding cassette, sub-family D (OCT4), member 2</td>
<td>5620</td>
<td>1.655756481</td>
<td>1.388</td>
<td>5.195</td>
</tr>
<tr>
<td>GABJR2</td>
<td>209222_at</td>
<td>gadinfrin 4</td>
<td>200954</td>
<td>1.842179323</td>
<td>1.012</td>
<td>9.609</td>
</tr>
<tr>
<td>AGTTL1</td>
<td>221059_at</td>
<td>angiotensin I converting enzyme</td>
<td>30592</td>
<td>1.827246012</td>
<td>1.320</td>
<td>4.952</td>
</tr>
<tr>
<td>AKR1B10</td>
<td>205611_at</td>
<td>aldol-keto reductase family 1, member B13 (aldose reductase)</td>
<td>57016</td>
<td>1.396670181</td>
<td>1.058</td>
<td>2.487</td>
</tr>
<tr>
<td>PPP2R2</td>
<td>209962_at</td>
<td>6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase 2</td>
<td>59262</td>
<td>1.655756481</td>
<td>1.388</td>
<td>5.195</td>
</tr>
<tr>
<td>Ctnb1</td>
<td>219147_at</td>
<td>chromosome 9 open-reading frame 95</td>
<td>54963</td>
<td>1.552570303</td>
<td>1.598</td>
<td>2.666</td>
</tr>
<tr>
<td>LOC105055586</td>
<td>238103_at</td>
<td>uncharacterized LOC105055586</td>
<td>100555586</td>
<td>1.549215234</td>
<td>1.397</td>
<td>2.147</td>
</tr>
<tr>
<td>CHMP4C</td>
<td>228603_at</td>
<td>charged multispecific protein body 4C</td>
<td>94241</td>
<td>1.528718112</td>
<td>6.821</td>
<td>7.610</td>
</tr>
<tr>
<td>TNX2D3</td>
<td>50631_at</td>
<td>threonine residue 2</td>
<td>11412</td>
<td>1.322790153</td>
<td>4.210</td>
<td>3.136</td>
</tr>
<tr>
<td>CBLB</td>
<td>227961_at</td>
<td>Cbl proto-oncogene, E3 ubiquitin protein ligase B</td>
<td>8618</td>
<td>1.960496871</td>
<td>0.660</td>
<td>3.190</td>
</tr>
<tr>
<td>MAP7</td>
<td>203893_at</td>
<td>microtubule-associated protein 7</td>
<td>69035</td>
<td>1.992039946</td>
<td>4.142</td>
<td>2.386</td>
</tr>
<tr>
<td>SAPS1</td>
<td>228653_at</td>
<td>sterile alpha motif domain containing 5</td>
<td>399423</td>
<td>1.948710283</td>
<td>7.402</td>
<td>9.760</td>
</tr>
<tr>
<td>MAL2</td>
<td>224453_at</td>
<td>asso, T-cell differentiation protein 2 (ppms,prps1cogene)</td>
<td>114569</td>
<td>1.477474112</td>
<td>3.803</td>
<td>2.190</td>
</tr>
<tr>
<td>RBL1</td>
<td>205923_at</td>
<td>retin</td>
<td>5649</td>
<td>1.747041628</td>
<td>2.658</td>
<td>1.678</td>
</tr>
<tr>
<td>FACS</td>
<td>226025_at</td>
<td>FAT tumor suppressor homolog 3 (Drosophila)</td>
<td>120214</td>
<td>1.458115039</td>
<td>6.490</td>
<td>1.970</td>
</tr>
<tr>
<td>PGAP1</td>
<td>244321_at</td>
<td>post-GTP attachment to proteins</td>
<td>80057</td>
<td>1.448329261</td>
<td>3.886</td>
<td>1.155</td>
</tr>
<tr>
<td>PPAR2</td>
<td>229221_at</td>
<td>epithelial splicing regulatory protein 2</td>
<td>80006</td>
<td>1.438711701</td>
<td>5.283</td>
<td>6.615</td>
</tr>
<tr>
<td>PPAR1H</td>
<td>312446_at</td>
<td>protein phosphatase, H+, Mg2+, Mn2+ dependent, 1H</td>
<td>57460</td>
<td>1.423406097</td>
<td>5.959</td>
<td>3.466</td>
</tr>
<tr>
<td>FAH</td>
<td>226123_at</td>
<td>family with sequence similarity 81, member H</td>
<td>386057</td>
<td>1.422178929</td>
<td>2.448</td>
<td>1.147</td>
</tr>
<tr>
<td>LOC100504713</td>
<td>229633_at</td>
<td>uncharacterized LOC100504713</td>
<td>1005056713</td>
<td>1.422104484</td>
<td>5.822</td>
<td>6.779</td>
</tr>
<tr>
<td>PLCG1</td>
<td>505513_at</td>
<td>protein kinase, non-28</td>
<td>5699</td>
<td>1.404885674</td>
<td>2.870</td>
<td>0.516</td>
</tr>
<tr>
<td>STX2</td>
<td>217107_at</td>
<td>suppressor of tumorigenicity 20</td>
<td>400410</td>
<td>1.404617709</td>
<td>2.412</td>
<td>7.515</td>
</tr>
<tr>
<td>TMEM45A</td>
<td>219413_at</td>
<td>transmembrane protein 45A</td>
<td>53576</td>
<td>1.393898583</td>
<td>4.320</td>
<td>2.352</td>
</tr>
<tr>
<td>PPP2RL1</td>
<td>222351_at</td>
<td>protein phosphatase 2, regulatory subunit A, beta</td>
<td>5519</td>
<td>1.40071791</td>
<td>2.168</td>
<td>3.797</td>
</tr>
</tbody>
</table>
Table 2. Down-regulated genes after HMGA1-silencing

<table>
<thead>
<tr>
<th>Official Symbol</th>
<th>Affilgone</th>
<th>Description</th>
<th>Introns/T</th>
<th>log2FoldChange</th>
<th>P.Value</th>
<th>adj.P.Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKR1B1</td>
<td>201575_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1B10</td>
<td>185876_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1B11</td>
<td>185878_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1C1</td>
<td>203045_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1C2</td>
<td>203046_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1C3</td>
<td>203047_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1D1</td>
<td>203048_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1D2</td>
<td>203049_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1D3</td>
<td>203050_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1D4</td>
<td>203051_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1E1</td>
<td>203052_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1E2</td>
<td>203053_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1F1</td>
<td>203054_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1F2</td>
<td>203055_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1G1</td>
<td>203056_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1H1</td>
<td>203057_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1I1</td>
<td>203058_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1J1</td>
<td>203059_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1K1</td>
<td>203060_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1L1</td>
<td>203061_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1M1</td>
<td>203062_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1N1</td>
<td>203063_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1O1</td>
<td>203064_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1P1</td>
<td>203065_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Q1</td>
<td>203066_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1R1</td>
<td>203067_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1S1</td>
<td>203068_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1T1</td>
<td>203069_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1U1</td>
<td>203070_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1V1</td>
<td>203071_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1W1</td>
<td>203072_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1X1</td>
<td>203073_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Y1</td>
<td>203074_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Z1</td>
<td>203075_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1A</td>
<td>203076_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1B</td>
<td>203077_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1C</td>
<td>203078_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1D</td>
<td>203079_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1E</td>
<td>203080_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1F</td>
<td>203081_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1G</td>
<td>203082_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1H</td>
<td>203083_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1I</td>
<td>203084_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1J</td>
<td>203085_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1K</td>
<td>203086_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1L</td>
<td>203087_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1M</td>
<td>203088_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1N</td>
<td>203089_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1O</td>
<td>203090_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1P</td>
<td>203091_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Q</td>
<td>203092_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1R</td>
<td>203093_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1S</td>
<td>203094_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1T</td>
<td>203095_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1U</td>
<td>203096_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1V</td>
<td>203097_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1W</td>
<td>203098_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1X</td>
<td>203099_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Y</td>
<td>203100_H</td>
<td>epsilon-porphyrin</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
<tr>
<td>AKR1Z</td>
<td>203101_H</td>
<td>long-chain octenoic acid dehydrogenase</td>
<td>2</td>
<td>0.624</td>
<td>0.495</td>
<td>0.738</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Official Symbol</th>
<th>Affyprobe</th>
<th>Description</th>
<th>EntrezID</th>
<th>log2FC</th>
<th>P.Value</th>
<th>adj.P.Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP23</td>
<td>217028_at</td>
<td>Glycogen synthase 1</td>
<td>2648</td>
<td>-2.15</td>
<td>1.55E-07</td>
<td>5.74E-06</td>
</tr>
<tr>
<td>TDP52</td>
<td>201290_at</td>
<td>Topoisomerase (DNA) II alpha 170kDa</td>
<td>2474</td>
<td>-3.31</td>
<td>1.27E-08</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>PRME2</td>
<td>192577_at</td>
<td>Protein W</td>
<td>1944</td>
<td>-4.61</td>
<td>1.34E-07</td>
<td>6.41E-06</td>
</tr>
<tr>
<td>CDC48</td>
<td>221555_at</td>
<td>Cell division cycle associated 8</td>
<td>2208</td>
<td>-1.14</td>
<td>9.99E-08</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>RNBP1</td>
<td>200009_s_at</td>
<td>RNA binding protein 5B, serine-rich domain</td>
<td>2064</td>
<td>-1.57</td>
<td>1.22E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>NRBP1</td>
<td>21491_at</td>
<td>Parapharyngeal protein I</td>
<td>5408</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>ATR</td>
<td>1954422_at</td>
<td>Ataxia telangiectasia</td>
<td>2229</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>DERDC1</td>
<td>225545_at</td>
<td>DER-domain containing 1</td>
<td>2229</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>PAK220</td>
<td>213941_at</td>
<td>Acetylation 20150ks</td>
<td>2229</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>TRPM1</td>
<td>211672_at</td>
<td>Transient receptor potential 194</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>AURK1</td>
<td>211909_at</td>
<td>Aurora kinase</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>SPTBN4</td>
<td>225142_at</td>
<td>Spectrin, beta, non-erythrocyte 1</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>Q6A2</td>
<td>224961_at</td>
<td>Guanine nucleotide binding protein (G protein) alpha 12</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>TIG15A</td>
<td>218491_at</td>
<td>Temporin family 5, member A</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>PAP223</td>
<td>221015_at</td>
<td>Parapinopidin 2223</td>
<td>2208</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>CLN9</td>
<td>1506803_at</td>
<td>Chromosome 1 open reading frame 95</td>
<td>12177</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>GRM2</td>
<td>192460_at</td>
<td>alpha-1A, B and C non-erythrocyte spectrin 1</td>
<td>580</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>HIF2</td>
<td>224644_at</td>
<td>Hif2, hypoxia inducible factor 2</td>
<td>5004</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>TF2</td>
<td>210502_s_at</td>
<td>Transcription factor 2 (TF2, transscript factor 2)</td>
<td>22974</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>MEX51</td>
<td>227986_at</td>
<td>RNA polymerase III subunit L1 (POLR1L, polycythemia)</td>
<td>5356</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
<tr>
<td>C1orf54</td>
<td>218300_at</td>
<td>Chromosome 1 open reading frame 53</td>
<td>79447</td>
<td>-1.77</td>
<td>1.05E-06</td>
<td>3.15E-06</td>
</tr>
</tbody>
</table>
### Functional annotation of HMGA1 modulated-genes.

#### DOWN regulated genes upon siHMGA1 Functional Analysis

<table>
<thead>
<tr>
<th>DAVID</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>cell cycle</td>
<td>8.49E-12</td>
</tr>
<tr>
<td>M phase</td>
<td>6.40E-09</td>
</tr>
<tr>
<td>condensed chromosome</td>
<td>1.57E-06</td>
</tr>
<tr>
<td>nuclear lumen</td>
<td>2.10E-06</td>
</tr>
<tr>
<td>nuclear division</td>
<td>1.23E-05</td>
</tr>
<tr>
<td>mitosis</td>
<td>1.23E-05</td>
</tr>
</tbody>
</table>

#### Ingenuity Pathway Analysis

<table>
<thead>
<tr>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Reproductive System Disease</td>
</tr>
<tr>
<td>Cell Cycle</td>
</tr>
<tr>
<td>DNA replication and Repair</td>
</tr>
<tr>
<td>Embryonic Development</td>
</tr>
<tr>
<td>Hematological System Development</td>
</tr>
</tbody>
</table>

#### UP regulated genes upon siHMGA1 Functional Analysis

<table>
<thead>
<tr>
<th>DAVID</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>regulation of kinase activity</td>
<td>0.031</td>
</tr>
<tr>
<td>domain:Cadherin 7</td>
<td>0.034</td>
</tr>
<tr>
<td>regulation of transferase activity</td>
<td>0.034</td>
</tr>
<tr>
<td>FAD-dependent pyridine nucleotidesulphide oxidoreductase</td>
<td>0.038</td>
</tr>
<tr>
<td>EGF</td>
<td>0.043</td>
</tr>
</tbody>
</table>

#### Ingenuity Pathway Analysis

<table>
<thead>
<tr>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Gastrointestinal Disease</td>
</tr>
<tr>
<td>Cellular Movement</td>
</tr>
<tr>
<td>Cellular Growth and Proliferation</td>
</tr>
<tr>
<td>Lipid Metabolism</td>
</tr>
<tr>
<td>Cell-Mediated Immune Response</td>
</tr>
</tbody>
</table>
### Table 4. Oncomine analysis of HMGA1 regulated genes

<table>
<thead>
<tr>
<th>Cancer Type</th>
<th>Cancer vs. Normal</th>
<th>Clinical Outcome</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Over-expression</td>
<td>Under-expression</td>
<td>Over-expression</td>
</tr>
<tr>
<td></td>
<td>Copy Gain</td>
<td>Copy Loss</td>
<td>Copy Gain</td>
</tr>
<tr>
<td>Bladder Cancer</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Brain and CNS Cancer</td>
<td>5</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>8</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>Cervical Cancer</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal Cancer</td>
<td>14</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Esophageal Cancer</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gastric Cancer</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head and Neck Cancer</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney Cancer</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Leukemia</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Liver Cancer</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>13</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Lymphoma</td>
<td></td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Melanoma</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myeloma</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Other Cancer</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Ovarian Cancer</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pancreatic Cancer</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate Cancer</td>
<td>2</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Significant Unique Concepts</td>
<td>89</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Ratio</td>
<td>14.83 (p&lt;0.0007)</td>
<td>13.75 (p&lt;0.009)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 5. Multivariate analysis 1

<table>
<thead>
<tr>
<th>Clinical variable</th>
<th>HR</th>
<th>se(coef)</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER status (negative)</td>
<td>1.457</td>
<td>0.215</td>
<td>1.749</td>
<td>0.015</td>
</tr>
<tr>
<td>Lymph node (negative)</td>
<td>0.624</td>
<td>0.197</td>
<td>-2.394</td>
<td>0.0011</td>
</tr>
<tr>
<td>Size</td>
<td>3.447</td>
<td>0.25</td>
<td>4.945</td>
<td>2.09</td>
</tr>
<tr>
<td>Age</td>
<td>1.034</td>
<td>0.104</td>
<td>0.322</td>
<td>0.57</td>
</tr>
<tr>
<td>HMGA1 signature</td>
<td>1.574</td>
<td>0.195</td>
<td>2.326</td>
<td>0.019</td>
</tr>
</tbody>
</table>

### Table 6. Multivariate analysis 2

![Figure Supplementary 3: Multivariate analysis](image)

<table>
<thead>
<tr>
<th>Clinical variable</th>
<th>HR</th>
<th>se(coef)</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER status (negative)</td>
<td>1.457</td>
<td>0.215</td>
<td>1.749</td>
<td>0.015</td>
</tr>
<tr>
<td>Lymph node (negative)</td>
<td>0.624</td>
<td>0.197</td>
<td>-2.394</td>
<td>0.0011</td>
</tr>
<tr>
<td>Size</td>
<td>3.447</td>
<td>0.25</td>
<td>4.945</td>
<td>2.09</td>
</tr>
<tr>
<td>Age</td>
<td>1.034</td>
<td>0.104</td>
<td>0.322</td>
<td>0.57</td>
</tr>
</tbody>
</table>
### Table 7. CDK inhibitors selected from Selleckchem company

<table>
<thead>
<tr>
<th>Compound</th>
<th>Other Name</th>
<th>CDK high</th>
<th>CDK low</th>
<th>FDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD-0332991</td>
<td>Pfizer’s Palbociclib</td>
<td>4, 5</td>
<td></td>
<td>Breakthrough Therapy designation</td>
</tr>
<tr>
<td>SNS-032</td>
<td>BMS-387032</td>
<td>9, 7, 2</td>
<td>1, 4, 6</td>
<td>TRIAL</td>
</tr>
<tr>
<td>Roscovitine</td>
<td>Seliciclib</td>
<td>1, 2, 5</td>
<td></td>
<td>TRIAL</td>
</tr>
<tr>
<td>PHA-793887</td>
<td></td>
<td>2, 5, 7</td>
<td>1, 4, 9</td>
<td>TRIAL</td>
</tr>
<tr>
<td>AT7519</td>
<td></td>
<td>1, 2, 4, 6, 9</td>
<td>3, 7</td>
<td>TRIAL</td>
</tr>
<tr>
<td>BS-181 HCL</td>
<td></td>
<td>7, 9</td>
<td>1, 2, 4, 5, 6, 9</td>
<td>NO</td>
</tr>
<tr>
<td>BMS-265246</td>
<td></td>
<td>1, 2</td>
<td>4,</td>
<td>NO</td>
</tr>
<tr>
<td>AZD5438</td>
<td></td>
<td>1, 2, 9</td>
<td>5, 6, GSK2B</td>
<td>TRIAL</td>
</tr>
<tr>
<td>Flavopiridol</td>
<td>Hydrochloride</td>
<td>1, 2, 4, 6</td>
<td></td>
<td>TRIAL</td>
</tr>
<tr>
<td>PHA-767491</td>
<td></td>
<td>7, 9</td>
<td>1, 2, GSK2B</td>
<td>NO</td>
</tr>
<tr>
<td>PHA-848125</td>
<td>Milciclib</td>
<td>2, CCNA,</td>
<td>7, 4, 5 TRKA</td>
<td>TRIAL</td>
</tr>
<tr>
<td>Dinaciclib</td>
<td>SCH727965</td>
<td>2, 5, 1, 9</td>
<td></td>
<td>TRIAL</td>
</tr>
<tr>
<td>JNJ-7700621</td>
<td></td>
<td>1, 2, AURK A/B</td>
<td></td>
<td>NO</td>
</tr>
</tbody>
</table>
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Publications
During my PhD I worked on the following publications:

**Expression and functional characterization of Xhmg-at-hook genes in Xenopus laevis.**  

High Mobility Group A proteins (HMGA1 and HMGA2) are architectural nuclear factors involved in development, cell differentiation, and cancer formation and progression. Here we report the cloning, developmental expression and functional analysis of a new multi-AT-hook factor in Xenopus laevis (XHMG-AT-hook) that exists in three different isoforms. Xhmg-at-hook1 and 3 isoforms, but not isoform 2, are expressed throughout the entire development of Xenopus, both in the maternal and zygotic phase. Localized transcripts are present in the animal pole in the early maternal phase; during the zygotic phase, mRNA can be detected in the developing central nervous system (CNS), including the eye, and in the neural crest. We show evidence that XHMG-AT-hook proteins differ from typical HMGA proteins in terms of their properties in DNA binding and in protein/protein interaction. Finally, we provide evidence that they are involved in early CNS development and in neural crest differentiation.  

**HMGA1 promotes metastatic processes in basal-like breast cancer regulating EMT and stemness.**  

**A novel HMGA1-CCNE2-YAP axis regulates breast cancer aggressiveness.**  
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