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SUMMARY

Research activity in chemical engineering is focused on the refinement of theories and techniques employed for the development of new tools aiming at solving issues directly related to the generation of goods and services supplied by chemical, biochemical and pharmaceutical industries. Meanwhile, the rise of computational capabilities enabled scientists to include simulation techniques within the valuable methods to deal with a plethora of purposes. Among the others, multiscale approaches revealed to be very useful, since they broaden the in-silico application perspectives embracing theories from quantum mechanics at the nanoscale to classical mechanics at the macroscale.

Furthermore, the acknowledgment of sustainability among the cornerstones of future development led to a copious diffusion of sustainability evaluation methodologies. Henceforth, economic, social and environmental concerns have become pivotal within chemical processes assessments.

In this context, this thesis deals with the development of a multiscale framework for the preliminary screening of chemical process designs, promoting the adoption of various computational tools along with sustainability considerations.

The purpose of this methodology resides in the fulfillment of an emblematic need for any production site, i.e. the evaluation of a production process considering possible modifications from different perspectives in order to identify as fast as possible the most efficient design including economic, social and environmental concerns.

The reader will be guided through this topic following the chapters of the present dissertation.

In Chapter I, the concept of sustainability and sustainable development will be presented, along with several applications from various perspectives. Starting from the wider panorama of international institutions, the focus will sharpen towards industry concerns, concluding with some relevant examples from chemical process engineering field.

Chapter II will describe the steps to be performed to achieve the sustainability evaluation of the process alternatives. The identification of promising process designs is followed by the implementation of each flowsheet in a process simulator in order to calculate several indicators based on the sustainability pillars. The indicators scores will become the input of a mathematical tool (Data Envelopment Analysis) which aims to select the most efficient designs. The last step involves the employment of a retrofit analysis in order to identify the major sources of impacts, allowing the selection of the most suitable parameters to be tuned in the perspective of sub-optimal designs enhancement.

Chapter III will deal with the application of different molecular simulation techniques for the assessment of the octanol-water partition coefficient (Kow), which is a pivotal parameter for the calculation of several sustainability indicators.
Three case studies will be described in Chapter IV. The first one belongs to the pharmaceutical field and deals with the production of an antidiabetic drug (pioglitazone hydrochloride) considering different synthesis routes from various patents. The second case study regards the biochemical industry, dealing with the optimization of the operating conditions of a reactor employed for the production of biodiesel from vegetable oil. The last one explores the synthesis of a nanomaterial, adopting a sustainable approach for the evaluation of several reaction parameters involved in the production of a nanostructured semiconductor, i.e. cadmium selenide (CdSe) quantum dots.

Some concluding remarks and future perspectives will be included in the final Chapter V.
La ricerca scientifica nell’ambito dell’ingegneria chimica si è focalizzata sia sul perfezionamento delle teorie e delle tecniche utilizzate attualmente, che sullo sviluppo di nuovi strumenti atti a risolvere le problematiche ancora insolubili relative alle produzioni di beni e servizi tipici delle industrie chimiche, biochimiche e farmaceutiche. In contemporanea, il progressivo aumento delle potenzialità del calcolo computazionale ha permesso l’utilizzo di tecniche di simulazione *in-silico* in una grande varietà di applicazioni. Gli approcci multiscala si sono rivelati molto utili grazie alla loro peculiarità di coniugare aspetti che spaziano dalla quanto-mecanica tipica della nanoscala, alla meccanica classica dei materiali massivi, comprendendo prospettive molto ampie e adattando ogni teoria alle diverse applicazioni.

Inoltre, il riconoscimento dei concetti legati alla sostenibilità come principi cardine per ottenere uno sviluppo sostenibile ha generato un prolifico incremento della diffusione di metodologie per considerare aspetti sociali e ambientali, a fianco delle tradizionali stime economiche, nel quadro più ampio delle valutazioni degli impianti chimici.

In questo contesto, questa tesi tratta dello sviluppo di una metodologia multiscala per la stima preliminare di diverse configurazioni impiantistiche, promuovendo l’adozione di strumenti computazionali differenti e comprendendo valutazioni di carattere economico, sociale e ambientale.

Il fine ultimo che tale metodologia si prefigge risiede nella soddisfazione della necessità tipica di qualsiasi impianto di produzione, ovvero nella definizione di una metodologia di valutazione di vari parametri e configurazioni impiantistiche, utilizzando un’ottica sostenibile e fornendo risultati velocemente.

Al lettore verranno fornite le adeguate informazioni sull’argomento in maniera progressiva attraverso i capitoli di questa tesi.

Nel *Chapter I* saranno descritti il concetto di sostenibilità e di sviluppo sostenibile. Seguirà una trattazione riguardante la loro applicazione nella società odierna da diverse prospettive: a partire da quella più generalista delle istituzioni, fino a quella più particolare dell’industria, per concludere con una parte specifica sull’industria chimica, corredata di esempi di metodologie applicate a processi chimici.

Il *Chapter II* descriverà i passaggi necessari ad ottenere la valutazione della sostenibilità delle alternative impiantistiche. Dal reperimento delle informazioni necessarie, all’implementazione dei modelli nei simulatori di processo, seguito dal calcolo degli indici rappresentativi dei pilastri della sostenibilità, i cui valori vengono successivamente valutati tramite un algoritmo matematico (DEA) per identificare la configurazione impiantistica ottimale. Infine è necessario analizzare le alternative inefficienti di modo da comprendere su quali variabili si debba intervenire per migliorare le prestazioni complessive.
Il Chapter III affronterà l'utilizzo di diverse tecniche di simulazione molecolare per la stima del coefficiente di ripartizione ottanolo-acqua (Kow), che è un proprietà fondamentale per il calcolo di alcuni indici utilizzati.

Il lettore troverà alcuni casi di studio descritti nel Chapter IV. Il primo appartiene al ramo della farmaceutica e si occupa della produzione del pioglitazone cloridrato attraverso l'utilizzo di diverse vie di sintesi appartenenti a numerosi brevetti. La seconda applicazione della metodologia riguarda l'industria biochimica e ottimizza le condizioni operative di un reattore utilizzato per la produzione di biodiesel a partire da olio vegetale. L’ultimo caso di studio esplora il mondo dei nanomateriali per applicazioni in ambito solare, valutando diversi parametri di reazione utilizzati per condurre la sintesi di un semiconduttore nanostrutturato, ovvero i quantum dot di seleniuro di cadmio (CdSe).

L’ultimo Chapter V conterrà le valutazioni conclusive e le prospettive future.
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CHAPTER I

SUSTAINABILITY AND SUSTAINABLE DEVELOPMENT:
AN OVERVIEW
I.1 SUSTAINABILITY AND SUSTAINABLE DEVELOPMENT CONCEPTS

The overall conditions of our planet Earth are progressively worsening.

Since we started to exploit the available natural resources, we have become one of the major sources of disturbance in a planet ruled by a multitude of non-equilibrium processes interacting in dynamic system. As soon as our major role in the climate change became clear, the scientific community strived for increasing the awareness of detrimental habits in the globalized society, aiming to slow down their effects on the environment, thus avoiding the reaching of boundaries of no return. Indeed, the technology of modern society, developed to improve life quality and provide a higher satisfaction of human needs, e.g. better hygienic conditions, food stock granted by intensive farming and livestock, effective drugs, etc., generated evident benefits as well as dreadful drawbacks as they caused a considerable number of environmental issues that affect globally, e.g. global warming, ozone layer depletion, air pollution, land overexploitation, or reduction of fresh water reserve among the others.

In this context, an increasing effort has been spent in the last three decades on a smarter utilization of natural resources and fossil fuels, that will undeniably run out in the near future, since an increasing adoption of renewable energy sources and a trend towards a reduction of the impact of human activities on the environment become essential in a sustainable development viewpoint. Before going further, a brief description of "sustainable development" concept is necessary to deeper understand the implications of its adoption.

The term "sustainable" is generally defined in Cambridge Dictionary as "able to continue over a period of time", embodying the concepts of perpetuity and conservation of a specific condition previously defined.

Conversely, the term "development" stands for "the process in which someone or something grows or changes and becomes more advanced", providing an idea of improvement achieved through a progressive movement and evolution, that is an oxymoron in comparison to the static behavior related to the "sustainable" term.

In the particular context of socio-environmental systems, after few mentions regarding forestry in 17th century, the first introduction of the modern concept of sustainable development has been conferred upon the UN Conference on Human Environment (UNCHE), held in Stockholm in 1972, while the adoption of the well-known actual terms has been attributed to the International Union for Conservation of Nature, that promulgate a World conservation strategy document in 1980. The first comprehensive definition of the concept has been published in the Brundtland Report of 1987 by the World Commission on Environment and Development (WCED), being the sustainable development "an enhancement process in which the exploitation of resources, the direction of investments, the orientation of technological development and institutional changes are made consistent with future as well as present needs." This definition comprehends two fundamental concepts: the "needs", seen as the essential living
needs to be fulfilled for the global increasing population focusing on the poorest, and the introduction of a threshold over which the environment is not resilient enough to absorb the effects induced by human activities and is not capable to sustain the actual social habits.\(^\text{15}\)

Since the first definition of sustainable development concept, an abundance of new interpretations have been published, adapted to expectations specific for a desirable progress, as stated by Kates et al.: “the concrete challenges of sustainable development are at least as heterogeneous and complex as the diversity of human societies and natural ecosystems around the world”\(^\text{16}\). The plethora of opinions and descriptions from scientists belonging to various disciplines gave rise to misinterpretations as none of them was capable of capture the whole spectrum of the concept\(^\text{17}\). Indeed, Johnston et al.\(^\text{18}\) estimated that in 2007 there were around three hundred definitions of “sustainability” and “sustainable development”. To cite but a few among many others, Mosovsky et al. described sustainability as “the delivery of competitively priced goods and services that satisfy human needs and bring quality of life, while progressively reducing ecological impact and resource intensity throughout the life cycle, to a level at least in line with Earth’s carrying capacity”\(^\text{19}\); Shaker R.R. defined “sustainable” as the peculiarity of the human-targeting homeostatic equilibrium between humanity and the surrounding ecological system, being the combination "sustainable development" the holistic approach and time-related processes that lead us to the end point of sustainability\(^\text{20}\); for Bolis et al. "sustainable development can be seen as the kind of development aimed at satisfying the human needs of society as a whole (including future generations) beyond a minimum level, which is enabled by an axiological perspective in decision-making, considering environmental limits."\(^\text{21}\) moreover García-Serna et al. asserted that "sustainable development means continuous ensuring dignified living conditions with regard to human rights by creating, expanding, enlarging, refining and maintaining the widest possible range of options for freely defining life plans. The principle of fairness among and between present and future generations should be taken into account in the use of environmental, economic and social resources. Comprehensive protection of biodiversity is required in terms of ecosystem, species and genetic diversity and all of which the vital foundations of life are."\(^\text{22}\)

It is worth underlying how the definition of sustainable development should be globally acknowledged, since a lack of agreement on such a fundamental concept would lead to an imbalance in the evolutionary process among the different entities involved, compromising the future of the generations to come\(^\text{23}\).

Notwithstanding, the reader can easily recognize how they all harmonize with a common background, incorporating almost every aspect of the environment and human interaction therein\(^\text{24}\), and how they all share a common trend, that is including economic, social and environmental concerns simultaneously, although their time scales may differ, following the so-called triple bottom line (TBL). This concept has been proposed in 1997 by Elkington\(^\text{25}\), who introduced the three pillars of sustainability, i.e. people, profit and planet, that are still well-established benchmarks in the sustainable development discipline. After the ONG Earth Summit of 2002 held in Johannesburg, TBL has been referred to as the
balanced integration of economic, environmental and social performance. A brief definition of these concepts is given below:

- “Economy” is the large set of inter-related production and consumption activities that aid in determining how scarce resources are allocated. This is also known as an economic system. The economy encompasses all activity related to production, consumption and trade of goods and services in an area. The economy applies to everyone from individuals to entities such as corporations and governments. The economy of a particular region or country is governed by its culture, laws, history, and geography, among other factors, and it evolves due to necessity. For this reason, no two economies are the same.

- “Environment” stands for the complex of physical, chemical, and biotic factors (such as climate, soil, and living things) that act upon an organism or an ecological community and ultimately determine its form and survival.

- “Society” is a group of people involved in persistent social interaction, or a large social group sharing the same geographical or social territory, typically subject to the same political authority and dominant cultural expectations. Societies are characterized by patterns of relationships between individuals who share a distinctive culture and institutions; a given society may be described as the sum total of such relationships among its constituent of members.

The interactions among these entities have been represented in two different manners, which are reported in Figure 1-1.

![Figure 1-1. Illustrations of the different approaches for representing the relationships among sustainability pillars. a) The Cosmic Model; b) The Dominant Model](image)
The Cosmic Model (Figure I-1.a) has been postulated by Mebratu\textsuperscript{17} under the following assumptions:

- the natural universe embeds (in the past and in the future) the human universe, in general, and the economic and social cosmos, in particular;
- the intersection area of the four cosmos is the area where we have the biggest amount of combinations of conflict and harmony that generates the opportunities for the development of the different scenarios of the natural and human universe;
- the interactions within the interactive zone are an abundance of systems that do not belong exclusively to the internal cosmo but have a four-dimensional (or three-dimensional, if we put the biotic and abiotic under the ecological dimension) systemic parameter;
- the environmental crisis recorded throughout human history is an outcome of the cumulative effect of deliberate, or otherwise, human neglect of one or more of the systemic parameters, resulting in millions of feedback deficient systems;
- not the entire abiotic region is influenced by the biotic, social and economic ones, same as a portion of the biotic cosmo, which is still independent from the human impact.

The Dominant Model (Figure I-1.b) has been proposed by Holmberg\textsuperscript{30} and is based on the following statements:

- the system is reductionist: the environmental, economic, and social systems are independent entities and may be treated separately;
- the system is bivalent: sustainability is achieved in the interactive zone where the three different systems overlaps, while the area outside the interactive zone is assumed to be an area of contradiction;
- the system promotes linear thinking: since the ultimate objective of sustainability is the full integration of the natural, economic, and social systems; this may be achieved through the integration of these objectives.

In this work, the Dominant Model has been adopted.

The next \textit{Paragraph I.2} will focus on the practical employment of sustainable development concept to the development of our society.
I.2 SUSTAINABLE DEVELOPMENT APPLICATIONS

The sustainable development approach has been applied by various entities on their own specific area of expertise. Since this manuscript deals with the sustainability assessment of chemical process plants, a particular concern will be given to chemical industry specific methodologies. Hence, the reader will find a summary of some of the application promoted by government institutions, then from industrial stakeholders and, last but not least, chemical industry practitioners and scientists.

I.2.1 SUSTAINABLE DEVELOPMENT AND INSTITUTIONS

The chance to put 1987 WCED definition\textsuperscript{15} into practice showed up just five years later at the 1992 Earth Summit in Rio de Janeiro, when an action plan, called Agenda 21,\textsuperscript{31} for the sustainable development of the 21\textsuperscript{st} century implementation has been drawn, claiming for a broad cooperation among individuals in order to reshape the business model towards an integration of environmental and social concerns. Furthermore, Elkington\textsuperscript{25} proposed a guideline of seven paradigms to be followed by enterprises in order to embed sustainability within their internal development, i.e. market (from submission to competitiveness), values (from rigid to flexible), transparency (from closed to open), life cycle technology (from product to function), partnership (from disunion to symbiosis), time conception (from intense to long term), and governance (from exclusive to inclusive).\textsuperscript{21} In this perspective, Elkington advocated an involvement of organizations in the transition to a sustainable planet, since they ought to be concerned in social and environmental issues as well as economical ones.\textsuperscript{25} Indeed, the European Union earmarked substantial funds (nearly €80 billion between 2014-20)\textsuperscript{32} in a framework programme called Horizon 2020, funding research, technological development, and innovation. Horizon 2020 is turning into reality the European environmental research and innovation policy, providing a transformative agenda for promoting the inclusion of ecological concerns into economy and society as a whole, so as to achieve a genuine sustainable development: it is expected that at least 60\% of the overall Horizon 2020 budget should be related to sustainable development, and that climate-related expenditure should exceed 35\% of the budget.\textsuperscript{33} In 2015, the United Nations General Assembly formally adopted the "universal, integrated and transformative" 2030 Agenda for Sustainable Development, employing a set of 17 Sustainable Development Goals (SDGs), that range from fighting poverty, hunger, discriminations and illiteracy to promoting clean energy, climate and natural life safeguard, good-health, sanitation, and recycling. Furthermore, international treaties have been signed, e.g. Kyoto Protocol in 1997 and Paris Agreement in 2015, by numerous countries (unfortunately, some of them are still missing or retreating) in order to ratify their commitment in the reduction of greenhouse gas production, responsible of global warming.
I.2.2 SUSTAINABLE DEVELOPMENT AND INDUSTRIAL SECTOR

As a matter of fact, we are slowly shifting from a reckless development towards a sustainable one and industry sector needs to be one of the driving forces of this process, since it has always played a major role in climate change.\textsuperscript{34} Innovative products are constantly entering the market, answering to a growing demand from a wider global market, encouraging companies to invest in R\&D more than ever before, even if process design still needs a big boost to gain compelling improvements.\textsuperscript{35} Indeed, the US Office of Technology Assessment (OTA) defined "product design" (the specification of “form and function”) as “a unique point of leverage from which to address environmental problems. Design is the stage where decisions are made regarding the types of resources and processes to be used, and these ultimately determine the characteristics of waste streams”.\textsuperscript{36} This definition means that an accurate product and process design would lead to clear environmental benefits, even though distribution, marketing, promotion, and pricing need to be accounted and analyzed in the future, as they have their own impacts on the final sustainability performance.\textsuperscript{37} Moreover, within industries there are large gaps between proactive corporations, that are focused on preventing the generation of unsustainable development scenarios, and reactive companies, which internalize institutional regulations modifying their production processes, aiming to merely follow law prescriptions.\textsuperscript{35} The improvements achieved during this enhancement process have to be identified in order to evaluate the order of magnitude of the increasing sustainability attitude. However, a relevant question arise at this stage. How can we measure the development achieved? Moreover, is it possible to quantify its sustainable pattern?

An abundance of sustainability metrics, methods, indicators and tools for the sustainability assessment have been proposed, aiming to quantify the performances of economic, social and environmental impacts of different systems, including transports, manufacturing, construction, supply chain and energy systems.\textsuperscript{38,39} The scientific community agrees that the adoption of a single evaluation metric is not the desirable target to pursue, as dedicated methodologies would be more efficient when applied within their specific field,\textsuperscript{40} even if it looks more profitable to consolidate all the available metrics into one aggregate system of metrics.\textsuperscript{41}

Due to its central role, a considerable number of methodologies have been suggested for the sustainability evaluation of the industrial manufacturing sector\textsuperscript{42} (which includes chemical, metallurgic, pharmaceutical, food, automotive, mechanical, textile, etc.) comprehending the total life cycle of the product, i.e. extraction of raw materials, transportation to manufacturing site, processing to obtain desired product, utilization by the end user and disposal of wastes, accounting for environmental, ethical and financial perspectives. The background that leads to the copious development of such an abundance of methodologies, finds its fundamentals on various models that took hold on the industrial mindset, i.e. Design for Environment, Life Cycle Analysis, Total Quality Environmental Management, Green Supply Chain Management, and ISO 14000;\textsuperscript{43}
• **Design for Environment (DfE)**: starting from the product design stage, it takes into consideration the potential refurbishing and/or recycle of the final product or some of its components, embedding their long term environmental and human impacts. Components are designed to exhibit interchangeability for reusable ones or biodegradability for consumables ones. Moreover, the raw materials extraction and the production processes efficiency, energy usage, water usage, and waste generated are analyzed, looking for their minimization.

• **Life Cycle Analysis**, also known as **Life Cycle Assessment (LCA)**: it comprehends the potential environmental impacts and the resources exploited throughout the entire product’s life-cycle from cradle, i.e. extraction of raw materials, to grave, i.e. waste disposal. The LCA methodology embodies four subsequent steps to perform a full-scale product assessment: Goal and Scope Definition, in which the target of the analysis has to be defined; Life Cycle Inventory (LCI), in which the information about mass and energy balances of materials, equipment, transformation process, transportation and waste treatment need to be retrieved; Life Cycle Impact Assessment (LCIA), which adopts the LCI information to calculate the impact of the entire life-cycle of the product based on impacts stored in databases; and Interpretation, in which the results from LCIA have to be analyzed to recognize the most sustainable pathway. The procedure of LCA are part of the ISO 14000 standard, in particular of ISO 14040:2006 and 14044:2006.

• **Total Quality Environmental Management (TQEM)**: it is a high level framework adopted by companies to improve their environmental performance through a top down approach from management support through increasing employees’ and stakeholders’ awareness on environmental protection, integrating these policies in company’s standard procedures, and measuring and recording environmental statistics, aiming to improve corporate’s performance.

• **Green Supply Chain Management (GSCM)**: means integrating environmental thinking into supply-chain management, including product design, material sourcing and selection, manufacturing processes, delivery of the final product to the consumers as well as end-of-life management of the product after its useful life. An extension of this concept is **Sustainable Supply Chain Management (SSCM)**, as it comprehends economic and social aspect in its concerns as defined by Ahi et al., who described SSCM as “the creation of coordinated supply chains through the voluntary integration of economic, environmental, and social considerations with key inter-organizational business systems designed to efficiently and effectively manage the material, information, and capital flows associated with the procurement, production, and distribution of products or services in order to meet
stakeholder requirements and improve the profitability, competitiveness, and resilience of the organization over the short- and long-term."\(^{48}\)

- **ISO 14000 family standards**: provide practical tools for companies and organizations of all kinds looking to manage their environmental responsibilities.\(^{49}\) The updated version of ISO 14001 is ISO 14001:2015 and it is based on the Plan-Do-Control-Act (PDCA) cycle to constantly improve the environmental performance of the manufacturing process. In the Plan phase, the company needs to review the objectives pursued and the processes required, the Do phase starts as soon as the processes are implemented, while in the Control step the company needs to check the environmental performances achieved, followed by the Act stage in which take place the evaluation of the results and the implementation of corrections aiming to improve the performances of the environmental management system. As already mentioned, LCA has been embedded within this standards in 2006.

### 1.2.3 SUSTAINABLE DEVELOPMENT AND CHEMICAL PROCESS ENGINEERING

Focusing on chemical industry, since its potential impact on the environment is a well-known issue,\(^{50}\) more than a single guideline have been published, aiming to advise the practitioners on the improvement to implement within their chemical plants or during a process design phase. The sustainability analysis of the chemistry behind the processes has been performed by Anastas et al., whose Green Chemistry principles\(^{51}\) are a benchmark in the area of chemistry and chemical engineering, as they provide a valuable endorsement for the minimization of the consumption of nonrenewable resources and the generation of hazardous substances. The twelve principles of Green Chemistry are reported underneath:

- it is better to prevent waste than to treat or clean up waste after it is formed;
- synthetic methods should be designed to maximize the incorporation of all materials used in the process into the final product;
- wherever practicable, synthetic methodologies should be designed to use and generate substances that possess little or no toxicity to human health and the environment;
- chemical products should be designed to preserve efficacy of function while reducing toxicity;
• the use of auxiliary substances (e.g. solvents, separation agents, etc.) should be made
unnecessary wherever possible and innocuous when used;

• energy requirements should be recognized for their environmental and economic impacts
and should be minimized. Synthetic methods should be conducted at ambient
temperature and pressure;

• a raw material or feedstock should be renewable rather than depleting wherever
technically and economically practicable;

• unnecessary derivatization (blocking group, protection/deprotection, temporary
modification) should be avoided whenever possible;

• catalytic reagents (as selective as possible) are superior to stoichiometric reagents;

• chemical products should be designed so that at the end of their function they do not
persist in the environment and break down into innocuous degradation products;

• analytical methodologies need to be further developed to allow for real-time, in-process
monitoring and control prior to the formation of hazardous substances;

• substances and the form of a substance used in a chemical process should be chosen to
minimize potential for chemical accidents, including releases, explosions, and fires.

Furthermore, the author supported the cause of Green Chemistry providing a specific framework,
called Green Engineering,\textsuperscript{52} conceived for scientists and engineers to engage in when designing new
materials, products, processes, and systems that are benign to human health and the environment.\textsuperscript{10} The
twelve principles of Green Engineering follow:

• designers need to strive to ensure that all material and energy inputs and outputs are as
inherently non-hazardous as possible;

• it is better to prevent waste than to treat or clean up waste after it is formed;

• separation and purification operations should be designed to minimize energy
consumption and materials use;

• products, processes, and systems should be designed to maximize mass, energy, space,
and time efficiency;

• products, processes, and systems should be “output pulled” rather than “input pushed”
through the use of energy and materials;

• embedded entropy and complexity must be viewed as an investment when making design
choices on recycle, reuse, or beneficial disposition;
targeted durability, not immortality, should be a design goal;

• design for unnecessary capacity or capability (e.g., “one size fits all”) solutions should be considered a design flaw.

• material diversity in multicomponent products should be minimized to promote disassembly and value retention;

• design of products, processes, and systems must include integration and interconnectivity with available energy and materials flows;

• products, processes, and systems should be designed for performance in a commercial “afterlife”;

• material and energy inputs should be renewable rather than depleting.

In order to increase the control and awareness on the compounds available in the European market, the European Union promulgated a regulation, called REACH (Registration, Evaluation, Authorization and Restriction of Chemicals), determining the standards and procedures regarding the production and use of chemical substances, and their potential impacts on both human health and the environment.

The contributions just reported, established the background over which, in the last two decades, scientists built up various methodologies to include sustainability in process system engineering and design. In the next Paragraph I.2.3.1, the reader will find a brief overview of the most used and widespread methodologies in chemical process design.

I.2.3.1 Chemical Process Design Methodologies

It is well-known how a fair management and a responsible conduction of chemical process plants are crucial when environmental protection comes into play. In this perspective, chemical engineers made a huge effort with the purpose of including the environmental and social evaluations beside the well-established economical one. Indeed, Azapagic et al. first introduced a set of broad sustainability indicators already in 2000, embracing completely the establishing sustainable approach. Since then, an abundance of chemical and process industry tools, frameworks and methodologies have been published in order to address the need of decision maker to choose the most sustainable design among a plethora of different alternatives. One of the most useful and widespread methodology is LCA, which has been already described in the previous paragraph.

Despite the clear benefits of this tool, a full-scale LCA evaluation often requires reliable data, a high level of expertise as well as a considerable period of time to be performed for a lot of process designs, particularly the LCI and LCIA steps. Hence, various software have been launched into the
market, answering to the urgency of user-friendly platforms to perform LCA calculations, each one performing the assessment using customer input data or predefined databases, which could have been developed in-house or retrieved from external sources, e.g. ecoinvent (adopted both for LCI and LCIA).

A great number of contributions concerning LCIA methodologies can be retrieved in literature, covering various different impact categories, but providing characterization factors (CFs) that often differ among each other, even for the same chemical and impact, which yields usually confusion among practitioners. Furthermore, the existing literature models embrace different perspectives for the CFs adopted: midpoint and endpoint indicators. A midpoint indicator can be defined as a parameter in a cause-effect chain or network (environmental mechanism) for a particular impact category that is between the inventory data and the category endpoints. For instance, global warming potentials, ozone depletion potentials, and photochemical ozone formation potentials belong to this category. Endpoints are calculated to reflect differences between stressors at an endpoint in a cause-effect chain and may be of direct relevance to society's understanding of the final effect. Among others, this category comprehend Damage to Human Health (measured using Disability Adjusted Life Years per kilogram of substance emitted, DALY/kg), and Damage to ecosystem diversity (Potentially Disappeared Fraction of species annually, PDF m³ year). Figure I-2 shows the connection between these entities.

Figure I-2. Framework representing the connection between the results from LCI to 15 midpoint and endpoint indicators and the related 3 areas of protection (adapted from ILCD Handbook).
With the purpose of identifying the best-practice among existing characterization models and providing recommendations to the LCA professionals, a review of the well-established methodologies in LCIA calculation has been provided by Hauschild et al., who worked in collaboration with the Joint Research Centre (JRC) of the European Commission that has launched the International Reference Life Cycle Data System (ILCD) to develop technical guidance that complements the ISO Standards for LCA and provides the basis for greater consistency and quality of life cycle data, methods, and LCA studies.

In his research, Hauschild co-operated with experts and stakeholders of LCIA in order to select a set of relevant criteria, i.e. "completeness of scope", "environmental relevance", "scientific robustness and certainty", "documentation, transparency, and reproducibility", and "applicability", for screening the existing methodologies both at midpoint and endpoint. The LCIA methods included in the study are CML 2002, Eco-indicator 99, EDIP 2003, EPS, IMPACT 2002+, LIME, LUCAS, ReCiPe, and TRACI that combine various midpoint and/or endpoint indicators, but, although the numerous available combinations, none of them meets the international acceptance that the ISO standard calls for. Experts in LCIA assigned a level of recommendation to each CF considering the best existing techniques developed until 2008-2009 and the reliability of the final values obtained, as reported in Table I-1 which has been adapted from Hauschild et al.

In Table I-1, “R&S” stands for “Recommended and satisfactory”, “R&I” means “Recommended but in need of some improvements”, “R&C” is the acronym for “Recommended but to be applied with caution” and “Interim” represents models not mature enough to be recommended.

<table>
<thead>
<tr>
<th>Impact Category</th>
<th>Best among existing characterization method</th>
<th>Classification</th>
<th>Best among existing characterization method</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate change</td>
<td>Baseline model of 100 years of the IPCC</td>
<td>R&amp;S</td>
<td>Model developed for ReCiPe</td>
<td>Interim</td>
</tr>
<tr>
<td>Ozone depletion</td>
<td>Steady-state ODPs from the WMO assessment</td>
<td>R&amp;S</td>
<td>Model for human health damage developed for ReCiPe</td>
<td>Interim</td>
</tr>
<tr>
<td>Human toxicity, cancer effects</td>
<td>USEtox model</td>
<td>R&amp;I/R&amp;C</td>
<td>DALY calculation applied to USEtox midpoint</td>
<td>R&amp;I /Interim</td>
</tr>
<tr>
<td>Human toxicity, non-cancer effects</td>
<td>USEtox model</td>
<td>R&amp;I/R&amp;C</td>
<td>DALY calculation applied to USEtox midpoint</td>
<td>Interim</td>
</tr>
<tr>
<td>Particulate matter/respiratory inorganics</td>
<td>as in Humbert based on Rabl and Spadaro and Greco et al.</td>
<td>R&amp;S/R/I</td>
<td>Adapted DALY calculation applied to midpoint (adapted from van Zelm et al. and Pope et al.)</td>
<td>R&amp;S/R/I</td>
</tr>
<tr>
<td>Ionizing radiation, human health</td>
<td>modelled by Dreicer et al. in Frischknecht et al.</td>
<td>R&amp;I</td>
<td>Frischknecht et al.</td>
<td>Interim</td>
</tr>
<tr>
<td>Ionizing radiation, ecosystems</td>
<td>Screening Level Ecological Risk Assessment based on AMI model</td>
<td>Interim</td>
<td>None identified</td>
<td>-</td>
</tr>
<tr>
<td>Photochemical ozone formation</td>
<td>LOTOS-EUROS as applied in ReCiPe</td>
<td>R&amp;I</td>
<td>Model for damage to human health as developed for ReCiPe</td>
<td>R&amp;I</td>
</tr>
<tr>
<td>Acidification</td>
<td>Accumulated exceedance</td>
<td>R&amp;I</td>
<td>Method developed by van Zelm et al. as in ReCiPe</td>
<td>Interim</td>
</tr>
</tbody>
</table>
As the reader can notice, a great number of different methodologies needs to be employed in order to encompass the wide variety of possible impacts on sustainability, resulting in a multi-tool time-demanding procedure. Since none of the CF is negligible, practitioners are aware that they should include the whole set of methods to gain reliable results from the LCIA analysis. Luckily, some of them have already been integrated within a comprehensive method, i.e. Recipe2016,73 which can be adopted by itself or in combination with the available LCA calculation platforms.58–60 However, sometimes practitioners prefer not to perform a full scale LCA due to some overall procedure intrinsic issues:

- when there are a multitude of different scenario and/or various synthetic routes to assess in order to obtain the same product, the effort endorsed in the full-scale LCA of the whole variety of different designs becomes unbearable, as each alternative requires a considerable amount of time to be analyzed;

- when the substances involved within the chemical processes are not included in LCA databases, an extensive literature review becomes necessary in order to fill the data gaps in compound properties. During this process, it is not uncommon to pinpoint a lack of literature data for some chemicals, which prevents the accomplishment of the evaluation or add uncertainty to the final result;

- when the company can’t afford to allocate a substantial amount of resources on R&D, thus a series of test to retrieve experimental data for LCA is not feasible;

- when entering the market with an innovative product guarantees a great advantage on the competitors, therefore the company needs to complete the LCA evaluation as soon as possible to achieve a shorter time-to-market.

These scenarios are not uncommon for chemical industry corporates devoted to innovation like the ones belonging to the pharmaceutical field, that is characterized by a plethora of different process
alternatives for the same active pharmaceutical ingredient (API), dearth of published data on the chemicals adopted, R&D departments usually overloaded by a multitude of experiments and more focused on the effects of the final API, and a substantial interest to patent APIs before the competitors in order to gain a predominant position in the market.\textsuperscript{93}

In this context, pharmaceutical companies are used to consider fewer CFs or adopt methodologies that comprehend a minor number of contributions, trying to find the best trade-off between the quickness and the amplitude of the sustainability assessment. This is acceptable provided that the three pillars of sustainability are accounted and a full-scale LCA is performed on the most efficient designs, after the preliminary screening of the inefficient ones.

With the purpose of providing valuable tools to assist practitioners during a short process design assessments, plentiful methods have been published in the last decade, trying to couple process modelling, generation of process alternatives, sustainability evaluation and retrofit analysis. Just to cite a few, Gonzales et al.\textsuperscript{94} proposed a framework called Gauging Reaction Effectiveness for the ENvironmental Sustainability of Chemistries with a multi-Objective Process Evaluator (GREENSCOPE), aiming to estimate process alternative sustainability on a wide perspective, comprehending indicators accounting for different concerns, i.e. Efficiency, Energy, Economics, and Environment, while ensuring an interdependence among them. GREENSCOPE proved to be a versatile tool, since the battery limit of the evaluation can vary, from unit operation to overall process plant, and several raw materials, synthesis path, manufacturing technology and byproducts can be accounted for the same final product. Lapkin et al.\textsuperscript{95} developed a methodology organized on four hierarchical levels, i.e. society, infrastructure, company, and product and process, for the evaluation of the sustainability, called "greenness", of different available technologies, where each level is distinguished by a set of suggested established indicators based on stakeholders’ relevance. Sikdar et al.\textsuperscript{96} presented a framework composed by a set of four indicators that accounted for the three dimensions (3D) of sustainability. Two of them were focused on process operation, while the other two on human health risk and environmental impacts related to the chemicals adopted. This framework has been chosen by Fermeglia et al.\textsuperscript{97}, coupled with Waste Reduction Algorithm (WAR),\textsuperscript{98} process simulation with a CAPE-OPEN standard and quantum-mechanics molecular modelling, for the implementation of Process Sustainability Prediction (PSP) Framework, aiming to assess the sustainability performance of chemical process designs. Othman et al.\textsuperscript{99} published a modular-based Sustainability Assessment and Selection (m-SAS) framework which embeds Analytical Process Hierarchy (AHP) in order to guide practitioners during the selection of alternative process designs. m-SAS integrates four modules (process simulation, equipment and inventory acquisition, sustainability assessment, decision support) to assist the development of models for case studies, data acquisition and analysis, team contribution assessment and decision support process, respectively. Tugnoli et al.\textsuperscript{100} proposed the Quantitative Assessment of Sustainability Indices method based on the quantitative calculation of a set of normalized impact indices, i.e. sixteen environmental, one economic and two social,
embedded in a four steps procedure, in which, after a selection of common reference criteria among alternative designs, the indicators are defined, normalized and aggregated into the final result. Torres et al.\textsuperscript{101} published the Material Balance Environmental Index (MBEI) framework which allows to estimate toxic properties of the substances involved inside the chemical plant and, coupled with HYSIS simulation software used to determine mass flows, provide a sustainability evaluation using simple index calculation based on toxic properties formerly estimated. Shadiya et al.\textsuperscript{102} built up an Excel based tool called SUSTAINABILITY EVALUATOR, with the purpose of assessing processes' sustainability, considering a selection of metrics that concern economic, environmental, and health and safety issues. SustainPro is a tool designed by Carvalho et al.\textsuperscript{103} in order to guide the user throughout four steps during the design of continuous or batch processes. The first step requires the definition of process flowsheet specifications, the second one prescribes the calculation of indicator to identify potential bottlenecks, the third embeds safety, economic and environmental evaluations, while the last one accounts for designing possible alternatives, that are further evaluated using environmental impact tools and safety indices. Babi et al.\textsuperscript{104} developed a three stages framework able to generate plausible superstructure networks for converting given raw materials to potential final products using available technologies. After the generation of the possible alternatives (synthesis-stage), the selection of the optimal design paths considering sustainability indicator follows (design-stage), concluding with the introduction of process intensification criteria for the generation and evaluation of alternatives that match the desired improvement targets (innovation-stage).

In this manuscript, a methodology for a preliminary screening of process alternatives has been introduced in order to reduce the number of full-scale LCA evaluation, excluding a priori sub-optimal designs. The adoption of the methodology proposed underneath will speed up the design stage, reducing the effort and the money involved in the definition of the process alternative to further develop, and will provide some solutions for data gaps filling using molecular modelling. It consists of five sequential steps as shown in Figure I-3:

1. retrieving different synthesis routes published in literature or provided by in-house experiments or know-how;
2. creating a flowsheet related to each possible design using process simulators in order to obtain mass and energy balances;
3. choosing and calculating appropriate well-established indicators for the sustainability evaluation among the ones proposed in literature according with data available, impact addressed and decision-maker concerns;
4. applying Data Envelopment Analysis (DEA) to identify the most sustainable among alternatives;
5. performing a retrofit analysis, identifying the major contributions on sub-optimal designs indicators and providing a qualitative feedback regarding the parameters that should be modified (if possible) to improve the scores of each design.

*Figure 1-3. Methodology qualitative decision path.*

In the next *Chapter II* an extensive description of each step will be presented, including the characteristics of the indicators chosen as well as the fundamentals of DEA.
CHAPTER II

SUSTAINABILITY EVALUATION METHODOLOGY
One of the most valuable parameter to consider during a process design phase is time. It is crucial for a company to speed up as much as possible the launch of a product into the market in order to reduce the R&D costs and take an advantage on the competitors. In this perspective, the methodology proposed in this manuscript fulfills the need of avoiding the waste of time caused by performing extensive analysis on inefficient process designs, although an extensive LCA assessment on the efficient designs using established procedures is still required afterwards. The reader will find underneath a description of the five main steps to adopt in order to perform the methodology proposed.

**II.1 RETRIEVING DIFFERENT ROUTES**

In order to enter the market with an established product, a company needs to review the existing literature to identify as many synthesis routes as possible, therefore this step requires the access to patents, literature databases and books. The collection of documents needs to be followed by a check on the expiration date of patents and the replication of routes among different sources. Some trivial changes among different designs are sometimes not worth to assess, whereas a single paper can provide more than one promising route. During this step, a first guess on equipment employed and missing data will result in a homogeneous approach for all designs under investigation, ensuring to avoid imbalance which could end up with misleading evaluations.

**II.2 MODELING ROUTES ADOPTING PROCESS SIMULATORS**

Synthesis routes have to be modelled in a process simulator in order to obtain energy and mass balances. Process simulators are a well-established tools adopted to design, develop, analyze and optimize chemical processes. In this design phase, the company will take advantage of its know-how about scaling-up, phase equilibria and thermodynamic properties of the compounds involved in the processes. Some quantitative or qualitative data can be usually retrieved on patents, e.g. reaction yields and selectivity, byproducts, extraction of solutes, operating conditions, phase separation performances and equipment sizing, therefore it is possible to include this information within process simulations in order to achieve a reliable model. In the event that simplifications needs to be assumed, a similar approach on approximations for each design should be adopted to prevent generation of biases. Flowsheets should be scaled up to the actual demand of desired product in order to evaluate the energy consumption of solvent recovery, while an optimization of the scheduling should be performed for batch process designs.

After the completion of the steps described in Paragraphs II.1 and II.2, practitioners concluded a task equivalent to a shortened estimated LCI.
II.3 CHOOSING AND CALCULATING INDICATORS

It is well known how economy, society and environment are connected and dependent upon each other in a sustainable development viewpoint, thus it is essential to determine an adequate trade-off among them. The selection of a suitable set of sustainability indicators is fundamental, even though the accuracy of the results of the assessment is particularly related to trustworthy experimental or literature data. In order to preserve the simplicity of this approach the indicators endorsed should not require too many information to be calculated or, alternatively, the data should be assessable using computational techniques. Since this methodology can be performed using any set of indicators, for illustrative purposes various well-established indicators have been adopted in this work, aiming to investigate the capabilities of different approaches. The information retrieved for the quantification of the indicators have been mass and energy balances of the process, equipment costs from vendors or process simulators, H-Phrases, substance structures and chemicals costs from literature, and several thermodynamic properties, including Kow (Octanol-water partition coefficient) and kOH (reaction rate with hydroxyl) from molecular modelling.

II.3.1 ECONOMIC PERFORMANCE EVALUATION

II.3.1.1 COST OF THE PROJECT (CP)

CP quantifies the economic performances of each process design accounting for both Capital Expenditures (CapEx) and Operating Expenditures (OpEx) as shown in Eq.1, which is adapted from Schaber\textsuperscript{106} and evaluates the discounted total cost of the project.

\[
CP = (\text{CapEx}) + \sum_{i=1}^{n} \frac{(\text{OpEx})}{(1 + r_d)^i} \tag{Eq. 1}
\]

in which \(r_d\) is the discount rate, while \(\tau\) is the project lifetime.

The CapEx calculation is based on the elements reported in Table II-1, which is adapted from Schaber’s work.\textsuperscript{106} FOB (free on board) cost represents the cost of each process unit, ignoring additional related expenses, e.g. ancillary equipment, delivery, electrical, engineering, or piping. The delivery of each unit is accounted by increasing its FOB costs by 5\%\textsuperscript{106} and then multiplied using a Wroth factor,\textsuperscript{107} which is an heuristics based coefficient adopted to include the additional expenses formerly excluded by FOB, obtaining the battery-limits installed cost (BLIC) of each piece of equipment. Furthermore, it is necessary to include some extra expenditures related to the production site, providing a reliable estimation of equipment unit cost based on heuristics. Therefore, every BLIC needs to be multiplied by some extra
coefficients related to each additional plant-related cost, as shown in Table II-1. Since this work is addressed mainly to pharmaceutical corporates, it is preferable to adopt the upper limit value\textsuperscript{107} to coefficients from (5) to (8), due to the rigorous hygiene regulations and the small scale of productions typical of pharmaceutical field.\textsuperscript{106}

\textit{Table II-1. CapEx Heuristics\textsuperscript{107}}

<table>
<thead>
<tr>
<th>Item</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) FOB cost</td>
<td>sum of processing equipment units, solvent recovery excluded</td>
</tr>
<tr>
<td>(2) delivery</td>
<td>5% of FOB cost</td>
</tr>
<tr>
<td>(3) installation: ancillary equipment, automation, electrical, piping, and engineering</td>
<td>([\text{(Wroth Factor)}-1]\cdot(\text{delivered equipment cost}))</td>
</tr>
<tr>
<td>(4) battery-limits installed cost (BLIC)</td>
<td>sum of items (1) to (3)</td>
</tr>
<tr>
<td>(5) buildings and structures</td>
<td>10-20% of BLIC</td>
</tr>
<tr>
<td>(6) contingency</td>
<td>15-20% of BLIC</td>
</tr>
<tr>
<td>(7) offsite capital (for a grass-roots plant)</td>
<td>45-150% of BLIC</td>
</tr>
<tr>
<td>(8) service facilities</td>
<td>10-20% of BLIC</td>
</tr>
<tr>
<td>(9) waste disposal</td>
<td>not included in CapEx</td>
</tr>
<tr>
<td>(10) working capital</td>
<td>30-35% of annual materials costs</td>
</tr>
<tr>
<td>(11) total CapEx</td>
<td>sum of items (4) to (10)</td>
</tr>
</tbody>
</table>

OpEx estimation includes raw materials cost, utilities cost and labor expenditures (LabEx), as shown in Eq.2.

\[
OpEx = \sum_i \left( \frac{m_i^\text{in} - k_i \cdot m_i^\text{out}}{m_{\text{prod}}} \right) \cdot price_i + \sum_j \left( \frac{m_j^\text{in}}{m_{\text{prod}}} \cdot price_j \right) + LabEx \quad \text{Eq. 2}
\]

in which \(m_i^\text{in}\) and \(m_i^\text{out}\) are, respectively, inlet and outlet mass of raw materials only, \(m_{\text{prod}}\) is the total mass of main product obtained, \(price_i\) is the market price per unit of each chemical, \(m_j^\text{in}\) is the mass of utility \(j\) adopted at the \(price_j\), and \(k_i\) takes into account the estimated percentage of recovery of solvents, unreacted reagents and catalysts (it can vary in the range between 0 and 1), in which 0 means a total utilization of a chemical \(i\) within the process and 1 indicates a total recovery of the substance for further utilization.
LabEx is evaluated considering the operators’ annual gross salary times the number of operators employed. Both information are embedded in process simulators or can be estimated using well-established methodologies.\textsuperscript{108}

CP calculation is not related to expected revenues as they depend on forecasted product market price and volumes. Therefore CP adoption is suggested whenever a reliable forecast on future revenues is unachievable, as it would increase the uncertainty of the sustainability analysis.

\subsection*{II.3.1.2 Net Present Value (NPV)}

The adoption of NPV is preferable in comparison with CP as soon as the market price of the product is well-known or a set of historical data is available for a trustworthy forecast of future revenues. The formula for quantification of NPV is reported underneath (Eq.3) and it differs from Eq.2 (CP calculation) by the last revenue dependent term.

\begin{equation}
\text{NPV} = -\text{(CapEx)} + \sum_{i=1}^{\tau} \left[ \frac{-\text{(OpEx)}}{(1 + r_d)^i} + \frac{\text{revenues}}{(1 + r_d)^i} \right]
\end{equation}

In which every term refers to the same entity as in Eq.2 and revenues are calculated considering the market price of the product times the mass produced annually.

\subsection*{II.3.1.3 Profit Intensity (PI)}

In addition, it is possible to assess the economic performance of various process alternatives during a very early experimental phase, when neither the equipment nor the optimal quantities of compounds have been defined yet. Despite the limited information available at this stage, PI provides a valuable indication on future costs considering material balance only. It is based on Material Intensity proposed by Martins et al.,\textsuperscript{96} which quantifies the amount of non-renewable sources required to obtain a unit mass of products, including raw materials and solvents. In order to evaluate the economic impact of the distinct synthesis routes, the cost of each substance has been embedded in the calculation path, giving a first estimation of future material costs (Eq.4 and Eq.5).

\begin{equation}
\text{PI} = \frac{\sum_i m_i^{\text{in}} \cdot price_i - \sum_j m_j^{\text{out}} \cdot price_j}{\sum \text{output}}
\end{equation}

\begin{equation}
\text{output} = \frac{\sum_j m_j^{\text{out}}}{m_{\text{prod}}}
\end{equation}
where $m_{\text{in}}^i$ is the total inlet massflow of raw material $i$ times its purchasing price, $price_i$, $m_{\text{out}}^j$ is the outlet massflow of the saleable product $j$ which is multiplied by its selling price, $price_j$, and $m_{\text{prod}}$ is the total outlet massflow of the desired product of the synthesis. In case a single saleable product is obtained, the term “output” equals unity, therefore Eq.4 is simplified as shown in Eq.6.

$$PI = \sum_i (m_{\text{in}}^i \cdot price_i) - m_{\text{prod}} \cdot price_{prod} \quad \text{Eq. 6}$$

### II.3.2 SOCIAL PERFORMANCE EVALUATION

#### II.3.2.1 POTENTIAL CHEMICAL RISK (PCR)

Potential Chemical Risk (PCR) addresses hazards and risks for humans related to chemicals handled in the manufacturing process in order to exhibit the social contribution of a process design to sustainability. This indicator is based on the work of Vincent et al.,\textsuperscript{109} in which risk classes were related to R-Phrases assigned to each chemical. Aiming to define the correct human risk category in which a substance relies, R-Phrases were classified in risk classes considering an increasing risk accordingly to the increasing classes. Nowadays, R-Phrases have been replaced by H-Phrases,\textsuperscript{110} so that an update of risk classes to hazard classes using H-Phrases was required, as shown in Table II-2. In particular, hazard class 0 is specific for chemicals with a lack of data in literature, while hazard class 1 is reserved for well-known harmless compound.

<table>
<thead>
<tr>
<th>Hazard Class</th>
<th>H-Phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Unknown</td>
</tr>
<tr>
<td>1</td>
<td>None</td>
</tr>
<tr>
<td>3</td>
<td>H304, H312, H315, H319, H332, H335, H341, H351, H361, H362, H371, H373, EUH201, EUH202, EUH203, EUH204, EUH205, EUH209A</td>
</tr>
</tbody>
</table>
The calculation of PCR needs mass balance from process simulator and H-Phrases related to each chemical and is made up of assignments of each chemical to specific hazard classes whose contribution define the overall indicator. Whenever more than one H-Phrase is assigned to a substance, the selected chemical hazard class is the highest possible among the classes related to its H-Phrases. The calculation of the indicator is shown in Eq. 7 in which $m_i^{\text{max}}$ is the maximum mass flow of component $i$ (inlet flow for raw materials, catalysts and solvents, outlet flow for products and byproducts), $m_{\text{prod}}$ is total mass of main product obtained in the process and $H_{i}^{\text{PCR}}$ is the hazard class assigned to chemical $i$ and related to risks to human health. Since it is advisable to assess the maximum potential risk related to the adoption of a specific substance, users should account the maximum amount of each chemical $i$ within the process plant.

$$\text{PCR} = \sum_{i} \frac{m_i^{\text{max}}}{m_{\text{prod}}} \cdot 10^{H_{i}^{\text{PCR}}} \quad \text{Eq. 7}$$

Despite Vincent’s work, this methodology do not consider frequency class, that accounted for the duration of the utilization of each substance, nor quantity classes of chemicals, which concerned the quantity of chemicals involved within the chemical plant in comparison with the most used one. The former has been neglected since a permanent adoption of every substance has been assumed, the latter has been replaced by the maximum mass of chemical per mass of product, since the adoption of quantity classes was leading to possible misinterpretation of the results. Indeed, the sorting of substances to quantity classes (from 1 to 5) was funded on the choice of ranges in which each chemical should have belonged accordingly to the value of the ratio of the amount of substance to the quantity of the most used chemical in the process. The ratios varied from values close to 0 for traces of a substance, to 1 for the most used chemical, therefore the quantity classes were defined in the range 0–1, i.e. (quantity class 1)<0.01, $0.01 \leq$ (quantity class 2)<0.05, $0.05 \leq$ (quantity class 3)<0.12, $0.12 \leq$ (quantity class 4)<0.33, (quantity class 5)$\geq$0.33. This was leading to erroneous conclusion whenever a different number of substances was adopted among the various alternative designs. For instance, assume that a practitioner desires to assess two alternative designs, i.e. “Design 1” and “Design 2”, for the production of the same final product using different solvents. “Design 1” adopts 10 kg of hazard class 5 “Solvent A”, while “Design 2”, adopts 5 kg of same “Solvent A” and 5 kg of hazard class 4 “Solvent B” which is less hazardous. Both
designs employ the same quantity of solvents (10 kg), while “Design 2” is improving its sustainability performance, reducing the amount of very hazardous “Solvent A”, in favor of a less hazardous “Solvent B”: this should produce a minor impact and a lower value of the PCR score, since, in Vincent’s approach, the quantity class in combination with the hazard class provides the contribution to the final PCR value related to each chemical. Instead, the PCR calculation leads to an opposite outcome, since the quantity classes are based on the most used substance. Indeed, for “Design 1” there is only one substance belonging to quantity class 5 so there is just one contribution (which is $10^6$ accordingly to Vincent’s work) to the final PCR value, while for “Design 2” there are two substances belonging to quantity class 5, so there are two contributions (specifically $10^6 + 10^5$, which are different considering their specific hazard classes) to the final PCR value, which is actually increasing the final PCR value instead of decreasing it. Moreover, the ratios of the other substances increase as the quantity of the most used substance decreases, causing a greater contributions from other chemicals employed in the process.

In order to avoid this kind of scenarios, quantity classes have been neglected in favor of the introduction of maximum mass of chemical per mass of product, which is preserving the ratios among the various chemicals and accounts properly the number of substances. Considering the example above, assuming that both designs produce the same amount (1 kg) of final product, the “Solvent A” contribution to “Design 1” is $10^6$ (Eq.7), meanwhile the solvents of “Design 2” generate impacts for $5 \cdot 10^5$ and $5 \cdot 10^4$, respectively for “Solvent A” and “Solvent B”, with a final contribution of $5.5 \cdot 10^5$ to PCR final value. The drop of the PCR final value is in accordance with Green Chemistry principle of reducing the hazardous chemical adopted, thus the latter approach is the one endorsed in this thesis.

Furthermore, the relationships among the different hazard classes contributions to final PCR score from Vincent’s method have been preserved. Indeed, each growth of one hazard class caused an increment of one order of magnitude to chemical contribution to the final PCR score. For instance, Vincent affirmed that two chemical belonging to the same quantity and frequency classes (let’s assume 4 and 4) generate an impact quantified in $10^5$ or $10^6$, whether they belong to hazard classes 4 or 5, respectively. The relationships among classes have been retained in Eq.7, since the hazard class is the exponential term of a base 10, meaning that an increasing of one hazard class induces an order of magnitude growth.

**II.3.2.2 Human Toxicity Potential (HTP)**

This indicator, as PCR, accounts for human health risks related to the chemicals handled within the chemical plant in order to quantify the social concerns associated with the product manufacturing. The hazard classes related to this indicator are independent from H-Phrases, therefore its adoption is encouraged if the majority of the chemicals under study lacks of these information. The structure of the equation for quantifying HTP, i.e. Eq.8, is similar to the one adopted for the calculation of PCR (Eq.7) as shown below:
in which $m_{i}^{\text{max}}$ represents, as stated before, the maximum mass flow of component $i$ (inlet flow for raw materials, catalysts and solvents, outlet flow for products and byproducts), $m_{\text{prod}}$ is total mass of the product obtained in the process and $H_{C_{il}}^{\text{HTP}}$ is the hazard class assigned to chemical $i$ and related to risks to human health. The difference with Eq.7 resides on the calculation of the hazard class term, which is related to various endpoints estimated using literature available data or, more likely, in-silico methods. For instance, in this work the QSAR tool HazardExpert,\textsuperscript{111} embedded in the software Pallas by CompuDrug,\textsuperscript{112} has been adopted to achieve this task. HazardExpert is a rule-based software tool for predicting the toxicity of organic compounds in humans and in animals based on known toxic fragments collected from in vivo experiments and reported by the US EPA. This tool is able to link toxic molecule segments to their effects on various biological systems, combining the use of toxicological knowledge, expert judgement, QSAR models, and fuzzy logics (which simulates the effects of different exposure conditions). The fundamentals have been developed using fragment databases from different sources, whilst new fragments can be implemented by the user, providing an open architecture knowledge base. It comprehends multiple toxicity endpoints which are exploited to investigate human health hazard effects including oncogenicity, mutagenicity, teratogenicity, membrane-irritation, sensitization, immunotoxicity, and neurotoxicity. The probability of a toxic effect is calculated for any single endpoint, followed by an overall toxicity probability in the range from 0, which means that the compound is unlikely to be toxic, to 100, which gives a high probability of acute toxic effects. The overall probability has been chosen to represent the toxicity of a compound, assigning its value to $H_{C_{il}}^{\text{HTP}}$ for each substance $i$.

So far, $H_{C_{il}}^{\text{HTP}}$ was related to the probability of a compound of being toxic considering various endpoints simultaneously aggregated in a singular percentage. Depending on the toxicity evaluation output of the simulation tools available, the user has sometimes to handle a single output for each endpoint considered, as in the case of PreADMET.

The web-based application PreADMET,\textsuperscript{113} based on backward elimination\textsuperscript{114} and resilient backpropagation (Rprop)\textsuperscript{114} neural network method,\textsuperscript{115} has been adopted for the evaluation of specific toxicity assays, since it has already been used for the evaluation of toxicity elsewhere.\textsuperscript{116} Virtual screenings of mutagenicity (estimated Ames test against strains of Salmonella typhimurium TA100 and TA1535),\textsuperscript{117} rodents carcinogenicity bioassays (based on National Toxicology Program and FDA US data on in-vivo 2 year carcinogenicity tests of mice and rats) and risk of inhibition of human ether-a-go-go-related (hERG inhibition estimation)\textsuperscript{114} gene have been performed to evaluate toxicological likelihood, starting from 2D structural models of chemicals. The results provided are “negativity” or “positivity” to mutagenicity and carcinogenicity (against mice or rats) assays and “low, medium or high risk” for hERG
inhibition. Therefore, as shown in Eq.9, a related assignment to $H_{ji}^{HTP}$ of values 0 or 1, respectively for “negative” or “positive” event, and of 0, 0.5 or 1 respectively for low, medium of high inhibition risk has been endorsed.

$$H_{ji}^{HTP} = \begin{cases} 
1 & \text{if positive or hERG high risk} \\
0.5 & \text{if hERG medium risk} \\
0 & \text{if negative or hERG low risk}
\end{cases}$$

$$H_{Ci}^{HTP} = \sum_{j} H_{ji}^{HTP} \quad \text{Eq. 9}$$

where $H_{ji}^{HTP}$ is the specific value (0, 0.5 or 1) assigned to chemical i regarding the biological endpoint j.

Since in this manuscript four biological assays have been considered, the value of $H_{Ci}^{HTP}$ varies in a range between 0 and 4, however practitioners are encouraged to adopt the biological assays that are more likely to satisfy their particular needs or the significant ones that can be estimated using the information available.

### II.3.3 ENVIRONMENTAL PERFORMANCE EVALUATION

#### II.3.3.1 POTENTIAL ENVIRONMENTAL IMPACT (PEI)

This indicator quantifies several environmental contributions to sustainability of process alternative designs. It is based on mass balance, transfer coefficients and H-Phrases relying on Vincent’s work,\textsuperscript{109} although the hazard classes have been updated to replace R-Phrases with H-Phrases in Table II-3, using the same procedure as for PCR. It is worth underlying how H-Phrases are rather easy to retrieve in literature and, in case of lack of information about some compounds, an hazard class can still be assigned to compound considering the most optimistic scenario (hazard class 0) or the most pessimistic one (hazard class 5).
Table II-3. PEI hazard classes

<table>
<thead>
<tr>
<th>Hazard Class</th>
<th>H-Phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Unknown</td>
</tr>
<tr>
<td>1</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>H303, H305, H313, H316, H320, H333, H336, H413, EUH066, EUH029 and accidental probability of a contact with water, EUH031 and accidental probability of a contact with acid</td>
</tr>
<tr>
<td>3</td>
<td>H251, H252, H261, H302, H304, H312, H315, H319, H332, H335, H341, H351, H361, H362, H371, H373, H402, H412, EUH201, EUH202, EUH203, EUH204, EUH205, EUH029 and occasional probability of a contact with water, EUH031 and occasional probability of a contact with acid, EUH032 and accidental probability of a contact with acid</td>
</tr>
<tr>
<td>4</td>
<td>H250, H260, H270, H301, H304, H311, H314, H318, H331, H340, H350, H360, H370, H372, H401, H411, H420, EUH001, EUH014, EUH018, EUH019, EUH070, EUH029 and permanent probability of a contact with water, EUH031 and permanent probability of a contact with acid, EUH032 and occasional probability of a contact with acid</td>
</tr>
<tr>
<td>5</td>
<td>H200, H201, H202, H203, H271, H300, H310, H330, H400, H410, H420, EUH032 and permanent probability of a contact with acid</td>
</tr>
</tbody>
</table>

The PEI calculation follows a decision path to define the total potential environmental impact, based on mass flows and H-Phrases of chemicals, as well as on the transfer coefficients. The last one is driven by physicochemical properties and is related to physical state of substances (such as gas, liquid, solid or powder) and the medium (such as air, water or soil) in which a release in the environment is more likely to happen (Figure II-1).
The introduction of a transfer coefficient provides a more realistic impact evaluation, as defined in Vincent’s work\textsuperscript{109}, taking into account the relationship between the physical state of a compound and the media in which is more likely to be released. Transfer coefficients are shown in Table II-4, which has been adapted from Vincent et al.,\textsuperscript{109} considering average values, that could be modified whether dispersion or transfer coefficients in various media become available from experimental data or from expertise of the company.

**Table II-4. Transfer Coefficients for PEI calculation**

<table>
<thead>
<tr>
<th>physical state</th>
<th>air</th>
<th>water</th>
<th>soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>gas</td>
<td>0.95</td>
<td>0.05</td>
<td>0.001</td>
</tr>
<tr>
<td>liquid</td>
<td>0.5</td>
<td>0.35</td>
<td>0.002</td>
</tr>
<tr>
<td>solid</td>
<td>0.001</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>powder</td>
<td>0.1</td>
<td>0.85</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Conclusively, PEI final score is calculated from Eq.10, in which maximum mass flow between inlet and outlet, $m_{i}^{\text{max}}$, specific for main product obtained, $m_{\text{prod}}$, multiplies the term related to PEI hazard class of chemical i, $H_{i}^{\text{PEI}}$, times the transfer coefficient for chemical i, $d_{i}$.

$$PEI = \sum_{i} \frac{m_{i}^{\text{max}}}{m_{\text{prod}}} \cdot 10^{H_{i}^{\text{PEI}}} \cdot d_{i}$$  \hspace{1cm} Eq.10

### II.3.3.2 Freshwater Toxicity Potential (FTP)

Since aquatic environment is often the final sink of many contaminants, due to direct immission or hydrologic/atmospheric processes, a particular concern has been conferred to the assessment of the chemicals impact on the aquatic habitat. Accordingly, the FTP has been introduced, since it is an indicator that inspects the environmental issues on freshwater sources due to polluting chemicals. This indicator, whose calculation is performed using Eq.11, considers the maximum mass of specific substance i, $m_{i}^{\text{max}}$, (that is inlet flow for raw materials, catalysts and solvents, outlet flow for products and byproducts) per mass of product, $m_{\text{prod}}$, times a chemical specific hazard class, $H_{i}^{\text{FTP}}$, related to in-silico estimated concentration acute toxicity threshold for aquatic organisms.

$$FTP = \sum_{i} \frac{m_{i}^{\text{max}}}{m_{\text{prod}}} H_{i}^{\text{FTP}}$$  \hspace{1cm} Eq.11
In this thesis, several methodologies have been used to evaluate the hazard class term $H_{c_{li}}^{FTP}$. One of them employed the web-based platform PreADMET\textsuperscript{113} to predict the response of aquatic organisms, i.e. algae, daphnia magna, feathed minnow and medaka, even though no boundaries on the number of endpoints has been set, thus any number of aquatic organism can be implemented within this indicator. Experimental values of aquatic toxicity threshold (LC_{50}, EC_{50}, ...) are preferred in comparison with in-silico estimated ones, however an abundance of compounds haven’t been assessed yet in literature, due to the cost, long-time and ethical issues related to the animal experimental tests. The toxicity values generated by PreADMET have been inverted using Eq.\textsuperscript{12} in order to obtain their reciprocal, since a lower value of toxic concentration is indicative for more pollutant substances, but more toxic chemical should generate a greater impact on the overall PEI score: using the reciprocal of the concentrations preserves the ratio homogeneity among chemicals, while assigning a higher impact to more pollutant compounds.

$$H_{ij}^{FTP} = \frac{1}{C_{lim}} \quad \text{Eq. 12}$$

in which $H_{ij}^{FTP}$ is the hazard score related to chemical i for aquatic organism j and $C_{lim}$ is its concentration threshold value. It is essential that the entire set of chemicals involved adopts consistent units of measurement. For each aquatic organism, the hazard scores of the complete set of substances have been normalized from 0 to 1 using Eq.\textsuperscript{13}, ensuring coherence among the variety of aquatic organism evaluated.

$$\bar{H}_{ij}^{FTP} = \frac{H_{ij}^{FTP} - H_{j_{min}}^{FTP}}{H_{j_{max}}^{FTP} - H_{j_{min}}^{FTP}} \quad \text{Eq. 13}$$

where $\bar{H}_{ij}^{FTP}$ is the normalized hazard score generated by chemical i for aquatic organism j and $H_{j_{max}}^{FTP}$ and $H_{j_{min}}^{FTP}$ represent the maximum and the minimum hazard scores of the entire set of chemicals for the specific aquatic organism j.

The substance i specific hazard class employed in Eq.\textsuperscript{11} is calculated using Eq.\textsuperscript{14}, in which the normalized hazard scores for each aquatic organism j are summed up to attain $H_{c_{li}}^{FTP}$.

$$H_{c_{li}}^{FTP} = \sum_{j} \bar{H}_{ij}^{FTP} \quad \text{Eq. 14}$$

Beside PreADMET, another methodology employed for the calculation of $H_{c_{li}}^{FTP}$ involved the adoption of different techniques and software in order to obtain the evaluation of the impact on freshwater biota. First step contemplates the implementation of the molecular structure of chemical i into TURBOMOLE and, subsequently, in COSMOTHERM in order to perform quantum mechanical
calculation and obtain the $\sigma$-surface of the molecule: this process will be deeply investigated in Paragraph III.3.1. The $\sigma$-profile is adopted by COSMOtherm to estimate several chemical properties which will be useful for the following steps of the methodology, i.e. vapor pressure, Henry's Law constant, solubility in water at 25°C, Kow, and Koc (soil sorption coefficient). Bioconcentration Factor (BCF) is another chemical property estimated starting from Kow estimation results attained using COSMOtherm, as explained in the next Paragraph II.3.3.3. Since experimental values of lethal dose concentrations for a lot of different aquatic organisms are not usually available, an in-silico evaluation platform for LC$_{50}$ has been considered for this purpose. In fact, the second step includes the adoption of ECOSAR, which is an estimation platform based on SAR (Structure Activity Relationship) embedded within EPISuite software. This platform employs structural information expressed by SMILES input to estimate the value of LC$_{50}$ for various aquatic organisms belonging to different groups, including fish, algae, crustaceans and worms. The combination of the information obtained from the prediction of the first two steps are fundamentals for a proper estimation of the final freshwater impact, which is gained using USEtox. The chemical properties predicted have been used as input for USEtox excel estimation of the specific chemical impacts on freshwater, which is the Ecotoxicity Effect Factor (EF$_{eco}$), measured as PAF (Potentially Affected Fraction of species) integrated over volume per unit mass of a chemical emitted ($PAF \cdot m^3 \cdot kg^{-1}$). The value of EF$_{eco}$ has been assigned to $H_{Cl_i}^{FTP}$ and then the FTP score has been calculated using Eq.11.

### II.3.3.3 Bioconcentration Factor (BCF)

An additional key parameter for the assessment of the effect of chemicals on the aquatic biota resides in the evaluation of the relationship between concentrations of chemicals in organisms against the one in the surrounding environment, which is mainly affected by the processes called bioconcentration and bioaccumulation. The former represents the bioconcentration capability of a chemical, defined as the ratio between its concentration in the organism exposed through non-dietary routes and the concentration in water at steady-state equilibrium under laboratory conditions, while the latter refers to all the possible exposure routes (dietary, respiratory, dermal).

The European REACH Regulation identifies the risk assessment of bioaccumulative substances as a priority, thus there is an ongoing discussion about what is the most suitable surrogate parameter for bioaccumulation assessment. To date, BCF is still the reference endpoint under REACH for Persistent, Bioaccumulative and Toxic (PBT) classification, albeit in the future, BCF may be substituted with bioaccumulation factor (BAF). Alternatively, the octanol-water partition coefficient (Kow) can be used as a screening criterion, as it infers where a compound is more likely to reside in a biphasic organic-aqueous equilibrium system.
Considering the methodology presented in this thesis, BCF can be employed by itself as an independent indicator or can be included within FTP, as shown in the case study of Paragraph IV.2.

Due to its central role, a plethora of in-silico QSAR (Quantitative structure-activity relationship) models have been developed in order to estimate BCF, refraining from the endorsement of animal testing. In her study, Grisoni et al. analyze nine QSAR models, aiming to define whether models based exclusively on Kow or more complex ones provide better BCF estimations. The conclusions underline how complicated model performed globally slightly better than simple models based on Kow only, however, since for the purpose of this analysis the simplicity of the evaluation is endorsed, the most reliable Kow-based model provides BCF estimations that have been considered good enough for a great number of compounds.

The model adopted is part of the Technical Guidance Document on risk assessment and suggests the following set of equations (Eq.15-18):

\[
\begin{align*}
if \log Kow_i < 1 & \rightarrow \log BCF_i = 0.15 & \text{Eq. 15} \\
if 1 \leq \log Kow_i \leq 6 & \rightarrow \log BCF_i = 0.85 \cdot \log Kow_i - 0.7 & \text{Eq. 16} \\
if 6 < \log Kow_i < 10 & \rightarrow \log BCF_i = -0.2 \cdot (\log Kow_i)^2 + 2.74 \cdot \log Kow_i - 4.72 & \text{Eq. 17} \\
if \log Kow_i \geq 10 & \rightarrow \log BCF_i = 2.68 & \text{Eq. 18}
\end{align*}
\]

Since the Kow value is crucial for a good estimation of BCF, a deeper investigation on several in-silico techniques available for its quantification has been performed, aiming to identify the best existing practice regarding the evaluation of molecules with a molecular weight bigger than 150Da, that are rather common in pharmaceutical industry. This analysis will be presented in Chapter III.

II.3.3.4 PHOTOCHEMICAL OXIDATION POTENTIAL (PCOP)

PCOP or smog formation potential is one of the impact category adopted in the WAR algorithm proposed by Young. It is determined by comparing the reaction rate (kOH) at which a unit mass of chemical i reacts with a hydroxyl radical OH to the rate at which a unit mass of ethylene reacts with OH. In this work, the normalization of the specific kOH using the ethylene reaction rate has been neglected, in favor of a direct utilization of the reaction rates times the mass flows of the chemicals involved in the process, as shown in Eq.19:

\[
PCOP = \sum_{i} \frac{m_{i}^{max}}{m_{prod}} \cdot kOH_i 
\]  

Eq. 19
where the maximum mass of specific substance $i$, $m_{i}^{\text{max}}$, per mass of product, $m_{\text{prod}}$, multiplies the chemical specific radical reactivity with OH, $k\text{OH}_i$. The reactivity with hydroxyl for each chemical has been predicted using MOPAC7 implementation within COSMOtherm. This is based on a molecular orbital OH (MOOH) calculation (a semi-empirical AM1 calculations), which utilizes the lowest energy gas-phase conformation available.

II.4 APPLYING DATA ENVENLOPMENT ANALYSIS (DEA) ON INDICATORS SCORES

The next step deals with the evaluation of the sustainability performance of all alternative routes involved in the case study considering the above selected indicators. In the realm of sustainability problems, economic, environmental, and social aspects need to be considered simultaneously. This characteristic brings the systems into multi-criteria decision-making problems, which are rather difficult to solve because inherent trade-offs usually arise between those criteria. Different approaches can be pursued in order to define the optimal solution among different designs adopting a multicriteria methodology.

Practitioners used to attribute, implicitly or explicitly, subjective weights to each specific impact for the sake of assigning different contributions, accordingly to relative importance given by stakeholders. However, this simple approach leads to relevant consequences which are worth to underline. A deep understanding of the trade-offs between different criteria needs to be achieved, otherwise a meaningful weights assignment expressing preferences might not depict what was intended to represent. Moreover, generation of weighting factors needs to be done by experts to limit as much as possible the introduction of biases in the methodology, which could be hard to remove further on and could lead to misleading results. Finally, due to the inadequate comprehension of the inherent trade-offs among indicators within the multicriteria problem itself, a guideline about how to improve suboptimal designs becomes challenging to provide.

In order to overcome these limitations, a different approach that allows to screen and select process designs has been chosen, which is Data Envelopment Analysis (DEA). DEA is a mathematical tool that employs linear programming (LP) techniques for the assessment and the evaluation of the efficiency of a group of homogeneous units considering multiple criteria simultaneously. This technique, originally developed for the efficiency level evaluation of social systems, applies LP to quantify the relative efficiency of alternatives, adopting a non-parametric setting. Adoption of DEA in areas different than social one is well-established, from energy to environmental studies. Sustainable development analysis is a more recent application, in which life cycle assessment (LCA) principles are evaluated to assess the eco-efficiency performances of different technologies.
Figure II-2 shows an illustrative example of how DEA works. Assume there are eight different process designs that need to be assessed in terms of cost and hazard toxicity potential. Given these designs (capital letters from A to H in the figure), the questions to answer is which of the eight are optimal and which are suboptimal. For the latter, the aim is also to establish improvement targets that if attained would make them optimal. Clearly, in this example, designs A, C, G and I are optimal (or efficient), as there is no other design that improves them simultaneously in both criteria. Conversely, the design D is suboptimal, as design C improves the former simultaneously in cost and hazard toxicity potential. By projecting the inefficient design onto the efficient frontier (e.g. from D to D'), it is possible to establish the values of the two objectives that such unit should attain so as to belong to the efficient frontier. Obviously, this type of analysis is almost straightforward when only two criteria are considered, but can become complex otherwise and more so as the number of indicators included in the analysis further increases. In DEA, linear optimization problems solver is employed independently for each unit, defined as Decision Making Unit (DMU), in order to define the set of most-efficient entities, which form the pareto-optimal frontier. Inefficient DMUs are further analyzed to identify the contributions that lowered the unit performance, providing individual targets to improve inefficient units and drive them closer to the efficient frontier.

Practitioners should bear in mind that in order to obtain reliable results using DEA, a reasonable balance between number of inputs (in this case number of indicators) and amount of DMUs (represented...
by process designs) needs to be preserved. Cooper et al.\textsuperscript{133} set the limit over which DEA is not able to provide reliable results, introducing the relationship of Eq.20.

\[ DMUs \geq \max \left\{ \frac{p \cdot s}{3 \cdot (p + s)} \right\} \quad \text{Eq. 20} \]

where \( p \) and \( s \) are the number of inputs and outputs, respectively. Before performing DEA, experts should define the number of process alternatives to assess, identifying the number of indicators (inputs) to evaluate and the functional unit of production (outputs) accordingly to their needs. First, the maximum value between the two alternative formulas in Eq.20 brackets has to be identified, then it is necessary to verify that the number of DMUs is equal or greater the maximum value just determined.

\section*{II.4.1 Description of DEA}

DEA is a mathematical tool that exploit linear programming (LP) techniques to evaluate the relative performance of a group of systems (being process alternative routes in this work) considering several criteria simultaneously.

In the context of DEA, each system, called Decision Making Unit (DMU), is defined as a unit that consumes a certain quantity of resources (inputs) to produce an amount of outputs. The relative efficiency of any particular DMU, is then calculated maximizing the ratio of the weighted sum of inputs to the weighted sum of outputs of that DMU through an optimization problem subjected to the constraints of the analogous ratio of the other DMUs being less than or equal to unity.\textsuperscript{126} In essence, DEA identifies for each unit the best possible specific weighting factors attached to each input and output towards the maximization of the efficiency of each unit relatively to the others. For a given DMU, the original fractional problem of DEA is formulated to measure the relative efficiency of each DMU as follows:

\textbf{Primal problem}

\[
\begin{align*}
\max_{\theta_0} & \quad \theta_0 = \frac{\sum_{r=1}^{s} u_r y_{r0}}{\sum_{i=1}^{m} v_i x_{i0}} \\
\text{subject to:} & \quad \frac{\sum_{r=1}^{s} u_r y_{rj}}{\sum_{i=1}^{m} v_i x_{ij}} \leq 1; \quad j = 1, \ldots, n. \\
& \quad u_r, v_i \geq 0; \quad r = 1, \ldots, s; \quad i = 1, \ldots, m.
\end{align*}
\]
in which \( n \) is the total number of DMUs; \( o \) is the index for the DMU that is evaluated and takes integer values between 1 and \( n \); \( j \) is the index for the other DMUs and varies in the range \([1,n]\) \( \in \mathbb{N} \); \( m \) is the number of inputs consumed by DMU; \( x_{ij} \) represents the known amount of input \( i \) \( (i = 1,\ldots,m) \) consumed by DMU; \( s \) stands for the number of outputs generated by DMU; \( y_{rj} \) is the given amount of output \( r \) \( (r = 1,\ldots,s) \) generated by DMU; \( v_i \) are the calculated linear weights assigned to input; \( u_r \) are the calculated linear weights assigned to output \( r \); \( \theta_o \) is the calculated relative efficiency score of DMU\( o \).

The above fractional problem features nonlinearity which can cause computational issues. The non-linear formulation of the problem can be translated into an equivalent linear programming (LP) model, enabling the adoption of more efficient solving techniques. Therefore, M.1 can be reformulated to ease its resolution as shown in the following model (M.2).

\[
\max_{\{u_r,y_i\}} \theta_o = \sum_{r=1}^{s} u_r y_{ro} \quad \text{M.2}
\]

subject to:

\[
\sum_{i=1}^{m} v_i x_{io} = 1
\]

\[
\sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0; \quad j = 1,\ldots,n.
\]

\[
u_r, v_i \geq 0; \quad r = 1,\ldots,s; \quad i = 1,\ldots,m
\]

M.2 is solved for every single DMU providing each specific efficiency score \( (\theta_o) \) as outcome of the model. Hence, if \( \theta_o \) equals unity, the DMU will be considered efficient, otherwise, i.e. \( \theta_o < 1 \), that DMU will be deemed inefficient or suboptimal.

**Dual problem**

The dual problem is another model that is almost equivalent to the primal one but provides more insightful result interpretation, especially for the inefficient systems. In particular, it offers valuable guidance on the way to enhance the systems efficiency supplying efficient targets based on a reference set build on the efficient entities. The dual problem can be expressed as in M.3:
In which $\theta_o$ is the relative efficiency score of DMU $o$, $\varepsilon$ is non-Archimedean infinitesimal value to enforce the variables to be strictly positive, $S_i^-$ are slack variables for input $i$ or surplus amount of input needed to be reduced to become efficient, $S_r^+$ are slack variables for output $r$ or additional amount of output to be increased to become efficient, $\lambda_j$ are linear weights attached to every single DMU $j$ to form a linear combination.

This dual LP model offers valuable guideline to improve inefficient units through their projection to the Pareto frontier. The projected points on the Pareto-front (red dot points in Figure II-2) represent the efficient targets for improvements of the suboptimal units that would turn them optimal if achieved. The mathematical expression of each efficient target results from a linear combination of some selected efficient units, which assume a benchmarked peers function to the inefficient unit under investigation, i.e. $\sum_{j=1}^{n} \lambda_j x_{ij}$ for inputs and $\sum_{j=1}^{n} \lambda_j y_{rj}$ for outputs. Furthermore, the value of linear weights ($\lambda_j$) could reveal the extent to which such an inefficient unit attempts to imitate its reference peers. The improvement target calculated using the linear combination just mentioned are also adopted for the calculation of the improvement percentage that each DMU should achieve in order to become efficient, as shown in Eq.21:

$$imp_i = \frac{t_i - v_i}{v_i} \cdot 100 \quad Eq. 21$$

in which $imp_i$ is the improvement percentage of DMU $i$, $t_i$ represent the efficient target of DMU $i$ in the specific input (in this case indicator) and $v_i$ is the original value of DMU $i$ for the same input.

The calculation of such efficient targets, demands the prior establishment of two main components, i.e. the envelopment of the Pareto front and the projection from the suboptimal units onto
the front. Two different approaches have been developed in order to construct the Pareto front, each one assuming a peculiar dependence upon the assumption of returns to scale. Models based on M.1 to M.3 assume constant returns to scale (CRS), meaning that changes in inputs are proportionally transferred to variations in outputs. These are known as CCR model that is the original DEA model proposed by Charnes, Cooper, and Rhodes.126 Another well-established DEA model is the BCC model (Banker-Charnes-Cooper)134 that aims to extend CCR model introducing a variable returns to scale (VRS), meaning that a variation in inputs does not necessarily lead to a proportional change in outputs. The complexity of the VRS model is grown in comparison with CRS one, as the construction of the VRS model requires an additional convexity constraint ($\sum_{j=1}^{\eta} \lambda_j = 1$) that explicitly dictates the piecewise linear and concave characteristics of the VRS frontier.

Moreover, higher efficiency score can be achieved by improving following the projecting trajectory towards the Pareto front. In the context of DEA, this improvement can be carried out pursuing different approaches, focusing on the input or on the output minimization. The former considers radial projection with inputs reduction, while at least the same amount of outputs is still preserved. Notwithstanding, the latter aims to minimize outputs while maintaining the amount of inputs almost at a certain level, called output-oriented model. Since the majority of interested criteria for sustainability evaluation have been categorized as inputs, input-oriented model is the one employed in this study.

The aforementioned models of DEA provide guidance to practitioners concerning the identification of efficient DMUs and the calculation of efficiency targets for inefficient units, nevertheless it is inadequate to fulfill a task that practitioners still concerns. Since all the efficiency scores for units belonging to the Pareto front in the traditional DEA are calculated as 1, it is rather difficult to rank them. As soon as they have identified the efficient process designs, how can they discriminate which is the one that performs best among the optimal DMUs?

In order to satisfy this demand, another extension model, that could potentially improve the discriminatory power of DEA, has been implemented, called super-efficiency model. The model contains essentially the same equations as in M.3, except that now both constraints exclude the efficient unit being assessed from the summation terms on the left hand side.133,135 Let $j'$ be the efficient unit for which the super-efficiency is calculated, then the constraints in model M.3 would be changed as follows:

\[
\sum_{j=1, j \neq j'}^{n} \lambda_j x_{ij} + S_i^+ = \theta_i x_{ij'}; \quad i = 1, \ldots, m. \tag{M.4}
\]

\[
\sum_{j=1, j \neq j'}^{n} \lambda_j y_{rj} - S_r^+ = y_{rj'}; \quad r = 1, \ldots, s.
\]
The super-efficiency model quantifies the extent to which the efficient unit being assessed overperforms the Pareto front that is constituted from the rest of the efficient units. It provides an indication on which efficient unit, if removed from the overall analysis, would worsen most the envelopment of the Pareto front. Hence, after the application of this model to every efficient unit, it provides a super-efficiency score \( \theta_f \) that is always greater than or equal to one, which can be used to further discriminate among efficient units, identifying the most efficient unit as the one with \( \theta_f \) maximum value.

## II.5 Improving Sub-optimal Designs

It is now essential to understand the behavior of the systems under investigation, analyzing the factors that led indicator scores towards higher values, meaning a higher impact and, therefore, a suboptimal design. This retrofit analysis examines the intrinsic calculation of the indicators chosen, underlining the major contributions to the final values obtained. The results gained through DEA provide a first hint on the identification of the indicators which contributed most to the suboptimal condition, calculating the percentage of improvement for each indicator in order to become as efficient as the optimal one. Each percentage represents the enhancement that each DMU should reach in order to move its position to the Pareto front. Aiming to increase the performances of DMUs, it is necessary to further evaluate the influence of the variables that reside in the calculation of indicators, highlighting which ones will be worth to modify to obtain a relevant improvement on the final score. The results of this sensitivity analysis depends on the indicators chosen, therefore it is not possible to state a priori the most affecting decision variables for every case study. In this thesis, some variables have been fixed based on the experimental data found in the patents under investigation, e.g. purity of streams, ratio between amounts of chemicals involved, and yield of reactions. Moreover some other variables were fixed among the DMUs for the sake of evaluating the influence of specific contributions, which were more significant from an industrial perspective.

In the next chapter the reader will find a description of several molecular simulation techniques used for the estimation of a specific parameter, i.e. Kow, adopted for the calculation of an environmental sustainability indicator.
CHAPTER III

ESTIMATION OF KOW USING MOLECULAR MODELING TECHNIQUES
III.1 Octanol Water Partition Coefficient (Kow)

Definition

A pure substance dissolved in a biphasic solution of two partially miscible solvents in equilibrium distributes itself between them in accordance with the mutual relative interaction properties. The ratio of solute concentrations in the two phases describing this behavior is known as partition coefficient. Partition coefficient of a substance between an organic phase in intimate contact with an aqueous one is a well-established measurement of the hydrophilicity of a chemical.

Partition coefficients have been adopted to forecast the distribution of drugs within the body (since hydrophobic substances are more likely to reside within hydrophobic lipid bilayers of cells, while hydrophilic drugs mainly distributes in aqueous blood serum), as well as to mimic biologic activity of pollutant chemical, as they are able to estimate the tendency to pass through cells membrane. Aiming to select the most appropriate set of solvents to estimate the partition coefficient of such systems, the couple water/1-octanol arise as the most trustworthy. The amphiphilic character typical of lipids in biological membranes is a peculiarity of 1-octanol as well, provided by its two main areas of constitution: the polar head and the neutral tail (Figure III-1). Indeed, 1-octanol results primarily lipophilic due to the length of its alkyl chain, while its hydrophilic hydroxyl group provides for delimited charged areas in which hydrogen bond with water molecules can occur.

Figure III-1. Representation of 1-octanol amphiphilic behavior using σ-surface in which blue represents the positive area, red the negative one and green the neutral region

For the time being, an ecological risk assessment for organic compounds without consideration of Kow value seems impossible. In natural systems, chemical compounds reach a specific target, e.g. a cell, from an external dilute solution following a random path. This step is followed by the transfer of the substances inside the organism through a relatively slow process of diffusion or permeation via cell membranes, which represents the bottleneck of the entire process and is controlled by the partitioning
trend of the compounds between a polar aqueous phase and a neutral organic one. The molecular structures of the compounds are affecting the overall process, since, as soon as one compound moves into the internal of the cell, it goes through a series of chemical reactions eliciting a biological response.\textsuperscript{140} Hence, the central role of octanol-water system in environmental matter is due to its peculiarity of being a reliable indicator for the quantification of the rate controlling step during the interaction of a compound in a biological system, which is the transfer from an aqueous-like phase to organic-like one inside organisms.\textsuperscript{140}

Kow is a dimensionless quantity, whose numerical expression is shown in Eq.22, in which, for a given temperature, $[X]_o^o$ represents the concentration of the solute in the octanol phase and $[X]_w^w$ is the concentration of the same compound in the aquatic one.

$$Kow = \frac{[X]_o^o}{[X]_w^w} \quad \text{Eq. 22}$$

Furthermore, the chemical potential of the solute in water and in octanol can be expressed by Eq.23 and Eq.24, respectively.

$$\mu_s^w = \mu_s^* + RT \ln \gamma_s^w \phi_s^w \quad \text{Eq. 23}$$

$$\mu_s^o = \mu_s^* + RT \ln \gamma_s^o \phi_s^o \quad \text{Eq. 24}$$

where $\mu_s^*$ represents the chemical potential of the pure liquid solute, $R$ is the ideal gas constant, $T$ is the temperature of the system expressed in Kelvin, $\gamma_s^w$ and $\gamma_s^o$ are the solute activity coefficients on a volume fraction basis ($\gamma_s \rightarrow 1$ as $\phi_s \rightarrow 1$) in water and octanol, while $\phi_s^w$ and $\phi_s^o$ are respectively the volume fractions of solutes in water and octanol.\textsuperscript{141}

Since the equilibrium condition requires that $\mu_s^w = \mu_s^o$ is reached, Eq.23 and Eq.24 can be condensed in Eq.25:

$$\gamma_s^w \phi_s^w = \gamma_s^o \phi_s^o \quad \text{Eq. 25}$$

Being $\phi_s = [X]_s V_s$, in which $V_s$ is the partial molar volume of the solute, the combination of Eq.22 and Eq.25, gives rise of the following Eq.26.

$$\log Kow = \log \gamma_s^w - \log \gamma_s^o \quad \text{Eq. 26}$$
Assuming $V_s^w \approx V_s^e \approx V_s^*$, with the last term representing the molar volume of pure liquid solute, Eq.26 highlight how Kow can be expressed as a free energy function, hence its intrinsic connection with the energetics transfer between two phases.\textsuperscript{140}

A study about the prediction of Kow based on experimental data (Pfizer database)\textsuperscript{142} report values for small organic molecules from $10^{-3}$ to $10^9$, exhibiting a range of twelve order of magnitude, which is rather inconvenient. Thus the logarithmic expression of Kow emerged as the best representation of this property, since it varies in a range from -3 to 9 for small organic molecules. It is also relevant to point out that the calculation of logKow from the ratio of solubilities in octanol and water considered separately is rather inaccurate, as the reported in Sijm et al. work,\textsuperscript{143} since the mutual solubility of water and 1-octanol affects the distribution of solutes. While the solubility of octanol in water is very low, the equilibrium solubility of water in octanol at room temperature is reported to be about 5\% in mass.\textsuperscript{144}

Since Kow represent the distribution of nonpolar organic compounds between water and natural solids (e.g., soils, sediments and suspended particles) or living organisms, the values of logKow<1 will be assumed by substances that are mainly hydrophilic, so they tend to exhibit higher water solubility, smaller soil/sediment adsorption coefficients, and smaller bioaccumulation factors for aquatic life. Vice versa, chemicals with logKow>4 result mainly hydrophobic, revealing an opposite behavior.\textsuperscript{145,146}

Different experimental methodologies have been proposed to measure Kow value,\textsuperscript{147-151} until a standardization has been reached by an OECD protocol\textsuperscript{152} followed by a validation via ring test.\textsuperscript{153}

The number of chemicals available in the market is progressively increasing: in the Chemical Abstract Service Register\textsuperscript{154} only, more than 133 million substances are registered up to date (October 2017), and new ones are included on a daily basis. The numerous chemical properties associated to each substance require an abundance of experimental tests to be performed for their total assessment, leading to an impractical series of experimental procedures. Therefore, beside the experimental procedures which are rather time-demanding and need a specific experimental set-up and expertise, in-silico methodologies for calculation of molecular properties, including Kow, arise as a valuable alternative.

### III.2 In-silico methodologies for Kow estimation

Since octanol-water partition coefficient has always played a crucial role in the estimation of a wide range of equilibrium, repartition and toxicological properties of a compound, the development of in-silico methodologies has been thriving in the last two decades.

Some of the different Kow estimation techniques, which are based on distinct fundamentals, will be presented in the following paragraphs.
III.2.1 Free Solvation Energy Related Methods

Since partition coefficients are thermodynamic properties related to Gibbs free energies of solvation in two different phases at a fixed temperature $T$, it is possible to calculate the one related to the water-octanol system adopting the following expression (Eq.27):

$$\log K_{ow} = \frac{\Delta G_{solv}^w - \Delta G_{solv}^o}{2.303RT}$$  \hspace{1cm} \text{Eq. 27}

where $\Delta G_{solv}^w$ is Gibbs free energy of solvation in water, and $\Delta G_{solv}^o$ is the Gibbs free energy of solvation in water-saturated octanol phase. Thus, the octanol-water partition coefficient calculation requires an estimation of the free energies of solvation in both aqueous and organic phases.

Various methodologies have been adopted, coupled with Monte Carlo or Molecular Dynamics (MD) techniques, to obtain reliable free solvation energy computations,\textsuperscript{155} which are briefly listed and described underneath:

- \textit{Thermodynamic integration (TI):} since a derivative of the free energy can be determined directly as an ensemble average from a simulation, this method samples this derivative along a path between two reference states, allowing the free energy to be determined by numerical quadrature.\textsuperscript{155} Indeed, being the free energy a function of the Boltzmann-weighted integral over phase space coordinates of the system, the free energy difference between two states cannot be calculated directly, but rather by defining a thermodynamic path between the reference states and integrating over ensemble-averaged enthalpy changes along the path. Considering two systems, A and B, with potential energies $U_A$ and $U_B$, the potential energy in either system can be calculated as an ensemble average over configurations sampled from a MD or Monte Carlo simulation with proper Boltzmann weighting,\textsuperscript{156} using the new potential energy function defined as:

$$U(\lambda) = U_A + \lambda(U_B - U_A)$$  \hspace{1cm} \text{Eq. 28}

where $\lambda$ is defined as a coupling parameter with a value between 0 and 1, and thus the potential energy as a function of $\lambda$ varies from the energy of system A for $\lambda = 0$ and system B for $\lambda = 1$. 
- **Free Energy Perturbation (FEP) method**: coupled with MD, FEP has been adopted by Best et al.\textsuperscript{157} in order to obtain insights into the structural peculiarities and dynamic behavior of a set of small organic solutes dissolved in water and water-saturated 1-octanol. The FEP theory, introduced by Zwanzig,\textsuperscript{158} is based on statistical mechanics and is used in computational chemistry for computing free energy differences using molecular dynamics or Monte Carlo simulations. Considering the free energy cycle of Figure III-2, in order to obtain the Kow value of solute A, initially the free energies of solvation are determined in the aqueous phase, $\Delta G_{\text{solv}}^{\text{w}}A$, and in the water-saturated octanol phase, $\Delta G_{\text{solv}}^{\text{o}}A$. The difference between the solvation free energies is the free energy of transfer, $\Delta G_{\text{T}}A$, representing the energy related to the transfer of solute A from the different solvents. This process is illustrated for two different solutes, A and B, by the vertical paths 1 and 3 in Figure III-2.

\[ \Delta G_{\text{solv}}^{\text{w}}A \quad \Delta G_{\text{T}}A \quad \Delta G_{\text{solv}}^{\text{w}}B \quad \Delta G_{\text{T}}B \]

\[ \Delta G_{\text{o}}AB \]

**Figure III-2.** Thermodynamic free energy cycle for the calculation of octanol-water partition coefficient.

The free energy of transfer for solutes A and B is related to octanol-water partition coefficients for A ($\log Kow(A)$) and B ($\log Kow(B)$) through Eq.29 and Eq.30, respectively, where R is the gas constant and T is the temperature.

\[ \Delta G_{\text{T}}A = -2.3RT\log Kow(A) \quad \text{Eq. 29} \]

\[ \Delta G_{\text{T}}B = -2.3RT\log Kow(B) \quad \text{Eq. 30} \]

Since it is difficult to compute absolute free energies of solvation using FEP simulations,\textsuperscript{159} scientists followed a different route for Kow calculation, taking advantage of the free energy peculiarity of being a state function. Therefore, since the calculation of the relative free energy of solvation in which solute A is slowly mutated into solute B ($\Delta G(AB)$) is more computationally feasible, the relationship expressed by Eq.31 can be exploited:
\[ \Delta G_{o}AB - \Delta G_{w}AB = \Delta G_{TV}B - \Delta G_{TV}A = \Delta \Delta G_{TV}AB \quad \text{Eq. 31} \]

The relative free energies of solvation of A and B can be used to calculate a relative free energy of transfer \( \Delta \Delta G_{TV}AB \). This allows the relative partition coefficient (\( \Delta \log \text{Kow} \)) for solutes A and B to be calculated from the direct relationship illustrated in Eq.32.

\[ \Delta \Delta G_{TV}AB = -2.3RT\Delta \log \text{Kow} \quad \text{Eq. 32} \]

- **Umbrella sampling**: this method employs biasing potentials to bias the simulated system into regions of configurational space that otherwise are very sparsely sampled.\(^{160}\) This approach allows to cover the two reference systems in a single simulation run and to compute the free energy difference between them. The choice of biasing potentials is, however, not known a priori; often a series of partially overlapping harmonical potentials is used. The results from one simulation per biasing potential in the series are pasted together based on areas with relatively poor statistics, therefore yielding uncertain results in finite length simulations.\(^{161}\) Adaptive umbrella sampling is an improvement of umbrella sampling, which implies a series of simulations where the biasing potential is updated to approximate the potential of mean force over a subset of coordinates. This allows uniform sampling of the coordinates of interest and therefore also enhanced efficiency and accuracy in the determination of free energy differences.\(^{155}\)

- **Expanded Ensemble method**:\(^{162}\) is similar to umbrella sampling, as it introduces a sampling system procedure in which the two reference states and the region between them are mapped. It is achieved by considering the coupling parameter (\( \lambda \) in Eq.28) as an extra coordinate and sampling over this coordinate. Additionally, a biasing potential along this coordinate is introduced, using a series of trial runs to calculate its balancing factors in a procedure analogous to adaptive umbrella sampling. This method, originally developed within Monte Carlo methodology and later adapted to MD simulation techniques, requires only one single run (after the short trial runs), while most other methods need a series of repeated computer simulation runs to obtain the free energy value.\(^{162}\)
III.2.2 **Gibbs Ensemble Monte Carlo (GEMC) Method**

The Gibbs Ensemble Monte Carlo (GEMC) method\(^{163}\) is ideally suited for the evaluation of partition coefficient, as it allows a setup analogous to the experimental situation. GEMC utilizes two (or more) separate simulation boxes which are in thermodynamic contact, whilst there is not an explicit interface, as shown in Figure III-3.

![Figure III-3. Schematic representation of the Gibbs ensemble setup for the investigation of the partitioning of one solute (red squares) between a water-saturated 1-octanol phase (green circles with tail segments) and a water phase (blue triangles).](image)

As a result, for a given state point the properties of the coexisting phases, such as the mutual solubilities of the two solvents and the partitioning of solute molecules, can be determined directly from a single simulation. The molecules are subjected to six different types of Monte Carlo moves to sample phase space efficiently: translational, rotational, Configurational-bias Monte Carlo (CBMC)\(^{162}\) conformational, CBMC swap, CBMC switch, and volume moves. Monte Carlo methods are a class of computational algorithms based on repeated random sampling to identify the most probable event or the optimal condition depending on numerous variables simultaneously, overcoming the issue related to computational calculation limits. The fundamental idea is using randomness to solve problems that might be deterministic in principle, imitating Brownian motions and molecular behavior. The first three types of moves involve only a single molecule in a given box and ensure thermal equilibration. The CBMC swap move involves the particle exchange of a (solute or solvent) molecule from one phase to the other, thereby equalizing the chemical potentials of each species in the two phases. If the analysis includes more than one solute, during a CBMC switch move, molecule A is regrown as molecule B in one box, and B is regrown as A in the other box. This move has a much higher acceptance rate than the straightforward CBMC swap move of the larger B molecule and is used to equalize the differences in chemical potentials of A and B in
the two boxes. Finally, volume moves involving an external pressure bath lead to mechanical equilibrium between the two phases.\textsuperscript{163} The main benefits provided by CBMC/GEMC simulations over the previous methods are multiple:

- in both the experiment and the CBMC/GEMC simulations the Gibbs free energy of transfer is directly determined from the ratio of solute number densities in the two phases,\textsuperscript{164} while TI and FEP calculations estimate the difference in excess chemical potentials related to a specific standard state;

- the number density ratio is a mechanical property that can be determined very precisely from CBMC/GEMC simulations leading to small statistical errors in $\Delta G$;

- the composition of the two solvent phases does not need to be specified in advance in CBMC/GEMC simulations, because the distribution of solvent molecules is also sampled via swap moves. Whereas TI and FEP calculations can only be carried out at a fixed composition (e.g., using the experimental data to construct a water-saturated 1-octanol phase), that might not correspond to a proper thermodynamic state for the force field used in the calculations.\textsuperscript{163}

### III.2.3 QSAR/QSPR METHODOLOGIES

Quantitative Structure-Activity Relationship (QSAR) and Quantitative Structure Property Relationship (QSPR) allow the prediction of Kow (and numerous other properties) of a given compound as a function of its molecular structure. Essentially, new and untested chemicals characterized by similar molecular features as substances adopted in the development of QSAR/QSPR models are likewise assumed to exhibit analogous activities/properties. The development of QSAR/QSPR model typically constitutes of two major steps, i.e. the identification of molecular structure and influencing descriptors and the correlation of molecular descriptors with observed activities/properties using various techniques.\textsuperscript{165} Concerning the former, molecular descriptors are the final result of a logic and mathematical procedure which transforms chemical information encoded within a symbolic representation of a molecule into a useful number.\textsuperscript{166}

The definition of the appropriate molecular descriptors is crucial for a reliable estimation of the desired property, thus a molecular structure needs to be divided into suitable subgroups, following the so called "substructure approaches." Molecules are cut into atoms (atom contribution methods) or groups (fragmental methods) summing the single-atom or fragmental contributions in order to obtain the final Kow prediction. However, molecules are not mere collections of fragments or atoms, therefore fragmental methods apply correction rules coupled with molecular connectivity, as shown in Eq.33:
\[ \text{Kow} = \sum_{i=1}^{n} a_i \cdot f_i + \sum_{j=1}^{m} b_j \cdot F_j \quad \text{Eq. 33} \]

where \( a_i \) is the number of fragment of type \( i \), \( f_i \) is the fragmental quantification constant, \( F_j \) is the correction factor and \( b_j \) stands for the frequency of \( F_j \).

On the contrary, most atom contribution methods work without correction factors, as reported in Eq. 34:

\[ \text{Kow} = \sum_{i=1}^{n} n_i \cdot a_i \quad \text{Eq. 34} \]

in which \( n_i \) is the number of atoms of element \( i \) and \( a_i \) is the constant related to the contribution of element \( i \) to the final property.

Fragmentation of a molecule can be somewhat arbitrary and any fragmentation approach has its own benefit and drawbacks. Fragments larger than a single atom can be defined, comprehending significant electronic interactions within one fragment, which represents a main advantage of using fragments, particularly for big molecules. An advantage of atom contribution methods resides in the avoidance of ambiguities, although a huge number of atom types is needed to describe a reasonable set of molecule.

The molecular descriptors mentioned so far are strictly related to the physical structure of the molecule, however, a different group of molecular descriptors that concern the electronical and quantum-mechanical properties of molecules, have been adopted in the QSAR field. New \textit{ab initio} and semi-empirical methods supply reliable quantum-chemical molecular descriptors in a relatively short computational time frame, therefore quantum chemical methods can be applied to QSAR by direct derivation of electronic descriptors from the molecular wave function, which guarantees a more accurate and detailed description of electronic effects compared to empirical methods based on standard molecular descriptors.\textsuperscript{167} The quantum-chemical descriptors employed in QSAR methodologies, listed in a comprehensive review by Karelson et al.,\textsuperscript{167} have been gathered into several macrogroups regarding the main electronic properties they aim to quantify: Atomic Charges, Molecular Orbital Energies, Frontier Orbital Densities, Superdelocalizabilities, Atom-Atom Polarizabilities, Molecular Polarizability, Dipole Moment and Polarity Indices, Energy, and Others. Several papers adopting quantum-chemical molecular descriptors for Kow estimation have been published, using both structure-related and quantum-mechanics approaches\textsuperscript{168,169} or quantum-mechanical ones exclusively.\textsuperscript{170–173}

Once the contribution of each molecular descriptor has been defined, the QSAR model needs to quantitatively discern the relationships between the independent variables (e.g. molecular descriptors)
and the dependent variables (e.g. biological/chemical properties of interest), which is called Multivariate Analysis. Nowadays, several techniques are adopted to build the model that describe best this relationship:

- **Multiple Linear Regression (MLR):** the classical approach is a linear regression technique typically involving the establishment of a linear mathematical polynomial equation relating the variation of biological/chemical properties as a function of the variations of the molecular substituents present in the molecular data set, as shown in Eq.35:

\[
y = a_0 + a_1x_1 + a_2x_2 + \ldots + a_nx_n
\]

in which \( y \) is the dependent variable (e.g. biological/chemical property under study), \( a_0 \) is the baseline value for the chemical data set, \( a_1, \ldots, a_n \) are the regression coefficients calculated from a set of training data (which is a fraction of the total data available for the development of the model) in a supervised manner where the independent and dependent variables are known. Such linear approach is suitable for systems in which the phenomenon of interest exhibits a linear relationships with molecular descriptors, as reported in external works.\textsuperscript{174–177} However, since sometimes this constrain is not satisfied and the relationships between dependent/independent variables may be nonlinear in nature, a call upon the use of non-linear approaches in order to properly model such properties becomes essential.

- **Artificial neural network (ANN)** is a pattern recognition technique that aims to resemble the inner workings principles of the brain which is essentially composed of interconnected neurons exchanging information. Such structure is emulated by ANN's architectural design where neuronal units are interconnected to one another using various schemes, among which a well-established one is based on a three-layer feedforward network (input layer, hidden layer and output layer). The role of neurons belonging to input layer is to acquire the information of the independent variables and bring them into the ANN system: therefore the number of neuronal units available in the input layer needs to match to the number of independent variables in the data set. The hidden layer processes the information assigning different numerical values known as weights (which resemble the connection between neurons), recognizing a pattern and providing system behavior predictions that are passed to the output layer. In a backpropagation algorithm, the error calculated from the difference between the
predicted value and the actual value is obtained in order to define if its value is lower than a previously set tolerance threshold. If this is the case, then the learning process will stop, otherwise signals will be sent backwards to the hidden layer for further processing and weight readjustments. This is performed iteratively until a solution is reached and learning is terminated. The reader can find some remarkable examples of this technique applied on the evaluation of Kow consulting some excellent resources elsewhere.

- **Partial Least Square Regression (PLSR)** is a well-established regression methodology and a profusion of articles have been adopted this technique in the last two decades. Unlike MLR, PLSR can handle data strongly collinear (correlated), noisy, with numerous independent variables (i.e. molecular descriptors), and characterized by simultaneously model several response variables (i.e. dependent biological/chemical properties). Each model parameter is iteratively estimated as the slope of a simple bivariate regression (least squares) between a matrix column (or row) as the x-variable, and the other parameter vector as the y-variable. So, for instance, the PLS weights, \( w \), are iteratively re-estimated using Eq.36:

\[
    w = \frac{X'u}{u'u} \quad \text{Eq. 36}
\]

being \( X \) the matrix of independent variables and \( u \) a vector of variables.

The "partial" in PLS indicates that this is a partial regression, since the x-vector \( (u \) above) is considered as fixed in the estimation. This also shows that we can see any matrix–vector multiplication as equivalent to a set of simple bivariate regressions. This provides an intriguing connection between two central operations in matrix algebra and statistics, as well as giving a simple way to deal with missing data.

- **Support Vector (SV) machines** are supervised learning models with associated learning algorithms that analyze data in order to perform a regression analysis, as reported in remarkable manuscripts. The regression path follows the steps shown in Figure III-4 which has been adapted from Smola et al.
The input pattern (i.e. a new molecule for which a prediction need to be performed) is mapped into feature space (already constructed using known chemicals) by a map $\phi$. Then dot products are calculated with the images of the training patterns under the map $\phi$ and added up using the weights $\alpha_i$: this, plus the constant term $b$, yields the final prediction output. The overall process described here is very similar to regression in a neural network, although in the SV the weights $\alpha_i$ are a subset of the training patterns.\textsuperscript{189}

In SV machine regression, the goal is to find a function whose deviation from the actually obtained targets $y_i$ for all the training data is below a value $\varepsilon$ through the solution of an optimization problem, obtaining a model as flat as possible. The errors are negligible as long as they are less than the tolerance $\varepsilon$, meaning that any deviation larger than $\varepsilon$ requires the generation a new solution for the minimization problem. The influence of $\varepsilon$ on the shape of the regression function is shown in Figure III-5, which has been adapted from Smola et al.\textsuperscript{189}

$Figure$ III-4. Structure of a regression machine based on support vector algorithm

$Figure$ III-5. Approximation of the function $\text{sinc} x$ with precisions $\varepsilon= 0.1, 0.2,$ and $0.5$ from left to right, respectively. The solid top and the bottom lines indicate the size of the $\varepsilon$-tube, the dotted line in between is the regression.
Gene Expression Programming (GEP) was invented by Ferreira and was developed from genetic programming, which is a technique whereby computer programs are encoded as a set of genes that are then modified using an evolutionary algorithm (usually a genetic algorithm, GA). GEP mainly includes two sides, i.e. the chromosomes (which represent the molecular descriptors) and the expression trees, ETs (which symbolize the connection of molecular descriptors with molecular properties). The process of information of gene code and translation is very simple, such as a one-to-one relationship between the symbols of the chromosome and the functions or terminals they represent. The rules assigned to GEP determine the spatial organization of the functions and terminals in the ETs and the type of interaction between sub-ETs. The purpose of symbolic regression or function finding is finding an expression able to provide a good explanation of the relationship between independent and dependent variable. The GEP procedure comprehends various steps, among which the first one is to choose the fitness function $f_i$, expressed by Eq.37:

$$f_i = \sum_{j=1}^{n} \left( R - \left| \frac{P_{(ij)} - T_j}{T_j} \right| \times 100 \right)$$

Eq. 37

in which R is the selection range, $P_{(ij)}$ is the value predicted by the individual program i for fitness case j (out of n fitness cases), and $T_j$ is the target value for fitness case j. The absolute value term, corresponding to the relative error, is called the precision and if the error is smaller than or equal to the precision then the error becomes zero. Thus, for a good match between the model and the real behavior, the absolute value term is zero and $f_i = f_{\text{max}} = nR$. The second step consists of choosing the set of terminals T and the set of functions F to create the chromosomes. For instance, the functions F are built on the molecular descriptors, while the terminal set are represented by the property prediction. The third step is to choose the chromosomal architecture, i.e. the length of the head and the number of genes. The choice of the linking function represents the fourth step of the procedure. The last major step is to choose the set of genetic operators that cause variation and their rates, causing the “evolution” of the system by applying (among all possible) crossover, mutation, or rotation. These processes are repeated for a pre-specified number of generations until a solution is obtained. In the GEP, the fitness of each individual is the main factor for the selection of the entities kept for the next iterative generation, as determined by roulette-wheel sampling with elitism, which guarantees the screening of the best individual and their replication to the next generation. The results achieved by several studies are satisfactory and show a promising use in the nonlinear structure-activity/property relationship correlation area, despite GEP is
congenitally defective due to some concerns about the reproducibility of the predicted values and regarding the trend of deducing very complex equations.\(^1\)

- **Project Pursuit Regression (PPR)** was developed by Friedman and Stuetzle\(^1\) as a powerful tool for seeking the interesting projections from high-dimensional data into lower dimensional space by means of linear projections. PPR approach overcomes the issues related to dimensionality because it relies on estimation in at most trivariate settings, avoiding the computational limitations of other existing nonparametric regression procedures. Moreover, interactions of predictor variables are directly considered, since general smooth functions are adopted in order to model the linear combinations of the predictors. A peculiarity of PPR is that the results of each interaction can be represented graphically and the graphical output can be used to modify the major parameters of the procedure, i.e. the average smoother bandwidth and the terminal threshold. PPR combines both ideas of projection of independent variables into the dependent variables space and the pursuit of the finite sequence of projections that can reveal the most interesting structures of the data. In a typical regression problem, PPR aims to approximate the regression pursuit function \( f^{(p)}(x) \) by a finite sum of ridge functions with suitable choices of \( a_i \) and \( f_i \) (Eq. 38):

\[
f^{(p)}(x) = \sum_{i=1}^{p} f_i(a_i^T x)
\]

in which \( a_i \) values are \( m \times n \) orthonormal matrices representing the coordinates of the projected data onto the \( m \)-dimensional space of dependent variables and \( p \) is the number of ridge functions. In various QSAR/QSPR studies,\(^1\) PPR was employed as a regression method for different chemical/biological properties, indicating that PPR is a promising regression method in QSAR/QSPR studies, especially when the correlation between descriptors and activities or properties is nonlinear.\(^1\)

- **Local Lazy Regression (LLR):** the common trend of QSAR/QSPR models is capturing the global structure-activity/property relationships considering the whole dataset. In several cases, there may be specific groups of molecules which exhibit some peculiar features related to their activity or property, exhibiting what is so called a local structure activity/property relationship. Traditional QSAR models may not recognize such local relationships, hence LLR has been recognized as an excellent approach, enabling the practitioner to extract a prediction by locally interpolating the neighboring examples of the query which are deemed relevant considering to a distance measure, rather than the whole dataset. Therefore, the basic core of LLR resides on the assumption that similar
compounds have similar activities, linking any modification in the chemical structure to a simultaneous change on the activity of the compound. For one or more query points, LLR estimates the value of an unknown multivariate function on the basis of a set of possibly noisy samples of the function itself. Each sample is an input/output couple composed by an input vector and an output relative quantification value. For each query point, the estimation of the input is obtained by combining different local models comprehending a combination of polynomials of zeroth, first, and second order that fit a set of samples in the neighborhood of the query point, accordingly to either the “Manhattan” or the “Euclidean” distance. Furthermore, it is also possible to assign weights to the different directions of the input domain in order to quantify their importance in the computation of the distance. The number of neighbors used for identifying local models (identified using the recursive least-squares algorithm) is automatically adjusted on a query-by-query basis through a leave-one-out cross-validation of models, each fitting a different number of neighbors. The model assumes a linear dependence between the dependent variable and the predictor variables in a small region around \(x\). Then LRR determines the points around \(X_{NN(x)}\) and builds a regression model with only the points in \(NN(x)\) using the least-squares method and minimizes the squared residuals for the region using this model. This technique prevents the construction of multiple models for each point in the training set beforehand, since for every a query point, the approach builds a representative predictive model. Hence, LLR equation is described below (Eq.39):

\[
\beta_x = (X^T_{NN(x)}X_{NN(x)})^{-1}X^T_{NN(x)}Y_{NN(x)} \tag{Eq.39}
\]

in which \(X_{NN(x)}\) is the matrix of independent variables (molecular descriptors), \(Y_{NN(x)}\) represents the column vectors of the dependent variables (chemical properties) for the molecules in the neighborhood of the query point and \(\beta_x\) is the column vectors of regression coefficients. Since LLR does not require the development of any a priori model, is suitable for large data sets, where using all of the observations can normally be time-consuming and even lead to overfitting. Meanwhile, the construction of a regression model for each query point, enables to extract meaningful structure-activity trends for the data set as a whole. The drawbacks related to the adoption of LLR are related to the efficiency of the determination of the local neighborhood, since all of the computations are done at query time. Moreover, uncorrelated features might result in errors in the identification of near neighbors. Finally, it is nontrivial to integrate feature selection in this framework. LLR is generally used to develop linear models for data sets in which the global structure-activity/property relationship is nonlinear in nature, as shown in the some recent works.\(^{199-201}\)
III.2.4 CONTINUUM SOLVATION MODEL (CSM)

A continuum model in computational molecular sciences is defined as a model in which a number of the degrees of freedom of the constituent particles (a large number, indeed) are described continuously, usually by means of a distribution function. This principles has been adopted to develop solvation dynamics models which examines time-dependent, non-equilibrium, relaxation of the solvent (considered as a continuous dielectric medium), due to an instantaneous change in the interactions between the solvent molecules and the solute one, characterized by a brand new electronic state and embedded within a void cavity shaped by each continuum model. Each molecule involved in the system is typified by its calculated conductor screening charge density, called $\sigma$, which is describing the distribution of charges at a Klamt radii distance from atomic nuclei, i.e. an empirical value at which iso-electron-density surface of the molecule is reached, and represents the extension of the cavity containing the molecule.\(^{202}\) The solvent molecules surrounding the solute are, initially, equilibrated with the ground electronic state of the solute molecule. As soon as the solute molecule are excited, the solvent ones move to a non-equilibrium state and need to adjust their positions and momenta in order to relax to equilibrium with the new interactions associated to the new electronic state. This relaxation is driven by a decrease in the solvent system interaction energy, which can be employed as an indicator for the underlying solvation dynamics of the system.\(^{203}\)

Among the numerous models available, the Conductor-like Screening MOdel (COSMO) proposed by Klamt and Schüürmann\(^{204}\) attained a wide acceptance, since it can be applied to large and irregularly shaped molecular structures, requires a low numerical computational effort, produces accurate results for water and high permittivity solvents, and reduces the artifacts caused by small part of the electron density reaching outside of the cavity (outlying charge errors) in comparison to other dielectric continuum methods.\(^{204}\) Klamt further developed this method in order to distinguish between two solvents with essentially identical dielectric constants, implementing statistical thermodynamics treatment of interacting surfaces in his late methodology, called conductor-like screening model for real solvents (COSMO-RS).\(^{204}\)

The theory behind this extension of the COSMO model describes the interactions in a fluid as local contact interactions of molecular surfaces, whose interaction energies are quantified using the screening charge densities, called $\sigma$ and $\sigma'$ surfaces, that form a molecular contact between a couple of adjacent molecules. This assumption leads to a different representation of the solute/solvent system, since the ensemble of interacting molecules can be treated as an ensemble of independently interacting surface segments. The computation of the interaction energies between pairwise molecules embeds terms related to various contributions:
• **Electrostatics**, $e_{mysqli}(\sigma, \sigma')$: the quantification of this interaction contemplates two scenarios. The former emerges when $\sigma = -\sigma'$, as, due to a perfect fit of the two polarities, the solvent and the solute are still characterized by the same screening charge density as it was before the contact, hence, the electrostatic energy change would be ideally zero. The latter probes the presence of a local misfit interaction of the two polarization charge densities, which increases squared with the net charge.

• **Hydrogen Bonds**, $e_{HB}(\sigma, \sigma')$: this contribution is not null if one of the segments of the contact is an hydrogen bond donor and the other is an acceptor, providing a significant contribution to the real interaction of the two molecules.

• **Van der Waals**: the solvent, seen as a continuous conductor, also behaves like an average van der Waals partner, i.e. it makes dispersive interactions with the solute, which at a first approximation can be described as surface proportional contributions with element-specific coefficient.

For the calculation of each term, the reader can find more information on Klamt manuscript.\(^{202}\)

The final expression describing the interaction energies of molecules, $\Delta E_{int}$, treated as surface contact interactions and quantified by the local conductor polarization charge densities $\sigma$ and $\sigma'$ of the surface contacting segments, $a_{contact}$, is reported underneath (Eq.40):

$$\Delta E_{int} \cong a_{contact} e_{int}(\sigma, \sigma') = a_{contact}[e_{mysqli}(\sigma, \sigma') + e_{HB}(\sigma, \sigma')] \quad \text{Eq. 40}$$

Which is then converted from surface contact interactions to fluid phase thermodynamics of a liquid ensemble $S$ introducing the sum over all surface contacts $k$ of the molecules belonging to the ensemble (Eq.41):

$$E^S_{tot} \cong \sum_k a_k e_{int}(\sigma_k, \sigma'_k) \cong \sum_k a_{eff} e_{int}(\sigma_k, \sigma'_k) \quad \text{Eq. 41}$$

where the effective contact area, $a_{eff}$, is the average contact area of the pair contacts $k$. Since the calculation of Eq.41 requires the computation of all contacts $k$ and the relative polarization charge densities $\sigma_k$ and $\sigma'_k$, which are subject to permanent fluctuation in a liquid system, Klamt introduced statistical thermodynamics, ending up to reformulate the problem in favor of finding the $\sigma$-potential $\mu_s(\sigma)$, i.e. the chemical potential of an effective surface segment of area $a_{eff}$ and polarity $\sigma$ in the ensemble $S$. The chemical potential, which is depending on the interaction energies, the effective area and the temperature of the system, has a strong relationship with Kow following Eq.42, which is the equation adopted by Klamt for Kow estimation:
log \( K_{ow} \) = \( \log \left( \exp \left[ \frac{(\mu_i^{w} - \mu_i^{o})}{RT} \left( \frac{V_o}{V_w} \right) \right] \right) \)  \hspace{1cm} \text{Eq. 42}

in which \( \mu_i^{w} \) is the chemical potential of solute \( j \) in water, \( \mu_i^{o} \) represents the chemical potential of same solute in octanol and \( V_o \) and \( V_w \) are, respectively, the volumes of octanol and water in the system.

COSMO-RS allows for the prediction of all kinds of thermodynamic equilibrium properties of liquids, including solvation energies, activity coefficients and vapor pressure. Unlike group contribution methods, whose models rely on an extremely large number of experimental data, COSMO-RS calculates the thermodynamic data from molecular surface polarity distributions, which result from quantum chemical calculations of the individual compounds in the mixture using Density Functional Theory (DFT), extensively reviewed in Geerlings et al.\(^{205}\) Using an efficient thermodynamic solution for such pairwise surface interactions, COSMO-RS converts the molecular polarity information into standard thermodynamic data of fluids.\(^{203}\)

\section*{III.3 Evaluation of Different Kow Estimation Methods Applied on Pharmaceutical Compounds}

Numerous comparison of the performances of different Kow estimation methods have been published so far, commonly applying various QSAR methodologies to specific chemical groups.\(^{206,207}\) Since the methodology presented in this thesis is focused on the sustainability assessment of fine chemical processes, a short survey on different available techniques for Kow estimation has been performed on common pharmaceutical compounds, aiming to identify the most suitable method in this field.

Thirty-two Active Pharmaceutical Ingredients (API), displayed in Table III-1, have been chosen from different classes, comprehending antibiotics, a calcium channel blocking agent, a platelet aggregation inhibitor, a cardioselective beta blocker, antihistamines, nonsteroidal anti-inflammatory agents, a vitamin, a diuretic, a contrast media, an antineoplastics, antivirals, a thyroid drug, an antidepressant, a dermatological agent, proton pump inhibitors, analgesics, an anticonvulsant, and enzyme inhibitors. For these chemicals, experimental Kow values have been retrieved from webpage Drugbank\(^{208}\) or, in case of missing data, from Chemspider\(^{209}\) or Pubchem.\(^{210}\) Experimental values have been compared to in-silico estimations using methods belonging to CSM group (COSMO-RS) and QSAR techniques.
### Table III. Pharmaceutical compounds included in the analysis

<table>
<thead>
<tr>
<th>Chemical name</th>
<th>CAS</th>
<th>FORMULA</th>
<th>Mol. Weight</th>
<th>Kow</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Amlodipine</td>
<td>88150-42-9</td>
<td>C_{20}H_{25}ClN_{2}O_{5}</td>
<td>408.879</td>
<td>3.00</td>
</tr>
<tr>
<td>2 Amoxicillin</td>
<td>26787-78-0</td>
<td>C_{16}H_{19}N_{2}O_{5}S</td>
<td>365.40</td>
<td>0.87</td>
</tr>
<tr>
<td>3 Aspirin</td>
<td>50-78-2</td>
<td>C_{9}H_{4}O_{4}</td>
<td>180.16</td>
<td>1.19</td>
</tr>
<tr>
<td>4 Atenolol</td>
<td>29122-68-7</td>
<td>C_{14}H_{22}N_{2}O_{3}</td>
<td>266.34</td>
<td>0.16</td>
</tr>
<tr>
<td>5 Atorvastatin</td>
<td>134523-00-5</td>
<td>C_{33}H_{35}F_{3}N_{2}O_{5}</td>
<td>558.64</td>
<td>5.70</td>
</tr>
<tr>
<td>6 Azelastine</td>
<td>58581-89-8</td>
<td>C_{22}H_{24}ClN_{3}O</td>
<td>381.90</td>
<td>4.90</td>
</tr>
<tr>
<td>7 Carbamazepine</td>
<td>298-46-4</td>
<td>C_{15}H_{12}N_{2}O</td>
<td>236.27</td>
<td>2.45</td>
</tr>
<tr>
<td>8 Cetirizine</td>
<td>83881-51-0</td>
<td>C_{21}H_{25}ClN_{2}O_{3}</td>
<td>388.89</td>
<td>2.80</td>
</tr>
<tr>
<td>9 Clavulanic Acid</td>
<td>58001-44-8</td>
<td>C_{6}H_{9}NO_{5}</td>
<td>199.16</td>
<td>-1.50</td>
</tr>
<tr>
<td>10 Diclofenac</td>
<td>15307-86-5</td>
<td>C_{14}H_{11}Cl_{2}N_{2}O_{2}</td>
<td>296.15</td>
<td>4.51</td>
</tr>
<tr>
<td>11 Ergocalciferol</td>
<td>50-14-6</td>
<td>C_{28}H_{44}O</td>
<td>396.65</td>
<td>7.30</td>
</tr>
<tr>
<td>12 Furosemide</td>
<td>54-31-9</td>
<td>C_{12}H_{11}ClN_{2}O_{5}S</td>
<td>330.75</td>
<td>2.03</td>
</tr>
<tr>
<td>13 Hydrochlorothiazide</td>
<td>58-93-5</td>
<td>C_{7}H_{8}ClN_{2}O_{4}S_{2}</td>
<td>297.74</td>
<td>-0.07</td>
</tr>
<tr>
<td>14 Ibuprofen</td>
<td>15687-27-1</td>
<td>C_{13}H_{18}O_{2}</td>
<td>206.29</td>
<td>3.97</td>
</tr>
<tr>
<td>15 Iopamidol</td>
<td>60166-93-0</td>
<td>C_{17}H_{22}I_{2}N_{3}O_{8}</td>
<td>777.08</td>
<td>-2.42</td>
</tr>
<tr>
<td>16 Irinotecan</td>
<td>100286-90-6</td>
<td>C_{33}H_{39}N_{4}O_{6}</td>
<td>586.68</td>
<td>3.20</td>
</tr>
<tr>
<td>17 Ketoprofen</td>
<td>22071-15-4</td>
<td>C_{16}H_{14}O_{3}</td>
<td>254.28</td>
<td>3.12</td>
</tr>
<tr>
<td>18 Ledipasvir</td>
<td>1256388-51-8</td>
<td>C_{36}H_{34}F_{2}N_{5}O_{6}</td>
<td>889.00</td>
<td>3.80</td>
</tr>
<tr>
<td>19 Lenalidomide</td>
<td>191732-72-6</td>
<td>C_{13}H_{13}I_{2}N_{2}O_{4}</td>
<td>259.26</td>
<td>-0.40</td>
</tr>
<tr>
<td>20 Levothyroxine</td>
<td>51-48-9</td>
<td>C_{15}H_{11}I_{2}NO_{4}</td>
<td>776.87</td>
<td>4.00</td>
</tr>
<tr>
<td>21 Metoprolol</td>
<td>51384-51-1</td>
<td>C_{15}H_{23}NO_{3}</td>
<td>267.36</td>
<td>1.88</td>
</tr>
<tr>
<td>22 Naproxen</td>
<td>22204-53-1</td>
<td>C_{14}H_{14}O_{3}</td>
<td>230.26</td>
<td>3.18</td>
</tr>
<tr>
<td>23 Nortriptyline</td>
<td>72-69-5</td>
<td>C_{19}H_{21}N</td>
<td>263.38</td>
<td>4.51</td>
</tr>
<tr>
<td>24 Omeprazole</td>
<td>73590-58-6</td>
<td>C_{17}H_{19}N_{3}O_{5}S</td>
<td>345.42</td>
<td>2.20</td>
</tr>
<tr>
<td>25 Pantoprazole</td>
<td>102625-70-7</td>
<td>C_{14}H_{13}F_{2}N_{5}O_{4}S</td>
<td>383.37</td>
<td>0.50</td>
</tr>
<tr>
<td>26 Paracetamol</td>
<td>103-90-2</td>
<td>C_{8}H_{9}NO_{2}</td>
<td>151.16</td>
<td>0.46</td>
</tr>
<tr>
<td>27 Phenoxymethylpenicillin</td>
<td>87-08-1</td>
<td>C_{19}H_{18}N_{2}O_{5}S</td>
<td>350.39</td>
<td>2.09</td>
</tr>
<tr>
<td>28 Phenytoin</td>
<td>57-41-0</td>
<td>C_{15}H_{12}N_{2}O_{2}</td>
<td>252.27</td>
<td>2.47</td>
</tr>
<tr>
<td>29 Pregabalin</td>
<td>148553-50-8</td>
<td>C_{6}H_{11}NO_{2}</td>
<td>159.23</td>
<td>-1.35</td>
</tr>
<tr>
<td>30 Ramipril</td>
<td>87333-19-5</td>
<td>C_{23}H_{32}N_{2}O_{5}</td>
<td>416.51</td>
<td>2.90</td>
</tr>
<tr>
<td>31 Rosuvastatin</td>
<td>287714-41-4</td>
<td>C_{20}H_{20}FN_{4}O_{6}S</td>
<td>481.54</td>
<td>0.13</td>
</tr>
<tr>
<td>32 Sofosbuvir</td>
<td>1190307-88-0</td>
<td>C_{20}H_{20}FN_{4}O_{6}P</td>
<td>529.45</td>
<td>1.62</td>
</tr>
</tbody>
</table>

---

*Estimation of Kow using Molecular Modeling Techniques*
III.3.1 COSMO-RS METHODOLOGY PERFORMANCE

COSMO-RS methodology\textsuperscript{202} has been used for Kow estimation using a quantum-mechanical CSM approach. This technique requires the adoption of three different software: the first provides a platform where is possible to build up the molecular structures and optimize their geometry finding the most stable ones, characterized by the minimum energy content. In this work Materials Studio by Accelrys has been used for this purpose, since it is able to predict the energy level of the molecules in the ideal gas phase using numerous force fields, i.e. a functional form and parameter sets employed to quantify the potential energy of a system of atoms. Hence, after the construction of the molecular structures, the geometry optimization steps have been performed using two distinct force fields, i.e. PCFF and COMPASS, resulting in different molecular shapes.

The next step contemplates the quantum-mechanical calculations on each optimized molecular structure, aiming to generate the σ-surfaces related to each chemical, which usually takes the major computational effort and the longest duration. After a conversion of the output file to a three dimensional coordinate file extension .sdf, the minimized molecular structures have been imported in TURBOMOLE in order to compute the quantum-mechanical calculations. During this step, two more configurations have been added to the evaluation, the former estimated using a TURBOMOLE original geometry optimization procedure and the latter retrieved from Pubchem database\textsuperscript{210} whose structures have already been minimized using MMFF94s force field.\textsuperscript{211} The calculation steps require the selection of the methodology to pursue (in this work the BP-TZVP-COSMO has been chosen), the estimation of molecular orbital energies comprehending HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital), the level of theory to adopt (in this analysis, DFT has been employed) and definition of the accuracy, number of iterations and tolerance of the calculation. The details regarding the script elements available in TURBOMOLE are reported in Table III-2, which has been adapted from Toma.\textsuperscript{23}
Table III-2. Details of TURBOMOLE Calculate script.

<table>
<thead>
<tr>
<th>SYNTAX</th>
<th>DETAILS</th>
</tr>
</thead>
<tbody>
<tr>
<td>-l &lt;list of molecules&gt;</td>
<td>The list contains one or more molecules and its/their charge. The names of the molecule have to be equal to the input file names, without the extension (&lt;filetype&gt;)</td>
</tr>
<tr>
<td>-m &lt;method&gt;</td>
<td>Implemented methods</td>
</tr>
<tr>
<td>BP-TZVP-GAS</td>
<td>RI-DFT gas phase geometry optimization utilizing the b-p functional and def-TZVP basis set with standard settings</td>
</tr>
<tr>
<td>BP-TZVP-COSMO</td>
<td>RI-DFT COSMO geometry optimization similar to BP-TZVP-GAS</td>
</tr>
<tr>
<td>BP-SVP-GAS</td>
<td>RI-DFT gas phase geometry optimization utilizing the b-p functional and def-svp basis set with standard settings</td>
</tr>
<tr>
<td>BP-SVP-COSMO</td>
<td>RI-DFT COSMO geometry optimization similar to BP-SVP-GAS</td>
</tr>
<tr>
<td>BP-SVP-GAS-SP</td>
<td>Single point calculation with the same settings as BP-SVP-GAS</td>
</tr>
<tr>
<td>BP-SVP-COSMO-SP</td>
<td>Single point calculation with the same settings as BP-SVP-COSMO</td>
</tr>
<tr>
<td>AM1-GAS</td>
<td>MOPAC AM1 gas phase geometry optimization</td>
</tr>
<tr>
<td>AM1-COSMO</td>
<td>MOPAC AM1 COSMO geometry optimization</td>
</tr>
<tr>
<td>-f &lt;filetype&gt;</td>
<td>Implemented input files types</td>
</tr>
<tr>
<td>car</td>
<td>Biosym car files</td>
</tr>
<tr>
<td>ML2</td>
<td>TRIPOS mol2 files</td>
</tr>
<tr>
<td>arc</td>
<td>MOPAC archive files</td>
</tr>
<tr>
<td>cosmo</td>
<td>Cosmo files (for recalculation)</td>
</tr>
<tr>
<td>xyz</td>
<td>XYZ format: 1) number of atoms 2) comment line 3) symbol XYZ (for each atom)</td>
</tr>
<tr>
<td>-din &lt;dir&gt;</td>
<td>Input file (3D coordinate files) directory</td>
</tr>
<tr>
<td>-dcos &lt;dir&gt;</td>
<td>cosmo/energy/arch file directory (to collect cosmo, energy or MOPAC archive files)</td>
</tr>
<tr>
<td>-dcomp &lt;dir&gt;</td>
<td>Parent directory for TURBOMOLE calculation</td>
</tr>
</tbody>
</table>

The output files produced with extension .cosmo have been exported to COSMOTHERM software in order to gain the estimation of Kow. Each configuration has been evaluated individually, comparing the in-silico estimated Kow value with the experimental one. Moreover, the σ-profiles of the four configurations have been merged into a single entity, taking into consideration the contributions expressed by all four simultaneously, producing a fifth input to assess, which has been called “Merged” further on. The results obtained from the Kow estimation procedures for the four different configurations (TURBOMOLE, MMFF94s, COMPASS and PCFF) and the “Merged” one have been reported in Table III-3. The comparison between each set of data with the experimental values has been performed through the generation of linear regression models using the R function <lm> within the Rstudio platform. The <lm> function couples the experimental values with the predicted ones, using the following Eq.43:
\[ y_{exp} = a + b \cdot x_{pred} \quad Eq. 43 \]

in which \( y_{exp} \) and \( x_{pred} \) represent the experimental and the predicted values, respectively, while \( a \) and \( b \) are the parameters (intercept and slope) of the specific model regressed.

Table III-3. Result of different Kow estimation methodologies using various minimization techniques

<table>
<thead>
<tr>
<th>Experimental</th>
<th>TURBOMOLE</th>
<th>MMFF94s</th>
<th>COMPASS</th>
<th>PCFF</th>
<th>Merged</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Amlodipine</td>
<td>3</td>
<td>3.53</td>
<td>3.64</td>
<td>2.76</td>
<td>2.05</td>
</tr>
<tr>
<td>2 Amoxicillin</td>
<td>0.87</td>
<td>0.45</td>
<td>0.60</td>
<td>0.58</td>
<td>1.21</td>
</tr>
<tr>
<td>3 Aspirin</td>
<td>1.19</td>
<td>1.75</td>
<td>1.75</td>
<td>1.22</td>
<td>1.14</td>
</tr>
<tr>
<td>4 Atenolol</td>
<td>0.16</td>
<td>1.70</td>
<td>0.23</td>
<td>2.14</td>
<td>2.50</td>
</tr>
<tr>
<td>5 Atorvastatin</td>
<td>5.7</td>
<td>3.45</td>
<td>4.74</td>
<td>4.78</td>
<td>5.78</td>
</tr>
<tr>
<td>6 Azelastine</td>
<td>4.9</td>
<td>5.21</td>
<td>4.92</td>
<td>5.74</td>
<td>5.90</td>
</tr>
<tr>
<td>7 Carbamazepine</td>
<td>2.45</td>
<td>1.43</td>
<td>1.43</td>
<td>1.57</td>
<td>2.25</td>
</tr>
<tr>
<td>8 Ceftriaxone</td>
<td>2.8</td>
<td>4.68</td>
<td>4.80</td>
<td>5.28</td>
<td>5.78</td>
</tr>
<tr>
<td>9 Clavulanic Acid</td>
<td>-1.5</td>
<td>-0.64</td>
<td>-0.12</td>
<td>0.05</td>
<td>0.32</td>
</tr>
<tr>
<td>10 Diclofenac</td>
<td>4.51</td>
<td>2.96</td>
<td>4.47</td>
<td>4.52</td>
<td>4.20</td>
</tr>
<tr>
<td>11 Ergocalciferol</td>
<td>7.3</td>
<td>8.48</td>
<td>8.86</td>
<td>8.33</td>
<td>8.68</td>
</tr>
<tr>
<td>12 Furosemide</td>
<td>2.03</td>
<td>2.41</td>
<td>2.41</td>
<td>1.44</td>
<td>2.20</td>
</tr>
<tr>
<td>13 Hydrochlorothiazide</td>
<td>-0.07</td>
<td>-0.84</td>
<td>-0.70</td>
<td>0.11</td>
<td>-0.37</td>
</tr>
<tr>
<td>14 Ibuprofen</td>
<td>3.97</td>
<td>3.97</td>
<td>3.88</td>
<td>2.92</td>
<td>3.36</td>
</tr>
<tr>
<td>15 Iopamidol</td>
<td>-2.42</td>
<td>-2.67</td>
<td>-2.67</td>
<td>-1.16</td>
<td>-0.57</td>
</tr>
<tr>
<td>16 Irinotecan</td>
<td>3.2</td>
<td>5.61</td>
<td>5.51</td>
<td>5.74</td>
<td>6.20</td>
</tr>
<tr>
<td>17 Ketoprofen</td>
<td>3.12</td>
<td>2.97</td>
<td>2.84</td>
<td>2.57</td>
<td>3.21</td>
</tr>
<tr>
<td>18 Ledipasvir</td>
<td>3.8</td>
<td>6.29</td>
<td>4.78</td>
<td>7.44</td>
<td>8.39</td>
</tr>
<tr>
<td>19 Lenalidomide</td>
<td>-0.4</td>
<td>-0.71</td>
<td>-1.23</td>
<td>-1.32</td>
<td>-0.89</td>
</tr>
<tr>
<td>20 Levothyroxine</td>
<td>4</td>
<td>3.93</td>
<td>4.83</td>
<td>4.77</td>
<td>5.16</td>
</tr>
<tr>
<td>21 Metoprolol</td>
<td>1.88</td>
<td>4.13</td>
<td>3.13</td>
<td>4.11</td>
<td>4.14</td>
</tr>
<tr>
<td>22 Naproxen</td>
<td>3.18</td>
<td>3.15</td>
<td>3.13</td>
<td>2.21</td>
<td>2.63</td>
</tr>
<tr>
<td>23 Norfluridine</td>
<td>4.51</td>
<td>4.98</td>
<td>4.95</td>
<td>4.70</td>
<td>4.74</td>
</tr>
<tr>
<td>24 Omeprazole</td>
<td>2.2</td>
<td>2.21</td>
<td>2.07</td>
<td>2.96</td>
<td>1.99</td>
</tr>
<tr>
<td>25 Pantoprazole</td>
<td>0.5</td>
<td>2.34</td>
<td>2.22</td>
<td>2.89</td>
<td>2.22</td>
</tr>
<tr>
<td>26 Paracetamol</td>
<td>0.46</td>
<td>0.29</td>
<td>0.27</td>
<td>0.49</td>
<td>0.56</td>
</tr>
<tr>
<td>27 Phenoxymethylpenicillin</td>
<td>2.09</td>
<td>-1.17</td>
<td>1.81</td>
<td>1.80</td>
<td>2.77</td>
</tr>
<tr>
<td>28 Phenylalanine</td>
<td>2.47</td>
<td>1.29</td>
<td>1.20</td>
<td>1.14</td>
<td>1.51</td>
</tr>
<tr>
<td>29 Pregabalin</td>
<td>-1.35</td>
<td>1.04</td>
<td>1.41</td>
<td>1.47</td>
<td>1.47</td>
</tr>
<tr>
<td>30 Ramipril</td>
<td>2.9</td>
<td>2.84</td>
<td>4.16</td>
<td>4.50</td>
<td>6.15</td>
</tr>
<tr>
<td>31 Rosuvastatin</td>
<td>0.13</td>
<td>1.74</td>
<td>2.45</td>
<td>4.24</td>
<td>3.66</td>
</tr>
<tr>
<td>32 Sofosbuvir</td>
<td>1.62</td>
<td>1.62</td>
<td>1.39</td>
<td>2.34</td>
<td>3.69</td>
</tr>
</tbody>
</table>

Beside the five prediction model, a backward elimination procedure has been performed, aiming to identify the best possible combination of each model contribution simultaneously in order to enhance the overall regression performance. The procedure is well explained in a Crawley’s book\textsuperscript{212} and consists
in the generation of a model that embeds all the possible combinations of every model contribution, comprehending single linear, individual squared and multiple-way interactions. Then simplification model process begins, eliminating stepwise the contributions that are clearly not significant (considering the p-value). This refining process has been carried on until each contribution was deemed significant and a further simplification would have worsen the overall model performance. The performances of the models are reported in Table III-4, in which the best model, i.e. the backward elimination, is highlight by the highest value of \( r^2 = 0.8172 \). However, it is worth underlying how the performance of MMFF94s is comparable to the best one, since its \( r^2 = 0.8030 \) is rather close to the optimal value. Furthermore, the prediction of Kow using a single optimized configuration, as in MMFF94s, is preferable, as it enables to save a considerable amount of time and computational effort.

**Table III-4. Results of COSMO evaluation models**

<table>
<thead>
<tr>
<th>COSMO MODELS</th>
<th>TURBOMOLE</th>
<th>MMFF94s</th>
<th>COMPASS</th>
<th>PCFF</th>
<th>Merged</th>
<th>Backward Elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual Standard Error</td>
<td>1.253</td>
<td>0.9853</td>
<td>1.372</td>
<td>1.346</td>
<td>1.049</td>
<td>0.949</td>
</tr>
<tr>
<td>Adjusted R-squared, ( R^2 )</td>
<td>0.6816</td>
<td>0.8030</td>
<td>0.6182</td>
<td>0.6322</td>
<td>0.7768</td>
<td>0.8172</td>
</tr>
<tr>
<td>F statistics</td>
<td>67.36</td>
<td>127.4</td>
<td>51.2</td>
<td>54.28</td>
<td>108.9</td>
<td>20.8</td>
</tr>
<tr>
<td>p-value</td>
<td>( 3.67 \times 10^{-9} )</td>
<td>( 2.55 \times 10^{-12} )</td>
<td>( 5.83 \times 10^{-08} )</td>
<td>( 3.31 \times 10^{-08} )</td>
<td>( 1.68 \times 10^{-11} )</td>
<td>( 9.55 \times 10^{-09} )</td>
</tr>
</tbody>
</table>

The coefficients related to the backward elimination model are shown in Table III-5, including the standard error and the p-value (Pr) related to each coefficient that multiplies the contribution of each significant term. The relevancy of each term is indeed guaranteed by the low values of the p-values of the last column.

**Table III-5. Coefficients of backward elimination model terms**

| Coefficient | Std. Error | t value | Pr(>|t|) |
|-------------|------------|---------|---------|
| (Intercept) | -0.17879 | 0.29032 | -0.616 | 0.5438 |
| TURBOMOLE   | 0.45649 | 0.15172 | 3.009 | 0.006077 |
| MMFF94s:Merged | 0.2803 | 0.09456 | 2.964 | 0.006753 |
| Merged:COMPASS | -1.03159 | 0.25011 | -4.124 | 0.000385 |
| Merged:PCFF | 0.90413 | 0.2234 | 4.047 | 0.000468 |
| TURBOMOLE:MMFF94s:COMPASS | -0.07807 | 0.03373 | -2.315 | 0.029509 |
| TURBOMOLE:Merged:COMPASS | 0.34309 | 0.10113 | 3.392 | 0.002402 |
| TURBOMOLE:Merged:PCFF | -0.27261 | 0.07724 | -3.53 | 0.001712 |
The plots shown in Figure III-6 have been produced using RStudio in order to ensure the good quality of the backward elimination model, as explained in Crawley. The left plot of the figure shows the residuals on the y axis against fitted values on the x axis, thus it is desirable not to recognize any structure or specific pattern in the plot to avoid the inconstancy of variance and this is the case of the chart obtained. Meanwhile, Figure III-6 right plot represents the normal quantile–quantile plot, which should be a straight line if the errors are normally distributed, as S-shaped or banana-shaped pattern would need a different model to fit the data. Again the chart obtained is quite satisfactory in term of distribution of errors.
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*Figure III-6. Plots for evaluation of backward elimination model*

An analogous procedure has been performed to ensure the good quality of MMFF94s-based prediction. The left plot of Figure III-7 shows how the residuals on the y axis against the fitted values on the x axis, are randomly distributed, ensuring the constancy of variance, as demanded. Nevertheless, Figure III-7 right plot, which represents the normal quantile–quantile plot, displays a non-ideal residuals trend for several values, which stand rather far from the linear trendline, due to some outliers whose values is poorly predicted by this estimation technique. Since in this work this set of Kow estimated values have been retrieved within Pubchem database, the original minimization software has not been used, thus it has not been possible to detect the issues related to the poor estimation results. However, further studies employing the original force field have been already planned in the near future.
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III.3.2 QSAR METHODOLOGIES PERFORMANCE

The performances of well-established QSAR methodologies for Kow estimation have been investigated, aiming to identify the most promising one in the field of pharmaceutical compounds, evaluating the same thirty-two chemicals from different drug classes.

Since QSAR techniques usually don’t require high computational effort, some methodologies have already been embedded within some webpages, where predicted values can be easily retrieved. Indeed, Kow values estimated using Percepta ACD/Lab have been retrieved on Chemspider, ALOGPS and ChemAxon results are available on Drugbank, Pubchem provides estimations from XlogP3, and Toxcast evaluates Kow values using QikProp. Furthermore, KOWWIN platform, part of EPI Suite software downloaded from EPA, has been adopted for genuine Kow prediction, using SMILES as input. As a result, six new Kow evaluations have been produced and a comparison among them has been performed.

The results of the Kow evaluations are reported in Table III-6, which displays the results obtained using the different QSAR techniques adopted.
Estimation of Kow using Molecular Modeling Techniques

The best model

Residual standard error

Adjusted R-squared, $R^2$

F statistic

p-value

---

Table III-6. Result of different Kow estimation methodologies comprehending various QSAR approaches

<table>
<thead>
<tr>
<th>Chemical name</th>
<th>Experimental</th>
<th>Kowwin</th>
<th>ACD/Lab</th>
<th>ALOGPS</th>
<th>ChemAxon</th>
<th>XlogP3</th>
<th>QikProp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>Scifinder</td>
<td>Drugbank</td>
<td>EPISuite</td>
<td>Chemsider</td>
<td>Drugbank</td>
<td>Drugbank</td>
<td>Pulchem</td>
</tr>
<tr>
<td>1</td>
<td>Amlodipine</td>
<td>3</td>
<td>2.07</td>
<td>4.16</td>
<td>2.22</td>
<td>1.64</td>
<td>3.00</td>
</tr>
<tr>
<td>2</td>
<td>Amoxicillin</td>
<td>0.87</td>
<td>0.97</td>
<td>0.92</td>
<td>0.75</td>
<td>-2.30</td>
<td>-2.00</td>
</tr>
<tr>
<td>3</td>
<td>Aspirin</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.43</td>
<td>1.24</td>
<td>1.20</td>
</tr>
<tr>
<td>4</td>
<td>Atenolol</td>
<td>0.16</td>
<td>-0.03</td>
<td>0.10</td>
<td>0.57</td>
<td>0.43</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>Atorvastatin</td>
<td>5.7</td>
<td>6.36</td>
<td>4.93</td>
<td>4.41</td>
<td>5.39</td>
<td>5.00</td>
</tr>
<tr>
<td>6</td>
<td>Azelastine</td>
<td>4.9</td>
<td>5.72</td>
<td>3.71</td>
<td>3.81</td>
<td>4.04</td>
<td>4.40</td>
</tr>
<tr>
<td>7</td>
<td>Carbamazepine</td>
<td>2.45</td>
<td>2.25</td>
<td>2.67</td>
<td>2.10</td>
<td>2.77</td>
<td>2.50</td>
</tr>
<tr>
<td>8</td>
<td>Celecoxib</td>
<td>2.8</td>
<td>-0.61</td>
<td>2.16</td>
<td>2.98</td>
<td>0.86</td>
<td>1.70</td>
</tr>
<tr>
<td>9</td>
<td>Clavulanic Acid</td>
<td>-1.5</td>
<td>-2.04</td>
<td>-1.98</td>
<td>-1.20</td>
<td>-1.50</td>
<td>-1.20</td>
</tr>
<tr>
<td>10</td>
<td>Dichlofenac</td>
<td>4.51</td>
<td>3.92</td>
<td>4.06</td>
<td>4.98</td>
<td>4.26</td>
<td>4.40</td>
</tr>
<tr>
<td>11</td>
<td>Ergocalciferol</td>
<td>7.3</td>
<td>10.44</td>
<td>9.56</td>
<td>7.59</td>
<td>7.05</td>
<td>7.40</td>
</tr>
<tr>
<td>12</td>
<td>Furosemide</td>
<td>2.03</td>
<td>2.32</td>
<td>3.10</td>
<td>2.71</td>
<td>1.75</td>
<td>2.00</td>
</tr>
<tr>
<td>13</td>
<td>Hydrochlorothiazide</td>
<td>-0.07</td>
<td>-0.10</td>
<td>-0.07</td>
<td>-0.16</td>
<td>-0.58</td>
<td>-0.10</td>
</tr>
<tr>
<td>14</td>
<td>Ibuprofen</td>
<td>3.97</td>
<td>3.79</td>
<td>3.72</td>
<td>3.50</td>
<td>3.84</td>
<td>3.50</td>
</tr>
<tr>
<td>15</td>
<td>Iopamilol</td>
<td>-2.42</td>
<td>0.23</td>
<td>-2.09</td>
<td>-0.97</td>
<td>1.62</td>
<td>-2.40</td>
</tr>
<tr>
<td>16</td>
<td>Isoniazid</td>
<td>3.2</td>
<td>2.33</td>
<td>4.35</td>
<td>3.94</td>
<td>2.78</td>
<td>3.00</td>
</tr>
<tr>
<td>17</td>
<td>Ketoprofen</td>
<td>3.12</td>
<td>3.00</td>
<td>2.81</td>
<td>3.29</td>
<td>3.61</td>
<td>3.10</td>
</tr>
<tr>
<td>18</td>
<td>Ledipasvir</td>
<td>3.6</td>
<td>6.89</td>
<td>6.77</td>
<td>5.92</td>
<td>6.11</td>
<td>7.40</td>
</tr>
<tr>
<td>19</td>
<td>Lenalidomide</td>
<td>-0.4</td>
<td>-1.99</td>
<td>-1.39</td>
<td>-0.43</td>
<td>-0.71</td>
<td>-0.50</td>
</tr>
<tr>
<td>20</td>
<td>Levotyroxine</td>
<td>4</td>
<td>4.12</td>
<td>5.93</td>
<td>1.15</td>
<td>3.73</td>
<td>2.40</td>
</tr>
<tr>
<td>21</td>
<td>Metoloxolone</td>
<td>1.88</td>
<td>1.69</td>
<td>1.79</td>
<td>1.80</td>
<td>1.76</td>
<td>1.90</td>
</tr>
<tr>
<td>22</td>
<td>Naproxen</td>
<td>3.18</td>
<td>3.10</td>
<td>3.00</td>
<td>3.29</td>
<td>2.99</td>
<td>3.30</td>
</tr>
<tr>
<td>23</td>
<td>Nortriptyline</td>
<td>4.51</td>
<td>4.74</td>
<td>5.65</td>
<td>4.65</td>
<td>4.43</td>
<td>4.50</td>
</tr>
<tr>
<td>24</td>
<td>Omeprazole</td>
<td>2.2</td>
<td>3.40</td>
<td>2.17</td>
<td>1.66</td>
<td>2.43</td>
<td>2.20</td>
</tr>
<tr>
<td>25</td>
<td>Pantoprazole</td>
<td>0.5</td>
<td>2.22</td>
<td>1.69</td>
<td>2.11</td>
<td>2.18</td>
<td>2.40</td>
</tr>
<tr>
<td>26</td>
<td>Paracetamol</td>
<td>0.46</td>
<td>0.27</td>
<td>0.34</td>
<td>0.51</td>
<td>0.91</td>
<td>0.50</td>
</tr>
<tr>
<td>27</td>
<td>Phenoxymethylpenicillin</td>
<td>2.09</td>
<td>1.87</td>
<td>1.88</td>
<td>1.78</td>
<td>0.76</td>
<td>2.10</td>
</tr>
<tr>
<td>28</td>
<td>Phenytoin</td>
<td>2.47</td>
<td>2.16</td>
<td>2.29</td>
<td>2.26</td>
<td>2.15</td>
<td>2.50</td>
</tr>
<tr>
<td>29</td>
<td>Pregabalin</td>
<td>-1.35</td>
<td>-1.78</td>
<td>1.12</td>
<td>-1.40</td>
<td>-1.30</td>
<td>-1.60</td>
</tr>
<tr>
<td>30</td>
<td>Ramipril</td>
<td>2.9</td>
<td>3.32</td>
<td>3.41</td>
<td>0.92</td>
<td>1.47</td>
<td>1.40</td>
</tr>
<tr>
<td>31</td>
<td>Rosuvastatin</td>
<td>0.13</td>
<td>2.48</td>
<td>0.42</td>
<td>1.47</td>
<td>1.92</td>
<td>1.60</td>
</tr>
<tr>
<td>32</td>
<td>Sofosbuvir</td>
<td>1.62</td>
<td>0.75</td>
<td>1.62</td>
<td>1.63</td>
<td>1.28</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The comparison between each set of estimated data with the experimental values has been performed as for COSMO models, i.e. through the generation of regression models using the R function <lm> within the Rstudio platform. The performances of the models are reported in Table III-7, from which the best model arise as the ACD/Labs used by Chemsider, since is characterized by the highest value of $r^2=0.8497$ and the lowest p-value.

Table III-7. Performances of QSAR models involved in the Kow estimation analysis

<table>
<thead>
<tr>
<th>QSAR Models</th>
<th>Kowwin</th>
<th>ACD/Lab</th>
<th>ALOGPS</th>
<th>ChemAxon</th>
<th>XlogP3</th>
<th>QikProp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual standard error</td>
<td>1.089</td>
<td>0.8749</td>
<td>0.9962</td>
<td>1.253</td>
<td>1.021</td>
<td>1.204</td>
</tr>
<tr>
<td>Adjusted R-squared, $R^2$</td>
<td>0.7595</td>
<td>0.8447</td>
<td>0.7986</td>
<td>0.6813</td>
<td>0.7885</td>
<td>0.7135</td>
</tr>
<tr>
<td>F statistic</td>
<td>98.91</td>
<td>169.6</td>
<td>123.9</td>
<td>67.26</td>
<td>116.6</td>
<td>60.76</td>
</tr>
<tr>
<td>p-value</td>
<td>5.20×10^{-11}</td>
<td>7.03×10^{-14}</td>
<td>3.55×10^{-12}</td>
<td>3.73×10^{-09}</td>
<td>7.45×10^{-12}</td>
<td>6.68×10^{-08}</td>
</tr>
</tbody>
</table>
Following the prescriptions of Crawley, the plots of Figure III-8 have been generated using RStudio in order to ensure the good quality of the model.

![Residuals vs Fitted and Normal Q-Q plots](image)

**Figure III-8. Plots for evaluation of ACD Percepta model**

The left plot of Figure III-8 shows the residuals on the y axis against fitted values on the x axis, thus it is desirable not to recognize any structure or specific pattern in the plot to avoid the inconstancy of variance. Unluckily, the residuals are not equally distributed, supporting the hypothesis of the adoption of a response variable different than linear. On the contrary, Figure III-8 right plot, which represents the normal quantile-quantile plot, shows that ACD model is quite reliable, as it efficiently follows the ideal distribution of errors. However, some estimated values are still far from a good estimation: Kow of Ledipasvir (ID 18) is probably overestimated since it is composed by a lot of groups that contribute to the final Kow value, Pregabalin (ID 29) is quite controversy, since the other QSAR models estimate its Kow more closely than ACD. Since in this thesis the original software has not been adopted, it has not been possible to detect the issues related to these estimated value. In this perspective, an increased number of pharmaceutical compounds will be assessed in further studies, aiming to identify the best Kow estimation model, using the original software.
III.3.3 IDENTIFICATION OF THE MOST ACCURATE METHODOLOGY

The adequate conclusion of this short analysis resides on a comparison between the best models highlighted by quantum mechanical and QSAR approaches with the purpose of identifying the most reliable estimation technique for the compounds under investigation.

Table III-8 shows the experimental and the predicted values for the most accurate methodology from both approaches.

<table>
<thead>
<tr>
<th></th>
<th>QSAR</th>
<th>COSMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp</td>
<td>ACD/Lab</td>
</tr>
<tr>
<td>1 Amlodipine</td>
<td>3.00</td>
<td>4.16</td>
</tr>
<tr>
<td>2 Amoxicillin</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>3 Aspirin</td>
<td>1.19</td>
<td>1.19</td>
</tr>
<tr>
<td>4 Atenolol</td>
<td>0.16</td>
<td>0.10</td>
</tr>
<tr>
<td>5 Atorvastatin</td>
<td>5.70</td>
<td>4.93</td>
</tr>
<tr>
<td>6 Azelastine</td>
<td>4.90</td>
<td>3.71</td>
</tr>
<tr>
<td>7 Carbamazepine</td>
<td>2.45</td>
<td>2.67</td>
</tr>
<tr>
<td>8 Ceftrizine</td>
<td>2.80</td>
<td>2.16</td>
</tr>
<tr>
<td>9 Clavulanic_Acid</td>
<td>-1.50</td>
<td>-1.98</td>
</tr>
<tr>
<td>10 Diclofenac</td>
<td>4.51</td>
<td>4.06</td>
</tr>
<tr>
<td>11 Ergocalciferol</td>
<td>7.30</td>
<td>9.56</td>
</tr>
<tr>
<td>12 Furosemide</td>
<td>2.03</td>
<td>3.10</td>
</tr>
<tr>
<td>13 Hydrochlorothiazide</td>
<td>-0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>14 Ibuprofen</td>
<td>3.97</td>
<td>3.72</td>
</tr>
<tr>
<td>15 Iopamidol</td>
<td>-2.42</td>
<td>-2.09</td>
</tr>
<tr>
<td>16 Irinotecan</td>
<td>3.20</td>
<td>4.35</td>
</tr>
<tr>
<td>17 Ketoprofen</td>
<td>3.12</td>
<td>2.81</td>
</tr>
<tr>
<td>18 Ledipasvir</td>
<td>3.80</td>
<td>6.77</td>
</tr>
<tr>
<td>19 Lenalidomide</td>
<td>-0.40</td>
<td>-1.39</td>
</tr>
<tr>
<td>20 Levothyroxine</td>
<td>4.00</td>
<td>5.93</td>
</tr>
<tr>
<td>21 Metoprolol</td>
<td>1.88</td>
<td>1.79</td>
</tr>
<tr>
<td>22 Naproxen</td>
<td>3.18</td>
<td>3.00</td>
</tr>
<tr>
<td>23 Nortriptyline</td>
<td>4.51</td>
<td>5.65</td>
</tr>
<tr>
<td>24 Omeprazole</td>
<td>2.20</td>
<td>2.17</td>
</tr>
<tr>
<td>25 Pantoprazole</td>
<td>0.50</td>
<td>1.69</td>
</tr>
<tr>
<td>26 Paracetamol</td>
<td>0.46</td>
<td>0.34</td>
</tr>
<tr>
<td>27 Phenoxymethylpenicillin</td>
<td>2.09</td>
<td>1.88</td>
</tr>
<tr>
<td>28 Phenytoin</td>
<td>2.47</td>
<td>2.29</td>
</tr>
<tr>
<td>29 Pregabalin</td>
<td>-1.35</td>
<td>1.12</td>
</tr>
<tr>
<td>30 Ramipril</td>
<td>2.90</td>
<td>3.41</td>
</tr>
<tr>
<td>31 Rosuvastatin</td>
<td>0.13</td>
<td>0.42</td>
</tr>
<tr>
<td>32 Sofosbuvir</td>
<td>1.62</td>
<td>1.62</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.843</td>
<td>0.799</td>
</tr>
<tr>
<td>AIC</td>
<td>86.19</td>
<td>93.80</td>
</tr>
</tbody>
</table>
The criteria employed for the evaluation of models performances have been the Adjusted R-squared and the Akaike’s Information Criterion (AIC). The Adjusted R-squared, $R_{adj}^2$, which is based on Eq.44, is a modification of the original R-squared, which explains the degree to which the input variables (i.e. the predicted values) explain the variation of the experimental ones. However, in a Multivariate Linear Regression, the inclusion of new variables induces an increase in the R-squared value, disregarding whether the addition concerns a significant variable. The Adjusted R-squared, instead, provide information on the percentage of variation explained by the fraction of input variables that actually describe the trend of the output ones, penalizing for adding meaningless independent variables (k in Eq.44) that do not fit the experimental values trend. Indeed, a different number of inputs has been employed for each model (one for ACD and MMFF94s, seven for Backward Elimination), therefore the adoption of Adjusted R-squared has been essential in order to avoid misleading conclusions.

\[
R_{adj}^2 = 1 - \frac{(1 - R^2)(n - 1)}{n - k - 1} \quad Eq.44
\]

where $R^2$ is the original R-squared value, n is the number of samples and k is the number of independent variables model.

The values of $R_{adj}^2$ reported in Table III-8 do not show a relevant variation, thus another criterion has been introduced in order to provide a supplementary support to the model sorting, i.e. Akaike’s Information Criterion (AIC).

This indicator has been calculated using an Rstudio implemented function called <AIC> which is based on Eq.45, in which n is the number of variables of the model and loglikelihood is the logarithmic function of the parameters of a statistical model given data.

\[
AIC = -2\text{loglikelihood} + 2n \quad Eq.45
\]

The lower the value of AIC, the better the fit, therefore the QSAR ACD/Lab methodology arise as the best technique for the Kow prediction of the thirtytwo API under study, as shown in Table III-8.

In Chapter IV several case studies will be discusses with the purpose of showing the various field of application of the methodology. The first study will focus on a pharmaceutical application in which the production process of an API, i.e. pioglitazone hydrochloride, will be assessed for the sake of identifying the most sustainable routes among different process designs found in literature. The second case study will treat the production of biodiesel from palm oil, optimizing the reactor operating conditions from a sustainability viewpoint. The last application belongs to the nanotechnology field, i.e. the evaluation of the production of CdSe quantum dots using social, environmental and economic principles.
CHAPTER IV

CASE STUDIES
IV.1 Pioglitazone Hydrochloride Production Process

Hydrochloride salt of pioglitazone is a thiazolidinedione (TZD) class drug employed for type II diabetes treatment. It is produced by Takeda Pharmaceuticals under the brand name Actos and it is prescribed for its hypoglycemic action as a binder to the Peroxisome Proliferator-Activated Receptor Gamma (PPARγ). Lipid and glucose homeostasis, as well as other various metabolic processes, are affected by PPARs which are ligand-activated transcription factors involved in the expression of a wide variety of genes. Therefore, through its mechanism of action, pioglitazone hydrochloride improves utilization of glucose by increasing insulin sensitivity in adipose and muscle tissue, while reducing glucose production via the liver.

The epidemic diabetes data highlight an increasing trend on the spreading of this disease with an estimated rise of the global prevalence for all age groups from 2.8% (171 million people) in 2000 to 4.4% (366 million people) by 2030. However, some studies revealed an association between the prolonged use of pioglitazone and the risk of developing bladder cancer. Although the debate in the scientific community is still wide open due to other contradictory studies, the increasing risk related to the administration of pioglitazone led to a massive decreasing in sales, from $2.8 billion in 2006 to $182 million in 2016, and to a $2.37 billion compensation settlement for around ten thousands lawsuits in USA against Takeda Pharmaceuticals. Notwithstanding, this API is still produced and numerous synthesis routes can be retrieved in literature.

The sustainability evaluation methodology described in this thesis has been applied to several production processes, aiming to identify the most sustainable process alternative, following the scheme shown in Figure IV-1.

Figure IV-1. Decision path for sustainability assessment of pioglitazone hydrochloride production process
IV.1.1 RETRIEVING DIFFERENT ROUTES

Despite the issues related to Actos, pioglitazone is still under production and numerous patents with different routes and chemicals have been deposited.\textsuperscript{223} In this dissertation, a selection of several available routes published in patents has been performed in order to highlight the different approaches among them, e.g. adoption of different solvents, reactants or catalysts. Some of the chemicals involved are referred using sequential numbers that have been reported in the scheme of the synthesis routes of Figure IV-2, Figure IV-3. The first published route selected is based on the work of Meguro et al.\textsuperscript{225} and follows a five step procedure comprehending five reaction in series. At first, 1 reacts with 2 in an aqueous solution of benzyltributylammonium chloride, 1,2-dichloroethane and sodium hydroxide. The solution is then added with 8 and sodium hydroxide to obtain compound 13 which is extracted using 1,2-dichloroethane and water. Next step consists of the reaction of 13 with 15 in piperidine and ethanol, followed by extraction and recrystallization of product 17 using ethanol and 1,2-dichloroethane. Last step involves a hydrogenation of 17 catalyzed by palladium on carbon in N,N-dimethylformamide, followed by work-up using water and 1,4-dioxane to gain pioglitazone (27) as final product. In order to obtain the chlorinated salt of pioglitazone (28), a procedure from the subsequent paper of Sohda et al.\textsuperscript{226} has been chosen. In Sohda’s best proposed route, 1 reacts with 4 in a solution of N,N-dimethylformamide and NaH in oil, giving 14 as product. After an extraction with ethyl acetate, compound 14 is hydrogenated in methanol, adopting palladium on carbon as catalyst in order to obtain 18. This reaction is followed by the addition to 18 of hydrogen bromide in an aqueous solution of NaNO\textsubscript{2} and then 22 is added coupled with Cu\textsubscript{2}O as catalyst. In the next step, 25 reacts with 24 in ethanol and sodium acetate, followed by extraction of 26 with ethyl acetate. Last step involves the introduction of hydrochloric acid and ethanol in the reaction system in order to obtain pioglitazone hydrochloride (28) as final product. After ten years, Saito et al. registered a new patent\textsuperscript{227} in which numerous routes were proposed, giving the opportunity to evaluate different designs. Among the alternatives, four individual routes have been included in this work, each one characterized by the utilization of different reactants or solvents. First route adopts toluene, triethylamine and methanesulfonyl chloride to perform the first reaction starting with 1 to obtain 6, followed by addition of 8, ethanol, potassium carbonate, sodium hydroxide and activated carbon to give rise to 13. Afterwards, compound 13, 15, ethanol and piperidine are mixed in order to gain product 17, which is then charged to a high pressure and temperature hydrogenation reactor in presence of palladium on carbon and 1,4-dioxane. The product of this step is 27, which is washed with 1,4-dioxane and ethanol and added with an aqueous solution of hydrochloric acid to obtain its chlorinated salt (28). The second route selected employs tetrahydrofuran, sodium hydroxide, and 2 for the first reaction with 1, while the second step occurs in ethanol after an extraction of 13 using ethyl acetate. A third route follows the description of the first one, even though the reaction of 6 with 8 takes place in isopropanol, the subsequent one with 15 in methanol, pyrrolidine, triethylamine and hydrochloric acid
and the hydrogenation in tetrahydrofuran. The fourth route reflects the steps of the first one, although it involves both the utilization of dichloromethane as a solvent in the first reaction and the adoption of methanol, hydrochloric acid, tetrahydrofuran and sodium hydroxide in the hydrogenation step. Moving to a different source, Rajendra's proposed route\textsuperscript{228} has been considered, as he adopts a novel procedure related to Momose’s work\textsuperscript{229} using p-nitrophenol (9), hydrobromic acid, methyl acrylate (22), a nickel-based and a copper-based catalysts (avoiding the purchasing of expensive palladium-based one), while it employs novel solvents, e.g. acetonitrile, acetone/water and diisopropylether. Suri’s work\textsuperscript{230} shares some steps with the former one, however it has been investigated due to the employment of water as a solvent in the reaction of 1 with 4 and diisopropyl ether and hexane as extraction agents. A substantial difference in the hydrogenation step can be retrieved in Madivada’s work\textsuperscript{231} in which the utilization of cobalt chloride hexahydrate, sodium borohydride and dimethyl glyoxime as catalytic system\textsuperscript{232} avoids the high pressure and temperature reaction previously adopted. The last three routes come from a combination of two patents,\textsuperscript{233,234} in which the former describes the procedure to give rise to the starting material of the latter, i.e. 5-ethyl-2-vinyl-pyridine (7). In the first route a dissolution of 7 and 10 in tert-butanol occurs, followed by addition of aqueous sodium hydroxide and extraction by means of dichloromethane. Afterwards, 8 in toluene and aqueous sodium hydroxide are supplied to the reaction system, followed by work-up using PEG and diethyl ether. Subsequent steps involve 15 and pyrrolidine in methanol, hydrogenation catalyzed by cobalt chloride hexaydrate, zinc-catalyzed reaction with thionyl chloride in chloroform and final workup with hydrochloric acid in ethanol. The second route takes into account the replacement of tert-butanol with dimethylsulfoxide, while the third one introduces bromine and potassium bromide instead of 10 in the first step. The sources of the synthesis routes just mentioned have been summarized in Table IV-2, while Table IV-2 displays the substances involved in the study.
<table>
<thead>
<tr>
<th>#</th>
<th>Route</th>
<th>Inventors</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Flowsheet 1</td>
<td>Saito et al.</td>
<td>Reference Example 3, Working Example 4, Reference Example 4, Reference Example 7, Reference Example 11</td>
</tr>
<tr>
<td>2</td>
<td>Flowsheet 1.1</td>
<td>Saito et al.</td>
<td>Reference Example 2, Working Example 3, Reference Example 4, Reference Example 7, Reference Example 11</td>
</tr>
<tr>
<td>3</td>
<td>Flowsheet 1.2</td>
<td>Saito et al.</td>
<td>Reference Example 5, Working Example 5, Reference Example 6, Reference Example 9, Reference Example 10</td>
</tr>
<tr>
<td>4</td>
<td>Flowsheet 1.3</td>
<td>Saito et al.</td>
<td>Reference Example 1, Working Example 1, Reference Example 4, Reference Example 13, Reference Example 12</td>
</tr>
<tr>
<td>5</td>
<td>Flowsheet 2</td>
<td>Madivada et al.</td>
<td>Experimental Section</td>
</tr>
<tr>
<td>6</td>
<td>Flowsheet 3</td>
<td>Meguro et al.</td>
<td>[Example 1-b), Example 2-c), Example 3-d)], Reference Example 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Saito et al.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Flowsheet 4</td>
<td>Mohanty et al.</td>
<td>Experimental Section (3), [Example 26, Example 36, Example 41, Example 51, Example 54, Example 68]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pandey et al.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Flowsheet 4.1</td>
<td>Mohanty et al.</td>
<td>Experimental Section (3), [Example 2, Example 11, Example 26, Example 36, Example 41, Example 51, Example 54, Example 68]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pandey et al.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Flowsheet 4.2</td>
<td>Mohanty et al.</td>
<td>Experimental Section (3), [Example 3, Example 14, Example 26, Example 36, Example 41, Example 51, Example 54, Example 68]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pandey et al.</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Flowsheet 5</td>
<td>Saito et al.</td>
<td>Reference Example 3, Experimental section</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rajendra et al.</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Flowsheet 6</td>
<td>Sohda et al.</td>
<td>Experimental section, Example 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oba et al.</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Flowsheet 7</td>
<td>Suri et al.</td>
<td>Example 1-a), Example 7-a), Example 9-b), Example 10, Example 11, Example 12</td>
</tr>
</tbody>
</table>
Figure IV-2. Scheme of the synthesis routes under study, which are specified under the reaction arrows in brackets – Part 1
Figure IV-3. Scheme of the synthesis routes under study, which are specified under the reaction arrows in brackets – Part 2
Therefore, for a preliminary analysis, and need to be estimated, requiring extra time and adding uncertainty to the sustainability evaluation. Indeed, more sophisticated process simulators need further unknown parameters (reaction kinetics, solubility of chemicals in various solvents, etc.) to perform a simulation of a batch system. Unfortunately, in most cases these supplementary information are not available in the literature and need to be estimated, requiring extra time and adding uncertainty to the sustainability evaluation. Therefore, for a preliminary analysis, data promptly available in literature have been adopted, i.e. setting a priori yields of reactions, temperature and pressure conditions, purity of extractions and residence times as they were specified in patents.

Table IV-2. List of the substances involved in the synthesis routes under study

<table>
<thead>
<tr>
<th>#</th>
<th>CAS</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5223-06-3</td>
<td>5-Ethyl-2-pyridinemethanol</td>
</tr>
<tr>
<td>2</td>
<td>98-59-9</td>
<td>p-Toluenesulfonyl chloride</td>
</tr>
<tr>
<td>3</td>
<td>124-63-0</td>
<td>Methanesulfonyl chloride</td>
</tr>
<tr>
<td>4</td>
<td>350-46-9</td>
<td>p-Fluorobenzenesulfone</td>
</tr>
<tr>
<td>5</td>
<td>144809-27-8</td>
<td>2-Pyridineethanol, 5-ethyl, 4-methylbenzenesulfonate</td>
</tr>
<tr>
<td>6</td>
<td>144809-26-7</td>
<td>2-(5-ethyl-2-pyridyl)ethyl methanesulfonate</td>
</tr>
<tr>
<td>7</td>
<td>5408-74-2</td>
<td>5-Ethyl-2-vinylpyridine</td>
</tr>
<tr>
<td>8</td>
<td>123-08-0</td>
<td>p-Hydroxybenzaldehyde</td>
</tr>
<tr>
<td>9</td>
<td>100-02-7</td>
<td>p-Nitrophenol</td>
</tr>
<tr>
<td>10</td>
<td>128-08-5</td>
<td>N-Bromosuccinimide</td>
</tr>
<tr>
<td>11</td>
<td>646519-81-5</td>
<td>α-(Bromomethyl)-5-ethyl-2-pyrindinemethanol</td>
</tr>
<tr>
<td>12</td>
<td>471295-97-3</td>
<td>5-Ethyl-2-(2-oxiranyl)pyridine</td>
</tr>
<tr>
<td>13</td>
<td>114393-97-4</td>
<td>4-[2-(5-Ethyl-2-pyridinyl)ethoxy]benzaldehyde</td>
</tr>
<tr>
<td>14</td>
<td>85583-54-6</td>
<td>4-[2-(5-Ethyl-2-pyridinyl)ethoxy]nitrobenzene</td>
</tr>
<tr>
<td>15</td>
<td>2295-31-0</td>
<td>2,4-Thiazolidinedione</td>
</tr>
<tr>
<td>16</td>
<td>471295-98-4</td>
<td>4-[2-(5-Ethyl-2-pyridinyl)2-hydroxyethoxy]benzaldehyde</td>
</tr>
<tr>
<td>17</td>
<td>144809-28-9</td>
<td>5-[4-[2-(5-Ethyl-2-pyridinyl)ethoxy]benzylidene]-1,3-thiazolidine-2,4-dione</td>
</tr>
<tr>
<td>18</td>
<td>85583-40-0</td>
<td>4-[2-(5-Ethyl-2-pyridyl)ethoxy]aniline</td>
</tr>
<tr>
<td>19</td>
<td>646519-84-8</td>
<td>5-[4-[2-(5-Ethyl-2-pyrindinyl)-2-hydroxyethoxy]phenyl)methylene]-2,4-thiazolidinedione</td>
</tr>
<tr>
<td>20</td>
<td>101931-00-4</td>
<td>5-[4-[2-(5-Ethyl-2-pyrindinyl)-2-hydroxyethoxy]phenyl)methyl]-2,4-thiazolidinedione</td>
</tr>
<tr>
<td>21</td>
<td>646519-89-3</td>
<td>2,4-Thiazolidinedione, 5-[4-[2-chloro-2-(5-ethyl-2-pyridinyl)ethoxy]phenyl)methyl] hydrochloride</td>
</tr>
<tr>
<td>22</td>
<td>96-33-3</td>
<td>Methyl acrylate</td>
</tr>
<tr>
<td>23</td>
<td>140-88-5</td>
<td>Ethyl acrylate</td>
</tr>
<tr>
<td>24</td>
<td>105355-25-7</td>
<td>Methyl 2-bromo-3-[4-[2-(5-ethyl-2-pyridyl)ethoxy]phenyl]propionate</td>
</tr>
<tr>
<td>25</td>
<td>62-56-6</td>
<td>Thiourea</td>
</tr>
<tr>
<td>26</td>
<td>105355-26-8</td>
<td>5-[4-[2-(5-Ethyl-2-pyridyl)ethoxy]benzyl]-2-imino-4-thiazolidinone</td>
</tr>
<tr>
<td>27</td>
<td>111025-46-8</td>
<td>Pioglitazone</td>
</tr>
<tr>
<td>28</td>
<td>112529-15-4</td>
<td>Pioglitazone hydrochloride</td>
</tr>
</tbody>
</table>

IV.1.2 Modeling routes adopting process simulators

After the selection of the twelve different designs described above, an equal number of flowsheets have been modelled in order to obtain mass and energy balances of each alternative (Figure IV-4). SuperPro Designer has been chosen as simulation environment for its simplicity and capability of dealing with batch processes. Indeed, more sophisticated process simulators need further unknown parameters (reaction kinetics, solubility of chemicals in various solvents, etc.) to perform a simulation of a batch system. Unfortunately, in most cases these supplementary information are not available in the literature and need to be estimated, requiring extra time and adding uncertainty to the sustainability evaluation. Therefore, for a preliminary analysis, data promptly available in literature have been adopted, i.e. setting a priori yields of reactions, temperature and pressure conditions, purity of extractions and residence times as they were specified in patents.
Figure IV-4. Model of Flowsheet 1.3 developed in SuperPro Designer

While the lack of literature data is well known for pharmaceutical compounds and their precursors, extensively studied chemicals as solvents don’t require a large additional effort to be embedded within a detailed simulation in order to assess their recovery. This task has been carried out in Aspen Plus, developing a dedicated simulation for each different design and adopting WILSON-RK as thermodynamic method. The aim was to evaluate the energy consumption related to the recovery of solvents using traditional methods under the following assumptions:

- due to the variety of solvents adopted in each flowsheet, a minimum percentage of utilization has been set in order to assess which were the chemicals worth to recover. Thus, each detailed recovery simulation comprehends chemicals with a percentage higher than 5% to the total mass of substances involved in each process;
- the outlet streams of each simulation have been investigated looking for the aforementioned chemicals in order to group them into different equalizing tanks containing the same compounds;
- the load of each tank containing one component (as said before the solutes involved less than 5% have been excluded from the detailed simulation) at normal condition has been evaporated and then brought back to normal conditions to consider the energy needed to reach the boiling point and the latent heat of vaporization in order to achieve a separation from the solutes;
- whether two or more component are mixed, a battery of distillation columns has been simulated depending on the number of components and the existence of azeotropes. Aiming to provide a standard approach to all separations while estimate the energy consumption at minimum reflux, we adopted RADFRAC unit operations in which each column had 30 stages, which were usually in excess. Azeotropic mixtures have been separated using the pressure swing technique in the range between 1 and 10 atm obtaining at least 99% of purity in outlet streams. A sensitivity analysis has
been performed on each column to pinpoint the minimum energy configuration under these constraints.

**IV.1.3 CHOOSING AND CALCULATING INDICATORS**

Previous step provided mass and energy balances essential for calculation of indicators for sustainability evaluation. Furthermore, some additional information need to be retrieved in order to be able to calculate each indicator chosen.

First, the cost of chemicals involved in each process have to be identified, as this information is compulsory for the calculation of the CP (Eq.1). A manufacturer can easily retrieve these data consulting its supplier or, if any, employing in-house production. In this work, the suppliers embedded in Scifinder platform have been analyzed, considering the average selling price of a substance unit among them ($/100g for catalysts, $/kg for reactants, $/l for solvents). This approach doesn’t take into account lower costs due to the economy of scale derived from a stock purchase, while it preserves the price relationship within each class of compounds, ensuring a reliable evaluation among different designs in which compounds of the same category have been replaced. The recovery of unreacted reagents, supported catalysts recovered by filtration and solvents ($k_i$ in Eq.2) have been set to 0, 0.99 and 0.99, respectively. Moreover, the project lifetime ($\tau$) has been fixed to 15 years and the discount rate ($r_d$) to 7%. Wroth factors$^{107}$ adopted for a quick estimation of the auxiliary costs of the equipment involved in the designs under study have been reported in Table IV-3.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Wroth Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process tank</td>
<td>4.1</td>
</tr>
<tr>
<td>Storage tank</td>
<td>3.5</td>
</tr>
<tr>
<td>Dead-end filter</td>
<td>2</td>
</tr>
<tr>
<td>Nutsche filter</td>
<td>3</td>
</tr>
<tr>
<td>Heat exchanger</td>
<td>4.8</td>
</tr>
<tr>
<td>All other equipments</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Moving forward, H-Phrases for each substance have to be retrieved in order to assign to chemicals specific hazard classes for the calculation of PCR and PEI. For the majority of compounds, H-Phrases can be found in MSDSs or Scifinder database, whereas for some chemicals, which are not in the market like byproducts or intermediates, H-Phrases have not been specified yet.
Moreover, at this stage of process design, some of the byproducts are still unknown due to the lack of literature data and dearth of experimental tests. Therefore two scenarios have been created, assigning the minimum (0) or the maximum (5) hazard class to unknown chemicals, representing the best and the worst case scenario, respectively. The assignation of each compound to a specific hazard class has been achieved using a Python script, which has been developed in order to speed up the selection process and guarantee the accuracy of the class assignation through an automated procedure.

Table IV-4 and Table IV-5 show, respectively, PCR and PEI original and normalized values for both scenarios, while CP is not included as it is independent from hazard classes. For each table, the column titled $\Delta$ reports the increasing percentages between the scores for each flowsheet using the two scenarios, while the column $\Delta$ shows the increasing percentages between the normalized scores for each flowsheet for the two scenarios.

<table>
<thead>
<tr>
<th>$j$</th>
<th>Route</th>
<th>Original Scores ($x_{ij}$)</th>
<th>Normalized Scores ($\tilde{x}_{ij}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Hazard Class 0</td>
<td>Hazard Class 5</td>
</tr>
<tr>
<td>1</td>
<td>Flowsheet 1</td>
<td>$2.16\cdot10^6$</td>
<td>$2.22\cdot10^6$</td>
</tr>
<tr>
<td>2</td>
<td>Flowsheet 1.1</td>
<td>$2.67\cdot10^6$</td>
<td>$2.73\cdot10^6$</td>
</tr>
<tr>
<td>3</td>
<td>Flowsheet 1.2</td>
<td>$6.16\cdot10^6$</td>
<td>$6.21\cdot10^6$</td>
</tr>
<tr>
<td>4</td>
<td>Flowsheet 1.3</td>
<td>$1.09\cdot10^7$</td>
<td>$1.10\cdot10^7$</td>
</tr>
<tr>
<td>5</td>
<td>Flowsheet 2</td>
<td>$1.96\cdot10^6$</td>
<td>$2.00\cdot10^6$</td>
</tr>
<tr>
<td>6</td>
<td>Flowsheet 3</td>
<td>$9.28\cdot10^6$</td>
<td>$9.38\cdot10^6$</td>
</tr>
<tr>
<td>7</td>
<td>Flowsheet 4</td>
<td>$4.00\cdot10^6$</td>
<td>$4.03\cdot10^6$</td>
</tr>
<tr>
<td>8</td>
<td>Flowsheet 4.1</td>
<td>$5.44\cdot10^6$</td>
<td>$5.52\cdot10^6$</td>
</tr>
<tr>
<td>9</td>
<td>Flowsheet 4.2</td>
<td>$4.54\cdot10^6$</td>
<td>$4.58\cdot10^6$</td>
</tr>
<tr>
<td>10</td>
<td>Flowsheet 5</td>
<td>$5.20\cdot10^6$</td>
<td>$5.35\cdot10^6$</td>
</tr>
<tr>
<td>11</td>
<td>Flowsheet 6</td>
<td>$5.51\cdot10^6$</td>
<td>$5.70\cdot10^6$</td>
</tr>
<tr>
<td>12</td>
<td>Flowsheet 7</td>
<td>$1.30\cdot10^7$</td>
<td>$1.33\cdot10^7$</td>
</tr>
</tbody>
</table>
It is worth underlying how a variation in the original value of each indicator, due to the different hazard class assigned, is not affecting the normalized values (column \( \hat{\Delta} \)), as the normalization process, using Eq.46, keeps constant the relationships between the flowsheets scores.

\[
\hat{x}_{ij} = \frac{x_{ij} - x_{i,\text{min}}}{x_{i,\text{max}} - x_{i,\text{min}}} 
\]

where \( \hat{x}_{ij} \) denotes the normalized value of the original indicator score, \( x_{ij} \), for \( i \)th scenario and the \( j \)th flowsheet, in the range defined by the maximum, \( x_{i,\text{max}} \), and the minimum, \( x_{i,\text{min}} \), scores for the indicator under study.

Since normalized scores for DEA have been used, the identification of the best performing DMU will be independent from the adoption of a specific scenario. On the other hand, the choice of a particular scenario will affect the retrofit analysis, since the byproducts contribution to the final indicators scores will vary, which may lead to a different selection of the most valuable parameters in order to improve the suboptimal designs. In this work, the worst case scenario has been adopted, assigning the maximum
hazard class (5) to every unknown compound, since the utilization of brominated and chlorinated compounds may lead to the undesired release of their halogenated content.

Table IV-6 displays the calculated indicators scores, while Figure IV-5 shows the normalized scores for each indicator in a radar plot, in which the reader can infer that none of the flowsheets performs better than the others simultaneously considering all the indicators of interest, due to the existence of intersections between the lines connecting the values attained by each flowsheet for each indicator.

Table IV-6. Cost of Project (CP), Potential Chemical Risk (PCR) and Potential Environmental Impact (PEI) original and normalized scores

<table>
<thead>
<tr>
<th>#</th>
<th>Routes</th>
<th>Original</th>
<th></th>
<th></th>
<th></th>
<th>Normalized</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Economics</td>
<td>Social</td>
<td>Environmental</td>
<td></td>
<td>Economics</td>
<td>Social</td>
<td>Environmental</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CP</td>
<td>PCR</td>
<td>PEI</td>
<td></td>
<td>CP norm</td>
<td>PCR norm</td>
<td>PEI norm</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Flowsheet 1</td>
<td>4.21·10^8</td>
<td>2.22·10^6</td>
<td>4.60·10^5</td>
<td></td>
<td>0.501</td>
<td>0.020</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Flowsheet 1.1</td>
<td>5.79·10^8</td>
<td>2.73·10^6</td>
<td>5.02·10^5</td>
<td></td>
<td>0.931</td>
<td>0.065</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Flowsheet 1.2</td>
<td>3.39·10^8</td>
<td>6.21·10^6</td>
<td>2.17·10^6</td>
<td></td>
<td>0.277</td>
<td>0.373</td>
<td>0.378</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Flowsheet 1.3</td>
<td>4.53·10^8</td>
<td>1.10·10^7</td>
<td>3.48·10^6</td>
<td></td>
<td>0.588</td>
<td>0.796</td>
<td>0.666</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Flowsheet 2</td>
<td>2.37·10^8</td>
<td>2.00·10^6</td>
<td>7.45·10^5</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Flowsheet 3</td>
<td>5.78·10^8</td>
<td>9.38·10^6</td>
<td>2.98·10^6</td>
<td></td>
<td>0.931</td>
<td>0.653</td>
<td>0.557</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Flowsheet 4</td>
<td>4.07·10^8</td>
<td>4.03·10^6</td>
<td>1.89·10^6</td>
<td></td>
<td>0.463</td>
<td>0.180</td>
<td>0.316</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Flowsheet 4.1</td>
<td>5.53·10^8</td>
<td>5.52·10^6</td>
<td>2.42·10^6</td>
<td></td>
<td>0.860</td>
<td>0.312</td>
<td>0.433</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Flowsheet 4.2</td>
<td>4.19·10^8</td>
<td>4.58·10^6</td>
<td>2.14·10^6</td>
<td></td>
<td>0.495</td>
<td>0.229</td>
<td>0.372</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Flowsheet 5</td>
<td>6.04·10^8</td>
<td>5.35·10^6</td>
<td>2.00·10^6</td>
<td></td>
<td>1.000</td>
<td>0.297</td>
<td>0.340</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Flowsheet 6</td>
<td>5.30·10^8</td>
<td>5.70·10^6</td>
<td>2.53·10^6</td>
<td></td>
<td>0.798</td>
<td>0.327</td>
<td>0.458</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Flowsheet 7</td>
<td>5.96·10^8</td>
<td>1.33·10^7</td>
<td>4.99·10^6</td>
<td></td>
<td>0.978</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>
The interpretation of Figure IV-5 can generate confusion due to a multitude of overlapping lines representing the flowsheets under investigation. Therefore, a deeper analysis using DEA becomes necessary in order to identify the optimal process design.

**IV.1.4 APPLYING DATA ENVELOPMENT ANALYSIS (DEA) ON INDICATORS SCORES**

Aiming to select the most efficient design, DEA has been performed, identifying each flowsheet as a DMU and considering CP, PCR and PEI, as, respectively, economic, social and environmental inputs criteria to be minimized in the analysis. To prevent the generation of numerical problems in the DEA models, the indicators scores have been normalized using the aforementioned Eq.46.

The VRS DEA model features 17 variables and 5 constraints. It was implemented in GAMS 24.7.4 and solved with CPLEX 12.6.3.0 on an Intel® Core™ i5-480M processor operating at 2.66 GHz. It took around 0.015 CPU seconds to solve every instance to global optimality.

The solution of the primal problem highlighted the existence of two efficient designs out of the twelve implemented as displayed in Figure IV-6. Inefficient designs show low efficiency scores (lower than 0.5), meaning that there is a considerable difference between efficient and inefficient alternatives, which are rather far from the efficient frontier.
In addition, the dual problem has been solved in order to identify the percentage improvements required for the inefficient design to move to the pareto-optimal frontier and become efficient using Eq.47.

\[
\% \text{ improvement} = \frac{\text{original score} - \text{target score}}{\text{original score}} \cdot 100 \quad \text{Eq.47}
\]

where target score is calculated using a linear combination of the efficient DMUs.

The percentage improvements for suboptimal designs are displayed using a heat map in Figure IV-7, in which the rows represent the inefficient synthesis routes and the columns embody the sustainability pillars quantified by indicators. The intensity of the yellow/red colors reveals the magnitude of the improvement needed for a design to become efficient, i.e. a darker color reflects a stronger target thus a bigger improvement effort.
In this case study, the pareto optimal frontier depends on the linear combination of two efficient
designs, whose indicators values approached zero rather closely. For this reason, the improvement
targets of the inefficient units that seek to approach the Pareto frontier are very low and the percentage
improvement required quite high. It is clear from Eq.47 how the improvement percentage increases as
the target score decreases, bringing the overall ratio towards unity. Being the percentage of improvement
assessed, the contribution of the various impacts on indicators scores need to be identified in order to
evaluate the parameters that affect most the final indicators values. This will be performed in the
following step of the methodology, while we still need to pinpoint the most sustainable design among the
optimal ones.

The accomplishment of this the second task requires to perform again DEA using a super-
efficiency analysis, i.e. a dual problem in which one efficient unit is removed from the model once at a
time. This analysis follows the principles of the leave-one-out approach, evaluating how the efficient
frontier modifies, as one efficient DMU is excluded from the system. However, this case study
comprehends only two efficient designs, therefore a super-efficiency analysis would be meaningless, as
the exclusion of one of them would remove the entire pareto frontier. Hence, the two efficient designs
selected are the ones worth to be further investigated via experimental procedures, as they exhibited the
minor impacts on a sustainability perspective.

Figure IV-7: Inefficient improvements percentage
IV.1.5 IMPROVING SUB-OPTIMAL DESIGNS

Sub-optimal process designs have been analyzed in order to identify the main sources of impacts, providing an insight of the variables that could contribute substantially to the improvement of indicators scores. Each indicator has been investigated separately, therefore we isolated the specific contribution to each sustainability aspect and identified possible common trends to every process design.

Contributions to economic impact have been reported in

Table IV-7, considering the costs evaluated using Eq.1 and Eq.2 for calculation of the CP. CapEx weights an average of 19.83% ± 6% on the overall project cost, meaning that Operative Expenditures are the main source of economic impact, although a reduction of CapEx, e.g. using in-house equipment, obtaining lower purchasing prices, reducing equipment sizes, etc., is still profitable. Within OpEx, the main source of expenses originates from raw materials cost (87.62% ± 6%), followed by LabEx (10.68% ± 6%).

<table>
<thead>
<tr>
<th>Flowsheet</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
<th>3</th>
<th>4</th>
<th>4.1</th>
<th>4.2</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials</td>
<td>86.88%</td>
<td>85.85%</td>
<td>81.58%</td>
<td>86.55%</td>
<td>91.41%</td>
<td>92.30%</td>
<td>90.60%</td>
<td>89.91%</td>
<td>87.58%</td>
<td>83.51%</td>
<td>87.62%</td>
</tr>
<tr>
<td>Utilities</td>
<td>2.39%</td>
<td>1.48%</td>
<td>1.78%</td>
<td>1.02%</td>
<td>0.57%</td>
<td>0.38%</td>
<td>0.63%</td>
<td>2.35%</td>
<td>2.63%</td>
<td>3.77%</td>
<td>1.70%</td>
</tr>
<tr>
<td>LabEx</td>
<td>10.73%</td>
<td>12.67%</td>
<td>16.63%</td>
<td>12.43%</td>
<td>8.02%</td>
<td>7.32%</td>
<td>8.77%</td>
<td>7.74%</td>
<td>9.79%</td>
<td>12.72%</td>
<td>10.68%</td>
</tr>
<tr>
<td>OpEx</td>
<td>84.24%</td>
<td>74.26%</td>
<td>76.60%</td>
<td>78.05%</td>
<td>79.79%</td>
<td>82.86%</td>
<td>80.90%</td>
<td>81.59%</td>
<td>85.10%</td>
<td>78.32%</td>
<td>80.17%</td>
</tr>
<tr>
<td>CapEx</td>
<td>15.76%</td>
<td>25.74%</td>
<td>23.40%</td>
<td>21.95%</td>
<td>20.21%</td>
<td>17.14%</td>
<td>19.10%</td>
<td>18.41%</td>
<td>14.90%</td>
<td>21.68%</td>
<td>19.83%</td>
</tr>
</tbody>
</table>

Raw materials cost weights for about 70% of the total CP value, thus a recovery of the most prominent chemicals becomes essential in a reduction of costs viewpoint. The five main source of raw materials expenditures for each inefficient design are shown in Figure IV-8. Each contribution is related to the mass of substance involved in the process times the purchasing price, thus the reduction of the specific impact needs to be performed through the minimization of these entities. The recovery of the most utilized solvents and supported catalyst have already been set to 99%, considering the economic and environmental impacts related to their loss or emission, therefore our analysis underlines which other compounds revealed more valuable to be recovered, if possible. As expected, main reactants (2,4-Thiazolidinedione, 5-Ethyl-2-Pyridineethanol) arise as the biggest contribution to the final CP score, therefore maximum reaction yields are desirable.
The analysis of the contribution to the social impact follows an equivalent procedure. The PCR is calculated using Eq. 7 that depends on a combination of mass flow and PCR hazard class related to each chemical, therefore Figure IV-9 shows the five most affecting chemicals for each flowsheet, reporting the contribution percentage of each one to the final PCR score for every inefficient process design. The adoption of hazardous solvents, e.g. methanol, chloroform, 1,2-dichloroethane, is clearly discouraged due to the detrimental combination of high mass flows and maximum hazard class. It is therefore beneficial to replace them with less harmful solvents belonging to lower hazard classes or to reduce the amount of chemical adopted per mass of final product.

Figure IV-8. Five major contributions to raw materials cost for each inefficient design

Figure IV-9. Five major chemical contributions to final PCR score for each inefficient design
Considering the environmental impact, the five chemicals that contributed most to the inefficient PEI final score have been identified for each process design, as shown in Figure IV-10. As previously mentioned, pollutant solvents, e.g. chloroform, 1,2-dichloroethane, 1,4-dioxane and methanol, are the main sources of environmental impact, since they are characterized by high massflow as well as high PEI hazard class. The byproducts generated during the production of intermediates of pioglitazone become more relevant than in PCR, since they have been assigned to the maximum PEI hazard class and their transfer coefficient (see Table II-4) has been set to the value 0.85 (liquid substance released in water streams).

![Figure IV-10. Major chemical contributions to final PEI score for each process design](image)

Note that there might be many possible ways to make a suboptimal flowsheet efficient. This is mainly due to the existence of several types of projections, each leading to specific targets, as well as the possibility of controlling the emissions of chemicals in different ways. As an example, Flowsheet 1.1 could become efficient by reducing normalized values of indicators CP, PCR and PEI by 50, 71 and 50%, respectively. This could be accomplished for CP by recovering 72% of the outlet flow of four out of the five most influencing chemicals (considering that 5-Ethyl-2-Pyridineethanol is the main reactant and is totally consumed); for PCR and PEI by decreasing of 20.13% and 5.5%, respectively, the amount of the five most influencing chemicals in each indicator.

It is now necessary to deeper investigate the impact of process simulators on the accuracy of the results achieved. Several compounds involved in the synthesis routes were missing in the databases embedded within the simulators, therefore some assumptions have been taken in order to ensure the consistency of the results. Apart from the data available in patents (yields of reactions, temperature and pressure conditions, purity of extractions, residence time), a wide literature research has been
performed, comprehending Scifinder, Pubchem, MSDS, Chemspider, Chemical Book and Dortmund Database. For the parameters that were still missing, some predicted data provided by Scifinder and Chemspider have been adopted, using the same methodology within the same class of compounds, aiming to affect as little as possible the final accuracy. However, most of the properties have been regressed from experimental tests published in patents, assuming a high reliability of the data provided. Essentially, the process simulator reproduced the results obtained in a laboratory scale, increasing its production to an industrial size. The operating conditions have not been modified, with the purpose of avoiding the propagation of the regression error to unknown process conditions. Since the application of this methodology is restricted to a preliminary analysis of process designs, the results achieved through process simulations need to be confirmed via experimental tests. Once the parameters of the simulations have been confirmed, it is possible to generate novel process designs or alternative operating conditions in order to optimize the sustainability performance of the production.

Furthermore, it is possible to analyse the retrofit analysis results, aiming to infer the impact of estimated thermophysical properties on the final indicators scores. Since the main contributions to the final values of the indicators have been identified, it is rather important to determine the weight of the uncertainty of the predicted properties on the most influencing parameters:

- **Cost of the Project (CP):** The most influencing parameters are reported in Table IV-7. CapEx are independent from chemical properties and weights an average 19.83% ± 6% on the overall project cost. Within OpEx, the main source of expenses originates from raw materials cost (87.62% ± 6%), followed by LabEx (10.68% ± 6%), which is independent from chemical properties. The utilities cost (which is mainly affected by solvent recovery, based on well-established databases) shows a minimum impact on the overall analysis. Therefore, even if the estimated vapor pressures or heats of vaporization of unavailable compounds are highly uncertain, their contributions to final indicators scores will be negligible. Raw materials cost weights for about 70% of the total CP value, thus it is essential to use the proper amount of chemicals within the chemical process. Ratio among chemicals employed in the published patents have not been modified, hence the introduction of a source of uncertainty has been avoided. The prices are subjected to the market fluctuation, thus uncertainty is intrinsic in this parameter. In order to improve the accuracy, mean values from several chemical suppliers have been employed.

- **PCR and PEI:** As highlighted in Figure IV-9 and Figure IV-10, the major contributions to PCR and PEI final scores rise from the solvents employed in the processes. The ratio among solvents and reactants has been set using the data published in patents, therefore the main source of uncertainty does not reside on the process simulators.
IV.2 BIODIESEL FROM VEGETABLE OIL PRODUCTION PROCESS

Biodiesel production process consists on the conversion of vegetable oil or animal fats into a biofuel, through a transesterification and esterification reactions. The starting biomaterial reacts with short-chain alcohols, commonly methanol for the high conversion achieved or ethanol for its low purchasing price, catalyzed by either acids or bases, being the former less sensitive to both water and free fatty acids present in the oils, and the latter providing lower reaction times and purchasing cost.\(^{239}\)

Vegetable oils are mainly composed of triglycerides, a family of compounds that belong to esters category, since they have been generated from the reactions of an acid (in this case three free fatty acids) with an alcohol (here glycerol, a trihydric alcohol). The transesterification process contemplates the deprotonation of the alcohol involved in the reaction with a strong base in order to exhibit its nucleophile peculiarity. The reaction kinetic is quite slow or even stationary under normal conditions, thus it is usually increased providing a source of heat as well as acid or basic catalysts (commonly potassium hydroxide, sodium hydroxide or sodium methoxide).

The majority of biodiesel production comes from virgin vegetable oils, characterized by low moisture (to avoid the undesirable hydrolysis of catalysts) and free fatty acids, and follows the synthesis route that employs the base-catalyzed technique as it is the most economical one, requiring only low temperatures and pressures and producing over 98% conversion yield. Since this is the predominant method for commercial-scale production, only the base-catalyzed transesterification process will be described below, presenting the three reactions in series that yield to the final product, which is a biodiesel based on a mixture of Fatty Acid Methyl Esters (FAME):

1) \(C_3H_5(OCOR^{1,2,3})_3 + MeOH \leftrightarrow C_3H_5(OH)(OCOR^{2,3})_2 + MeCOOR^1\)
   
   tryglyceride methanol diglyceride methyl ester

2) \(C_3H_5(OH)(OCOR^{2,3})_2 + MeOH \leftrightarrow C_3H_5(OH)_2(OCOR^3) + MeCOOR^2\)
   
   dyglyceride methanol monoglyceride methyl ester

3) \(C_3H_5(OH)_2(OCOR^3) + MeOH \leftrightarrow C_3H_5(OH)_3 + MeCOOR^3\)
   
   monoglyceride methanol glycerol methyl ester

The mechanism underneath the transesterification reaction consists of a series of nucleophilic attacks by the alkoxide on the carbonyl carbons of the tryglyceride \((R^{1,2,3})\) starting material, obtaining a tetrahedral intermediate, which either reverts to the starting material, or proceeds to the transesterified product \((MeCOOR^{1,2,3})\) depending on the equilibrium reached by the overall system.

Using a literature base case, the investigation of different reactor parameters has been performed for the sake of identifying the most sustainable operating conditions, following the scheme shown in Figure IV-11, which comprehends the total variety of indicators adopted for two parallel assessments.
IV.2.1 RETRIEVING DIFFERENT ROUTES

The different alternatives assessed in this work have been generated from the biodiesel production model proposed by Zhang,\textsuperscript{240} which is a process for the alkali catalyzed production of biodiesel from palm oil, whose composition has been provided by Che Man.\textsuperscript{241} Detailed descriptions of physical properties of starting materials and intermediates, as well as reliable transesterification kinetic parameters have been implemented within the model, enabling the practitioners to evaluate a wide number of alternatives through the modification of the operative conditions. Sodium hydroxide has been chosen as catalyst, which is neutralized by phosphoric acid addition to gain trisodium phosphate as precipitate salt. In this case study, a sensitivity analysis on the operative condition of the transesterification reactor has been performed. The parameters that have been evaluated are reported in Table IV-8, giving rise to 27 possible combinations.

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|}
\hline
\textbf{Temperature} & \textbf{Pressure} & \textbf{Residence Time} \\
\hline
\text{[°C]} & \text{[bar]} & \text{[hours]} \\
\hline
50 & 3 & 1 \\
60 & 4 & 2 \\
70 & 5 & 3 \\
\hline
\end{tabular}
\end{center}
\caption{Reactor parameters evaluated in the sensitivity analysis}
\end{table}
IV.2.2 MODELING ROUTES ADOPTING PROCESS SIMULATORS

A reliable model has already been developed in a process simulator (Aspen Plus), including the overall biodiesel production, i.e. transesterification, methanol recovery, water washing, fatty acid methyl ester (FAME) purification, catalyst removal and glycerol purification, as shown in Figure IV-12.

![Biodiesel production process model developed in Aspen Plus](image)

Figure IV-12. Biodiesel production process model developed in Aspen Plus

The base case reactor operative conditions were a temperature of 60 °C, a pressure of 4 bar and a residence time of 1 hour. Therefore, in order to evaluate the influence of each degree of freedom on the final product mass flow, a variance in both direction has been simulated for temperature and pressure, respectively of ±10 °C and ±1 bar, while an increasing of one and two hours has been implemented for the residence time. The setting of three values among three parameters generated $3^3=27$ different alternatives to assess.

IV.2.3 CHOOSING AND CALCULATING INDICATORS

The various alternative models have been individually simulated and the results comprehending mass flows of each component involved in the process have been stored. The costs of each chemical have been retrieved in SciFinder,\textsuperscript{154} while the value of palm oil and FAME biodiesel final product is based on average market prices retrieved online.\textsuperscript{242,243} The capital costs and the utilities costs, required to calculate the operative ones, have been calculated using the add-in called Aspen Economics, integrated within Aspen Plus simulation. For NPV calculation (Eq.3), the project lifetime ($\tau$) has been fixed to 15 years and the discount rate ($r_d$) to 7%, as for pioglitazone hydrochloride case study.

Social and environmental indicators have been evaluated using both PreADMET/COSMOtherm (Approach A) and a combination of Pallas, COSMOtherm and USETox techniques (Approach B). The former provides a quick evaluation of acute toxicity for human and freshwater, even though its reliability
is still to be established since it has not been widely used in literature yet. The latter employs the utilization of various software (some of which require a license) meaning that a good expertise on the utilization of different platforms is mandatory.

IV.2.3.1 ESTIMATION OF INDICATORS EMPLOYING PreADMET AND COSMO-RS (APPROACH A)

The techniques involved in the calculation of social and environmental indicators using the Approach A is reported in the scheme of Figure IV-13, where Aspen Plus has been employed as process simulator, PreADMET is the web tool based on resilient backpropagation neural network (Rprop NN) and COSMOtherm is the software elected for quantum mechanics (QM) calculation.

![Figure IV-13. Flowchart describing the decision path for the sustainability assessment of biodiesel production process following Approach A.](image)

PreADMET web tool has been used to in silico predict the results of Ames test, rodents’ carcinogenicity and hERG inhibition in order to define the hazard class for HTP estimation. Furthermore, it has been used to forecast the values of acute concentration threshold for different aquatic organisms (algae, daphnia magna, feathed minnow and medaka) for the sake of calculate the FTP values, as described in Paragraph II.3.3.2. The 2D molecular structure was the only information required to run the estimation, since the calculation are based on artificial neural network algorithms.

In order to evaluate the performances of the methodology when more than three indicators are involved in the assessment, a fourth indicator, the Bioconcentration Factor (BCF), has been calculated.
using the procedure of Paragraph II.3.3.3 and COSMOtherm to estimate Kow values, albeit other software for Kow estimation are available free of charge (see Paragraph III.2). The $\sigma$-surfaces of a selection of chemicals employed in the process are shown in Figure IV-14, which have been employed to estimate the Kow values of Eq.15-18 for BCF calculation.

\[ \text{Figure IV-14. } \sigma\text{-surfaces obtained through the utilization of COSMO-RS for various molecules involved in the process. The blue color indicates a positive charge increase, surrounded by green neutral regions that turn into red as soon as the concentration of negative charge rises.} \]

The normalized results of indicators forecast, using Eq.43, described so far are reported in Table IV-9.
<table>
<thead>
<tr>
<th>Case</th>
<th>Temp.</th>
<th>Press.</th>
<th>Residence Time</th>
<th>Economics</th>
<th>Social</th>
<th>Environmental</th>
<th>Environmental</th>
<th>BCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>3</td>
<td>1</td>
<td>0.8115</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8726</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>3</td>
<td>2</td>
<td>0.9998</td>
<td>0.8985</td>
<td>0.8200</td>
<td>0.8560</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>3</td>
<td>3</td>
<td>0.0697</td>
<td>0.9051</td>
<td>0.7770</td>
<td>0.8554</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>4</td>
<td>1</td>
<td>0.8086</td>
<td>0.9715</td>
<td>0.9770</td>
<td>0.8728</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>4</td>
<td>2</td>
<td>0.8886</td>
<td>0.8110</td>
<td>0.8110</td>
<td>0.8565</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>4</td>
<td>3</td>
<td>0.0743</td>
<td>0.8990</td>
<td>0.7713</td>
<td>0.8552</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>5</td>
<td>1</td>
<td>0.8088</td>
<td>0.9837</td>
<td>0.9880</td>
<td>0.8732</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>5</td>
<td>2</td>
<td>0.9973</td>
<td>0.9100</td>
<td>0.8314</td>
<td>0.8569</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>5</td>
<td>3</td>
<td>0.0661</td>
<td>0.9185</td>
<td>0.7897</td>
<td>0.8556</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>0.6171</td>
<td>0.7958</td>
<td>0.8154</td>
<td>0.9289</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>60</td>
<td>3</td>
<td>2</td>
<td>0.7756</td>
<td>0.8022</td>
<td>0.7660</td>
<td>0.9200</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>3</td>
<td>3</td>
<td>3.21-10⁻⁴</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>60</td>
<td>4</td>
<td>1</td>
<td>0.6169</td>
<td>0.8393</td>
<td>0.8551</td>
<td>0.9334</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>60</td>
<td>4</td>
<td>2</td>
<td>0.7735</td>
<td>0.8022</td>
<td>0.7660</td>
<td>0.9200</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>60</td>
<td>4</td>
<td>3</td>
<td>1.604-10⁻⁴</td>
<td>3.349-10⁻⁶</td>
<td>5.030-10⁻⁶</td>
<td>5.410-10⁻⁵</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>60</td>
<td>5</td>
<td>1</td>
<td>0.6168</td>
<td>0.8393</td>
<td>0.8551</td>
<td>0.9334</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>60</td>
<td>5</td>
<td>2</td>
<td>0.7733</td>
<td>0.8022</td>
<td>0.7660</td>
<td>0.9200</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>60</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>8.826-10⁻⁵</td>
<td>8.196-10⁻⁵</td>
<td>1.126-10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>70</td>
<td>3</td>
<td>1</td>
<td>0.5071</td>
<td>0.8285</td>
<td>0.8557</td>
<td>0.9994</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>70</td>
<td>3</td>
<td>2</td>
<td>0.7306</td>
<td>0.8061</td>
<td>0.8085</td>
<td>0.9885</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>70</td>
<td>3</td>
<td>3</td>
<td>0.8796</td>
<td>0.8032</td>
<td>0.7940</td>
<td>0.9849</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>70</td>
<td>4</td>
<td>1</td>
<td>0.5086</td>
<td>0.8648</td>
<td>0.8921</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>70</td>
<td>4</td>
<td>2</td>
<td>0.7321</td>
<td>0.8470</td>
<td>0.8472</td>
<td>0.9901</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>70</td>
<td>4</td>
<td>3</td>
<td>0.8810</td>
<td>0.8034</td>
<td>0.7942</td>
<td>0.9849</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>70</td>
<td>5</td>
<td>1</td>
<td>0.5100</td>
<td>0.8651</td>
<td>0.8923</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>70</td>
<td>5</td>
<td>2</td>
<td>0.7511</td>
<td>0.8473</td>
<td>0.8475</td>
<td>0.9901</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>70</td>
<td>5</td>
<td>3</td>
<td>0.8800</td>
<td>0.8037</td>
<td>0.7944</td>
<td>0.9849</td>
<td></td>
</tr>
</tbody>
</table>

The same indicators values are shown graphically in Figure IV-15, with the purpose of supporting the identification of the flowsheets that minimize the overall impact considering the indicators simultaneously, thus the radar plot shows the scores attained by every flowsheet for each one of the four indicator. The sensitivity analysis induced a modification on the amount of substances in specific streams (FAME, SOLIDS, GLYCELEROL), while the nature of the implemented chemicals has been preserved.
Three alternatives (Flowsheets 12, 15 and 18) perform efficiently, since they are overlapping on the central dot in the radar plot, although the choice of the best one is not straightforward. Therefore, the adoption of DEA is compulsory in order to confirm the hypothesis inferred from the plot and to detect the most efficient operating conditions.

**IV.2.3.2 Estimation of indicators employing Pallas, COSMO-RS and USEtox (Approach B)**

The calculation of HTP and FTP using Approach B follows the scheme presented in Figure IV-16, in which Aspen Plus is used as process simulator, Pallas is the software appointed for HTP QSAR acute toxicity forecast (see Paragraph II.3.2.2), ECOSAR (based on SAR) is the source of LC$_{50}$ estimated values for fish, crustacean and algae, and COSMOtherm (based on QM) provides the chemical properties estimations, i.e. vapor pressure, Henry’s Law constant, solubility in water at 25°C, Kow, and Koc, implemented within USEtox excel calculation sheet for FTP evaluation (Paragraph II.3.3.2). Furthermore, COSMO-RS is the quantum mechanical model adopted for the estimation of kOH, i.e. the reaction rate with hydroxyl radicals, employed in the calculation of PCOP (Paragraph II.3.3.4).
The sustainability assessment performed using Approach B embeds the BCF values within the chemical properties specified during the definition of substances database of USEtox. Unlike Approach A, in this analysis a novel contribution to environmental impact has been considered, i.e. the Photochemical Oxidation Potential, expanding the analysis perspective to miscellaneous natural elements. The normalized scores obtained for each one of the four indicators have been reported in the following Table IV-10.
Despite the values of the indicators changed in comparison with Approach A, the qualitative behavior of the sustainability assessment using Approach B highlights that the best operating conditions are still the ones assigned to Flowsheets 12, 15 and 18, since they minimize the indicators values simultaneously as show in the radar plot of Figure IV-17, where the aforementioned flowsheets are overlapping on the dot in the center of the axes.
As for Approach A, the identification of the best operating condition among the three that minimize the indicators value is difficult, since none of them performed better on each indicator simultaneously. Therefore, as suggested before, the adoption of DEA becomes essential in order to perform a more detailed screening of process alternatives.

**IV.2.4 APPLYING DATA ENVELOPMENT ANALYSIS (DEA) ON INDICATORS SCORES**

Since the results obtained from Approaches A and B are almost identical, with a negligible difference among the indicators values, DEA results have been reported for Approach B only, avoiding the repetition of indistinguishable figures. A first run of DEA algorithm has been performed with the purpose of gaining the values of efficiency (θ) of every case study and thus certify that alternatives 12, 15 and 18 are the optimal ones indeed.

The VRS DEA model features 34 variables and 5 constraints. It was implemented in GAMS 24.7.4 and solved with CPLEX 12.6.3.0 on an Intel® Core™ i5-480M processor operating at 2.66 GHz. It took around 0.015 CPU seconds to solve every instance to global optimality.
As it was expected, the solution of the primal problem highlights the existence of three efficient designs (number 12, 15 and 18 whose operating conditions have been reported in Table IV-11) out of the 27 implemented as displayed in Figure IV-18. Inefficient designs show negligible efficiency scores (almost zero), meaning that there is a considerable difference between efficient and inefficient alternatives, which are rather far from the efficient frontier.

![Figure IV-18. Relative efficiency of the 27 Flowsheets under investigation](image)

### Table IV-11. Operating conditions of the most efficient alternatives

<table>
<thead>
<tr>
<th>Case #</th>
<th>Temperature [°C]</th>
<th>Pressure [bar]</th>
<th>Residence Time [hour]</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>60</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>60</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>60</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Unlike the previous case study on pioglitazone hydrochloride, the improvement percentages of inefficient flowsheets calculated using the dual problem have not been reported, since the indicators scores are so low that all the improvement percentages are very close to 100%, generating a meaningless monochromatic heat map.
The identification of the most efficient design among the three optimal ones is still to be achieved, therefore DEA has been performed once again using a super-efficiency approach, i.e. a dual problem in which one efficient unit is removed from the model once at a time, following the leave-one-out principle. The results of the super-efficiency scores ($\Theta_{sup}$) are shown in Table IV-12. Since the higher the value of $\Theta_{sup}$, the more significant the influence of the process alternative on the Pareto frontier, the most efficient reactor operative conditions are the ones exhibited by case 15, i.e. reactor temperature of 60 °C, internal pressure of 4 bar and residence time of 3 hours.

Table IV-12. Super-efficiency scores for optimal designs

<table>
<thead>
<tr>
<th>Case</th>
<th>$\Theta_{sup}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.00005</td>
</tr>
<tr>
<td>15</td>
<td>1.781546</td>
</tr>
<tr>
<td>18</td>
<td>0.00016</td>
</tr>
</tbody>
</table>

**IV.2.5 IMPROVING SUB-OPTIMAL DESIGNS**

In this case study, the variables under investigation of the sustainability analysis have been the reactor operating conditions only, keeping constant the chemicals involved in the production process. Therefore, a different approach for the improvement of sub-optimal design has been carried on, operating on a qualitative level in order to comprehend the trend of the sustainability performance as soon as one of the degree of freedom (temperature, pressure or residence time) is modified.

Any temperature change from the base case value of 60 °C decreases the overall sustainability performances of the process, therefore a fixed value for this reactor parameter is recommended. This is justified since the three optimal alternatives have this fixed parameter in common.

The pressure maintained inside the reactor tank was set to 4 bar for the base case and, since the optimal alternatives exhibit a variation of this parameter, the influence of the pressure on the overall sustainability performances is less significant than the residence time and temperature.

The residence time of base case was fixed to one hour, while all the optimal flowsheets were characterized by a three hours residence time inside the reactor. This result allows practitioners to increase the transesterification yield prolonging the reaction time, since the growth of the operating cost due to a rise of the utility exploitation is counterbalanced by a better utilization of the raw materials.
IV.3 CdSe Quantum Dots Production

The Quantum Dots (QDs) materials class comprehend semiconductor nanoparticles that exhibit peculiar functional properties mainly related to their specific sizes. In fact, unique optical, electronic, magnetic and chemical properties revealed as soon as the crystal size approaches the Bohr radius (approximately the exciton size) specific for the designed material, due to quantum confinement effects. Consequently, numerous applications of QDs emerged, encompassing various technology fields, e.g. biosensing and imaging, photovoltaic, photocatalysis, and biology, just to cite a few.

The fabrication of QDs developed through two main processes: the top-down approach, in which bulk material is crushed into nanosized particles, and the bottom-up approach, which is based on chemical colloidal synthesis using building blocks. Although the former provides a large quantity of QDs, the latter enables to achieve a better control on the nanoparticles size. Therefore, a significant effort has been spent on the optimization of synthesis conditions, since size uniformity of QDs is essential for a profitable application in optical and electronic devices.

In this context, a series of laboratory tests on the bottom-up production of CdSe nanoparticles for photovoltaic application have been performed by Slejko, aiming to maximize the yield of the process in prospect of the synthesis procedure scale-up to an industrial production.

The synthesis procedure is composed by the preparation of two separate solutions of nanocrystals precursors, which are then mixed up for the main reaction to occur in order to obtain the final product. The cadmium precursor solution has been prepared mixing cadmium oxide (CdO) and an excess of oleic acid (OA) dissolved in 1-octadecene (ODE) in order to obtain cadmium dioleate (Cd(OA)₂). The selenium precursor, trioctylphosphine selenide (TOPSe), is the product of the reaction between selenium powder and trioctylphosphine (TOP) in ODE. The combination of the two solutions starts the reaction between the precursors that is favored by the thermodynamic equilibrium, since the generation of nanoparticles removes the products from the solution, shifting the equilibrium to the right-hand side of the reaction.

\[
\begin{align*}
CdO + 2OA & \leftrightarrow Cd(OA)_2 + \frac{1}{2}O_2 \\
Se + TOP & \leftrightarrow TOPSe \\
Cd(OA)_2 + TOPSe & \leftrightarrow CdSe + 2OA_{capping} + TOP_{capping}
\end{align*}
\]

Slejko’s study focused on the kinetics of hot-injection synthesis of CdSe nanocrystals, exploring the system behavior as the growth temperature and the ratio between cadmium and its complexant (OA) have been systematically varied.

The sustainability evaluation methodology follows the scheme showed in Figure IV-19.
IV.3.1 RETRIEVING DIFFERENT ROUTES

The alternative routes adopted for the sustainability assessment replicate the experimental synthesis performed by Slejko. The parameters that have been varied are the reaction temperature, for which the values of 210, 235, 255 and 270 °C have been chosen considering both the kinetic boost and the upper limit for ODE degradation, and the ratio between CdO and oleic acid, choosing 1:5, 1:6.5, 1:10, 1:15 and 1:19. The total combination of the various parameters values gave rise to 20 possible alternatives to choose from.

IV.3.2 MODELING ROUTES ADOPTING PROCESS SIMULATORS

The purpose of process modeling is providing the mass balance of the process and/or generating possible alternatives. Since this synthesis is still on a laboratory scale, the mass balances have already been supplied by experimental tests and the alternative reaction conditions have already been implemented in the set of experiments, there was no need to implement the synthesis process within a process simulator. However, as soon as the best operating conditions have been recognized and the reproducibility of the synthesis procedure has been guaranteed, the generation of the process model describing the procedure would be essential for scaling-up and tuning the operating parameters towards optimality through a sensitivity analysis coupled with an additional sustainability evaluation.
IV.3.3 CHOOSING AND CALCULATING INDICATORS

The sustainability indicators selected to assess the sustainability of the different alternatives have been the Profit Intensity (PI, see Paragraph II.3.1.3) for economic aspects, Potential Chemical Risk (PCR, see Paragraph II.3.2.1) for social impact and a combination of Potential Environmental Impact (PEI, see Paragraph II.3.3.1) and Bioconcentration Factor (BCF, see Paragraph II.3.3.3) for environmental issues.

The calculation of PI using Eq. 6 required the retrieval of the raw materials costs, which have been purchased from Sigma Aldrich, the selling price of CdSe monodispersed nanoparticles and the total mass of saleable nanocrystals. The selling price of CdSe monodispersed nanoparticles has been calculated starting from the selling price of 100 €/mg for 6nm particle-size QDs. Since the particle-size distribution (PSD) is subjected to a normal curve, in which the wavelength of the first absorption peak depends on the synthesis temperature, the average size of the nanocrystals changed among the experiments. However, different-sized QDs exhibit peculiar properties related to their dimension, allowing a specific utilization for a wide range of dimensions: the main concern is then focused on the production of QDs as monodispersed as possible. In this perspective, the sealable fraction of monodispersed QDs among the total nanoparticles produced has been estimated using the full width at half maximum (FWHM) of the photoluminescence emission peak.

PCR has been calculated using Eq. 7, and the H-Phrases required for its estimation have been retrieved on MSDSs.

Concerning PEI calculation, since the reaction occurs in liquid, the diffusion mean in which an environmental emission is more likely to happen is water (see Table II-4). Therefore BCF has been embedded within PEI calculation formula (Eq. 48) in order to account for more environmental aspects using a single indicator:

\[
PEI = \sum_i \frac{m_{i,max}}{m_{prod}} \cdot 10^{H_{CI_i}^{PEI}} \cdot d_i \cdot \log BCF_i
\]

Eq. 48

The prediction of BCF is described in Paragraph II.3.3.3 and is based on Kow values estimated using COSMO-RS. Some illustrative examples of calculated σ-surfaces are displayed in Figure IV-20.
The contribution of the main product (CdSe QDs) on environmental and social impacts has been neglected since an increment on the yield of the process would have caused a worsening of the sustainability performances, invalidating the overall analysis.

Table IV-13 reports the normalized indicators scores relative to the experimental tests, that have been also represented using the radar plot of Figure IV-21.

Table IV-13. Profit Intensity (PI), Potential Chemical Risk (PCR) and the combination of Potential Environmental Impact (PEI) with BioConcentration Factor (BCF) normalized scores for the 20 experimental samples

<table>
<thead>
<tr>
<th>Test</th>
<th>Ratio [CdO]:[OA]</th>
<th>Temperature [°C]</th>
<th>Economics PI</th>
<th>Social PCR</th>
<th>Environmental PEI:BCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1:5</td>
<td>210</td>
<td>0.2816</td>
<td>0.4893</td>
<td>0.4883</td>
</tr>
<tr>
<td>2</td>
<td>1:5</td>
<td>235</td>
<td>0.6413</td>
<td>0.5360</td>
<td>0.5352</td>
</tr>
<tr>
<td>3</td>
<td>1:5</td>
<td>255</td>
<td>0.8683</td>
<td>0.8090</td>
<td>0.8087</td>
</tr>
<tr>
<td>4</td>
<td>1:6.5</td>
<td>270</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1:6.5</td>
<td>210</td>
<td>0.2653</td>
<td>0.6042</td>
<td>0.6038</td>
</tr>
<tr>
<td>6</td>
<td>1:6.5</td>
<td>235</td>
<td>0.5386</td>
<td>0.5991</td>
<td>0.5986</td>
</tr>
<tr>
<td>7</td>
<td>1:6.5</td>
<td>255</td>
<td>0.7948</td>
<td>0.7694</td>
<td>0.7693</td>
</tr>
<tr>
<td>8</td>
<td>1:6.5</td>
<td>270</td>
<td>0.6997</td>
<td>0.7281</td>
<td>0.7279</td>
</tr>
</tbody>
</table>
Sample 4 gained the worst performance on every indicator simultaneously, emerging as the most unfavorable experimental test. Conversely, it is not clear which sample performed best, as the presence of intersections between samples towards the middle of the plot (where the scores are closer to optimality) requires a further analysis using DEA.
IV.3.4 APPLYING DATA ENVELOPMENT ANALYSIS

Initially, DEA has been run once in order to identify the efficient DMUs and thus obtain a first screening of the process designs. The VRS DEA model, featuring 25 variables and 5 constraints, was implemented in GAMS 24.7.4 and solved with CPLEX 12.6.3.0 on an Intel® Core™ i5-480M processor operating at 2.66 GHz, requiring 0.015 CPU seconds to solve every instance to global optimality. The results of the relative efficiencies estimation using DEA is displayed in the column chart of Figure IV-22.

Three samples (9, 14, 19) out of 20 emerged as efficient, since their $\Theta$ values equal unity. Differently from biodiesel production case study, the optimal alternatives do not share any of the changeable parameters values, as reported in Table IV-14, where the results from a DEA Dual super-efficiency model has been additionally reported, aiming to select the most sustainable design among the efficient ones using the leave-one-out rule.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ratio</th>
<th>Temperature $[^\circ C]$</th>
<th>$\Theta_{sup}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>1:10</td>
<td>210</td>
<td>0.07747</td>
</tr>
<tr>
<td>14</td>
<td>1:15</td>
<td>235</td>
<td>1.17632</td>
</tr>
<tr>
<td>19</td>
<td>1:19</td>
<td>255</td>
<td>0.35165</td>
</tr>
</tbody>
</table>

Figure IV-22. Results from the Dual VRS DEA showing the relative efficiencies of the 20 experimental samples
The most efficient parameters set up is the one exhibiting the highest $\Theta_{sup}$ value, therefore Sample 14, with a [CdO]:[OA] ratio of 1:15 and a growth temperature of 235 °C, performed best from a sustainability viewpoint.

### IV.3.5 IMPROVING SUB-OPTIMAL DESIGN

The economic indicator is clearly strongly related to the amount of saleable nanocrystals produced, i.e. monodispersed ones, therefore any improvement towards this direction exerts a substantial leverage on the economic performance.

Since the nature of the substances involved is preserved among the various experimental tests, an analysis on the most affecting chemicals exhibited an analogous result for all the different alternatives: the most influencing chemical is ODE. This is due to the quantity of the solvent adopted, as the dilution of the solutes is extremely high. Therefore a decrease of the quantity of solvent involved in the process is suggested from an industrial application as well as on a sustainability viewpoint.

From the experimental data, Sample 9 is the one with the maximum number of monodispersed nanoparticles produced, while Sample 19 exhibits the best yield in terms of utilization of reactants, even if the nanocrystals are not as monodispersed as in Sample 9. The best alternative appears to be a trade-off between this two options, as Sample 14 exhibits a sharper dispersion of QDs than Sample 19 as well as a more efficient conversion of reactants to sealable nanocrystals than Sample 9.
CHAPTER V

CONCLUDING REMARKS
This dissertation has been focused on a new approach for the sustainability evaluation of chemical industrial processes, aiming to provide a fast preliminary screening of alternative process designs to be further evaluated using well-established assessment methodologies.

A multiscale approach has been adopted, using molecular simulation at the nanoscale as well as process simulation at the macroscale. Numerous illustrative software have been used, providing a wide set of possible tools to choose from.

An evaluation on the best techniques available for the Kow estimation has been performed considering several pharmaceutical compounds. Even though the numbers of chemicals involved in the analysis may be not sufficient to infer an exhaustive model, a preliminary selection of the one which is more in accordance with experimental values has been done, electing the QSAR ACD/Labs technique as the most accurate prediction method, nonetheless it is still in need of improvements. A deeper and extensive analysis comprehending a wider number of pharmaceutical compounds has been already scheduled for the next future.

The indicators selected for the sustainability evaluation, albeit they were not comprehensive of all the possible contributions, comprehended aspects belonging to each sustainability pillar, providing a general estimation of the process designs efficiency. Practitioners will experience all the benefits of this framework even though they choose to adopt any in-house or suitable indicators, since DEA will deal with inherent trade-offs. Indeed, the implementation of DEA within the overall selection process has given a mathematical fundamental to the efficiency definition of each process design, while it also provided the improvement targets in order to enhance the performances of suboptimal designs through a retrofit analysis.

This methodology benefits from a good versatility, confirmed by its applicability to several case studies belonging to various chemical industry fields, from pharmaceutical, to biochemical and nanotechnology. However, it is important to stress that the field of application for this methodology is limited to the battery limits of the production plant, omitting several impacts to sustainability, such as supply chain contributions or disposal of wastes, which need to be accounted for an exhaustive life cycle assessment.

Future perspectives include the introduction of uncertainty within the process simulations as well as the adoption of different software for the estimation of molecular properties in order to enhance the accuracy of the indicators employed.
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