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ARTICLE INFO ABSTRACT

Accepted 15 March 2018 Mesh generation techniques for traditional mesh based numerical approaches such as FEM
and FVM have now reached a good degree of maturity. There is no such an acknowledged
background when dealing with node generation techniques for meshless numerical ap-
proaches, despite their theoretical simplicity and efficiency; furthermore node generation
can be put in connection with some well-known image approximation techniques. Two

X B node generation algorithms are here proposed and employed in the numerical solution of
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1. Introduction

The introduction and development of mesh based numerical techniques for the discretization of PDEs have led to an
analogous growth and improvement of mesh generation techniques [1]. In particular, unstructured meshing is crucial when
dealing with engineering relevant geometries with generic shapes; therefore there is a wide and well established knowledge
in the field of unstructured mesh generation [2].

Emerging numerical techniques such as meshless (or mesh-free) approaches for the solution of PDEs [3-5] only require a
proper node distribution and no additional geometrical data to define a spatial discretization of the problem; obviously, this
appealing advantage over mesh-based approaches relies upon the availability of node generation techniques which have to
be simple, fast and robust.

Up to now, only a few node generation algorithms have been proposed for the specific use with meshless methods [6-8];
nonetheless such approaches confirmed that node generation can be easier and faster than traditional mesh generation.
Recently, another advancing-front type algorithm has been proposed for 2D node generation [9], which showed the
possibility to deal with complex boundaries and strong node density variations, still maintaining computational speed and
algorithmic simplicity.

In this work we propose two different algorithms for the fast generation of 2D node distributions which are suitable for
RBF meshless discretization of PDEs: an initial node distribution, which satisfies the prescribed nodal spacing, is generated
and then iteratively refined in order to obtain a locally isotropic node distribution; both algorithms are characterized by
simplicity and high node generation rates (65 000 nodes per second on a single core).
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Several test cases are carried out using the node distributions generated by the proposed algorithms in order to solve 2D
steady state heat conduction problems (diffusion problems) through a local RBF collocation meshless method; the results
are also compared to Finite Element Method (FEM) and Finite Difference (FD) approaches, showing that the coupling of our
node generation algorithms with the above-mentioned meshless method can be highly effective in the practical simulation
of heat conduction problems (but not only) over complex shaped domains.

Another application of node generation algorithms is stippling, a technique used for the approximation of grayscale
images through the 2D placing of scattered points; some visual test cases are also presented for this problem in order to
show how the proposed algorithms can also be used for an efficient and accurate halftoning approximation of grayscale
images.

2. 2D Node generation algorithms
2.1. Inputs of the problem

The node generation problem here considered assumes a prescribed spacing function s(x) and the shape of the domain
£2 as input data to generate an isotropic distribution of nodes X(s) within §2. The prescribed spacing function s(x) defines
the local linear spacing between the nodes, and in 2D it is formally defined by:

. #nodes(X(s/k), A)
= lim —————
sA(x)  Aox k2 4(A)

k—+o0

(1)

where k € R™, A is a portion of £2 whose measure (area) is given by (A) and #nodes(X, A) gives the number of nodes of
distribution X lying inside A; in the limit (1) A must satisfy u(A) > ck™ for some constants « < 2 and ¢ > 0.

2.2. Notes on iterative node repel approach

Both proposed algorithms are characterized by two phases: an initial node placing phase and an iterative refinement
phase; the initial phase creates a distribution whose node spacing matches the prescribed spacing function s(x) except for
some high spatial frequency error that is smoothed out in the refinement phase which improves the local quality and isotropy
of the distribution, while a fixed boundary node distribution, obeying s(x), is considered; in the refinement phase, based upon
a node repel algorithm, nodes move according to the mutual radial repulsion forces of the 9 nearest neighboring nodes:

9 2 -2
AX; = os(X;)) _ € [4(5”) + 1] (2)
NB=1 Sij

where Ax; is the displacement of node x;, r;j = ||X; —X;|| is the distance between a couple of nodes i and j, j = ing is the index
of the NBth nearest neighbor of node i, ; = (X; — X;)/r; is the unit vector from node j to node i, 5; = [s(X;) + s(x;)]/2 is the
mean spacing between the two nodes and w € [0.5, 1] is a relaxation parameter.

The use of 9 neighbors in Eq. (2) allows a better behavior of the refinement process during the initial iterations when the
local node anisotropy can be very high. The choice of the actual nearest neighboring nodes is performed after each single
repel step since this operation has positive effect on the node distribution quality and has a negligible cost (only few squared
distances have to be evaluated).

Eq. (2) is asymptotically correct in the following sense: if an isotropic distribution of nodes X(s) satisfies r; = §; for
each node i and for each of its 9 neighbors j = ixg, then Ax;/s(x;) depends only on the local node anisotropy, which is
by definition “small” or zero, and therefore node displacements will be “small” or zero; the contrary does not hold: if the
refinement process converges, the final stable node configuration is not guaranteed to satisfy rj; = 5; (consider a uniform
cartesian node distribution and a constant spacing function), but hopefully this last condition will be “sufficiently” satisfied.

A two level strategy is employed to improve the iterative refinement: we found that an effective choice is to alternate 1
iteration with a relaxation factor @ = 0.9 followed by 7 iterations with w = 0.5, therefore the number of iterations here
presented will be multiple of 8. In fact, w acts as a multiplier in Eq. (2), setting the amount of displacement for each node:
the choice w = 0.9 (which would cause the divergence of the process if iterated indefinitely) for just 1 iteration can partially
avoid the stagnation of the refinement process when locally equilibrated configurations arise, since large displacements are
allowed for that single iteration. We note that this problem could also be avoided introducing some random displacement
AX; = wgs(x;)Uey, with U a uniform random variable in [—1, 1], ey a uniform random unit vector and wg € (0, 0.5] the
corresponding displacement multiplier.

The initial node placing phase is required because the node repel iterative refinement algorithm efficiently smooths out
only the high spatial frequency component of the error between the spacing of the node distribution and the prescribed
spacing s, while the low spatial frequency component would require a very high number of iterations to be significantly
reduced.

This property is highlighted by Fig. 1, where two initial 1-D distributions with high and low frequency error are subjected
to refinement iterations; in the first case the deviation o[Ax] between the spacing Ax within nodes and the prescribed
spacing s = cost rapidly decreases to 0 within a small number of repel iterations, while in the second case the deviation
stagnates for a large number of repel iterations.
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Fig. 1. Refinement algorithm evolution for 1-D initial distributions with high (top) and low (bottom) frequency error in the case of a prescribed spacing
s = cost and N = 80 nodes.

2.3. The Overlapping Crossed Columns (OXC) algorithm

Starting from the smallest box (aligned with x — y directions) bounding domain 2, this algorithm proceeds by filling each
vertical strip in which the box is partitioned; these operations are then repeated reversing the spatial directions, therefore
proceeding on horizontal strips.

The pseudocode for this procedure is reported in Algorithm 1, where:

- S(BoundingBox, s, dir) are the vertical (dir = dy) or horizontal (dir = d,) strips in which BoundingBox is partitioned,;
each of these strips has width w along direction dir such that w = max s within each strip;

- GENERATENODESOXC(-, Strip, s) fills the whole Strip using spacing s;

- LINEARDISTRIBUTION(-, Strip, s) fills Strip as long as w/2 < s < w, where w is the width of Strip;

- H(Strip) are the two vertical substrips of the unfilled portion of Strip;

— PARENTSTRIP(Strip) is the unfilled portion of the parent strip of Strip.

Algorithm 1 Overlapping Crossed Columns (OXC) 2D node generator
Input: domain §2, prescribed spacing function s
Output: NodeDistribution
1: NodeDistribution <— empty node distribution
2: BoundingBox < smallest box bounding domain £2
3: for each dir = d,, d, do
4. for each Strip € S(BoundingBox,~/2s,dir) do
5 GENERATENODESOXC(NodeDistribution,Strip,/25s)
6: function GENERATENODESOXC(Nodes,Strip,s)
7: StripState < LINEARDISTRIBUTION(Nodes,Strip,s)
8
9

switch StripState do
case s decreasing
10: for each SubStrip € H(Strip) do
11: GENERATENODESOXC(Nodes,SubStrip,s)
12: case s increasing
13: ParentStrip <— PARENTSTRIP(Strip)
14: GENERATENODESOXC(Nodes,ParentStrip,s)

15: end function

We point out that the +/2 factor for spacing s in Algorithm 1 is due to the double call to GENERATENODESOXC in order to
ensure the correct final spacing.
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Fig. 2. Node placing with OXC algorithm.

A graphical representation of the procedure is reported in Fig. 2 in the case of a linear spacing s decreasing with y;
LINEARDISTRIBUTION(Nodes, Strip, s) fills Strip placing nodes with an alternating horizontal offset 0 = £(w — s)/2 from the
vertical midline, while the vertical offset is Ay = s> /w which guarantees a correct mean spacing within Strip.

Function LINEARDISTRIBUTION, which is the core of the OXC algorithm, consists of roughly 50 lines of C code, while the

whole OXC algorithm has been implemented in roughly 150 lines of C code.
To the best of authors’ knowledge, the principles of OXC algorithm here presented have never been previously considered

in literature for node/point generation processes, and are here introduced for the first time.

2.4. The Modified Quadtree (MQT) algorithm

The Quadtree algorithm [10] is a widely used space partitioning technique; mesh generation using such algorithm is
also widely known [11], while an example of quadtree node generator for meshless discretizations can be found in [8]. In
order to correctly account for space varying node spacing, we propose a modification of the original algorithm as reported

in Algorithm 2, where:

INITIALIZENUMEROSITY(S, BoundingBox) initializes a numerosity function that gives the prescribed number of nodes,
evaluated from prescribed spacing s, to be contained in each square sub-box of BoundingBox;
- GENERATENODESMQT(-, Box, M) fills the whole square Box using numerosity function M;

- INSERTNODES(-, Box, i) fills Box with an integer number i < 3 of nodes;
DITHERINGMQT(M, err, Box) is the Quadtree version of the dithering algorithm: the quantization error err of Box is

spread onto the unvisited neighboring boxes, correcting the numerosity function M;
- Q(Box) are the four square sub-boxes of Box;

Algorithm 2 Modified Quadtree (MQT) 2D node generator
Input: domain 2, prescribed spacing function s
Output: NodeDistribution
1: NodeDistribution < empty node distribution
2: BoundingBox < smallest square bounding domain §2
3: M; < INITIALIZENUMEROSITY(S,BoundingBox)
4: GENERATENODESMQT(NodeDistribution,BoundingBox,M;)
5: function GENERATENODESMQT(Nodes,Box,M)

6: m < M(Box)

7: if [m] < 3 then

8: INSERTNODES(Nodes,Box,| m])

9: QuantizationError <— |[m] —m

10: DITHERINGMQT(M,QuantizationError,Box)
11: else

12: for each SubBox € Q(Box) do

13: GENERATENODESMQT(Nodes,SubBox,M)

14: end function

The main modification of the traditional Quadtree approach is the introduction of a dithering correction of the numerosity
function as the node placing proceeds; dithering is a widely known image processing algorithm which diffuses the



Table 1
Features of OXC and MQT algorithms.

Algorithm Complexity Memory Robustness
0XC O(N) O(N) Low
MQT O(Nlogs,}) o(s,2) High

quantization error of a pixel onto its neighboring pixels in order to maintain a negligible mean error across the image. We
chose the well known Floyd-Steinberg dithering algorithm [12], whose weights stencil is the following:

- o 7/16 (3)

3/16 5/16 1/16
where o is the pixel being processed and the algorithm proceeds by lexicographic order. This algorithm is implemented in
order to diffuse the quantization error between the integer number of nodes that are placed in a box and the corresponding
non-integer prescribed numerosity through the Quadtree data structure; this task is performed by DITHERINGMQT, which in

our implementation consists of roughly 30 lines of C code, while the whole MQT algorithm has been implemented in roughly
200 lines of C code.

2.5. Features of OXC and MQT algorithms

Table 1 summarizes three main features of both proposed algorithms, namely, algorithmic complexity, memory con-
sumption and robustness against strong node density variations.

The OXC algorithm is the simplest and has no special needs for the data structure: only a linear array whose length is
dynamically adjusted during the computation is needed to store the coordinates of the nodes; both complexity and memory
consumption are linear in the number of nodes N. These favorable characteristics are counterbalanced by the low robustness
against steep/discontinuous spacing functions: the OXC algorithm, by its nature within current implementation, can produce
wrong node distributions for strong node density variations which are not aligned with the cartesian axes.

On the contrary, the MQT algorithm has a slightly less straightforward implementation since it needs a Quadtree
hierarchical data structure in order to diffuse quantization errors on different hierarchical levels. This non-trivial data
structure, which requires O(s;i) memory where S, is the minimum value of the spacing function, implies a complexity that
also depends upon s;,; these properties are justified by the high robustness against strong or even discontinuous spacing
functions.

3. Local RBF collocation meshless discretization
3.1. Problem definition

In order to test and compare the proposed node generation algorithms when coupled with a meshless approach,
a RBF-based meshless method is employed to discretize the 2D Poisson equation:

VT =¢q (4)

defined on domain £2, and subjected to Dirichlet boundary conditions T = T on Ip and Neumann boundary conditions
oT/on = n - VT = f on I'y, where I'p, U I'y = 942 is the domain boundary and n is the exterior normal to the boundary.
Eq. (4) is representative of steady state diffusion problems, such as heat conduction in a homogeneous media with internal
heat generation.

3.2. Numerical method

We briefly present the local Radial Basis Function collocation meshless method employed in [13,14] for the numerical
solution of thermal problems.

RBF interpolation.
The unknown field T around x is approximated through the following expansion:

TX) = Y gp(lx—xl)+b-x+c (5)
Jj€ln(x)

where J,(x) represents the indices j of the n nodes x; closest to X. T(X) is therefore a linear combination of n radial functions
¢ centered at the n local nodes x; plus a linear polynomial in x.
Hardy’s Multiquadric (MQ) [15] has been chosen as RBF:

p(r) =1+ (er)y (6)



where the shape factor is rescaled as ¢ = spq&/dy: € is the rescaled shape factor, sy,qx is the maximum prescribed spacing
on §2 and d,, is the local subdomain size, defined as the root mean square distance of the n local nodes from their midpoint.

The coefficients a;, b and ¢ can be computed writing Eq. (5) for the m < n local nodes which do not lie on the Neumann
boundary I'y:

T(x;) =T; (7)

where T; is the unknown field in x;. The following additional relations are needed because of the linear polynomial in (5):

n n n
Zaj =0 , ijaj =0 , Zyjaj =0. (8)
j=1 j=1 Jj=1

If any of the local nodes lies on the Neumann boundary, for each of these n — m Neumann nodes the corresponding boundary
condition must be satisfied:

n-VT(x;)=f; ()
where VT(-) is given by the gradient of Eq. (5).

Collecting the n coefficients a;, the m unknown values T; and the n — m Neumann boundary contributions fi in column
vectors a, T and f, respectively, the interpolation system, in compact form, is the following:

a T
G{b} =10 (10)
f

In the perspective of developing simple and light approaches for the solution of practical problems for which a 2nd order
accuracy can be enough, we chose a small number of local nodes n varying from 6 to 8; larger stencil sizes are not considered
in this work, in spite of the benefits reported in [ 16,17] where stencil sizes varied in the range 10 < n < 100, obtaining up
to 9th order accuracy.

Finally, we note that the asymptotic number of edges per node in a triangular mesh with recursive partitioning is exactly
6 [18], corresponding to the choice n = 7; an analogous behavior is observed with the node refinement process previously
described: each node tends to be surrounded by 6 nearest neighbors, which is an obvious fact since it is the configuration
which maximizes the node density.

c et

Collocation.
Eq. (4) with RBF approximation (5) becomes:
VTx) = Y ¢ Vol — X)) = q(x). (11)

Jj€ln(x)
Writing Eq. (11) for a generic node x; gives:
a'L(x) = q(xi) (12)

where L(X; ) is the column vector of the Laplacian of ¢ evaluated in x, for each of the n neighbors x;. Recalling a’ fromEq. (10)
we obtain:

[T 0 7} 16", Lix) = qx) (13)
where [GT]! is the left (n + 3) x n submatrix of [GT]~!. Eq. (13) made valid for each node x, which does not lie on the
boundary gives the following linear system:

AT = q — ApTp — fie (14)
where the subscripts I, D and Ne refer to Internal, Dirichlet and Neumann contributions, respectively; system (14) has been
solved through direct LU decomposition of Aj since it is unsymmetric.

Error norms.
The comparison between the computed solution T,mp and the corresponding analytical solution T, has been done
computing the normalized root mean square norm of the error (NRMSE):

1 Teomp — Tan \ >
NRMSE :\/ / < comp “”> ds (15)
M(Q) Q Tinax — Thin

where w($2) is the measure (area) of £2; the 2D integral has been approximated by numerical quadrature using the squared
prescribed spacing function s? as quadrature weight (s? is an approximation of the area around each node).
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Fig. 3. Test case A: geometry (a) and node distributions: specific/regular (b), OXC (c) and MQT (d), N ~ 1000 nodes.

Finite Element results have been obtained using COMSOL Multiphysics® FEA software using triangular meshes with linear
elements (3 nodes); the number of mesh nodes is kept as close as possible to the number of unknowns of the corresponding
meshless solution, as well as the element sizing which is chosen to be as close as possible to the prescribed spacing function
s(x).

The computer times for FEM solution (FE discretization and system solution) are in the same order of magnitude of the
ones for meshless solution (local RBF discretization and system solution) here presented; this is mainly due to the choice of
linear elements in FEM for which the stencil has approximately 7 nodes using high quality triangular meshes, which is very
close to the stencil size n = 6 - 8 for the present meshless discretization.

4. Results
4.1. Test case A: 1/4 of a circular annulus

The geometry of the problem is reported in Fig. 3a where the center of the circular sector is also the origin for the radial
r coordinate; the ratio R;/R, is chosen to be 0.05. The chosen analytical solution is the following:

Ton = log(r/R,) (16)

which is harmonic: ¢ = V?T,, = 0, while the prescribed spacing function is chosen to be s  r.

A specific and regular geometry dependent node distribution is reported in Fig. 3b, while Fig. 3c and 3d show the node
distributions generated by the proposed approaches, OXC and MQT respectively.

The following boundary conditions have been considered:

e Case A1: Dirichlet BC on the whole boundary;
e Case A2: Neumann BC on sides 2 and 4, Dirichlet BC elsewhere.
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Fig. 4. Test case A1: errors vs number of refinement iterations for n = 6 (left) and n = 8 (right) neighboring nodes, N ~ 10000 nodes and ¢ = 1.

First of all we investigated the effect of the number of refinement iterations on the error for n = 6 and n = 8, Fig. 4, for
case A1 with N =~ 10000 nodes and € = 1. For both cases and both generation algorithms it can be seen that the use of
the refinement algorithm is extremely effective in the error reduction within the first 15 — 25 iterations, while beyond that
point the error shows no significant improvement; for this reason we chose a fixed number of 24 refinement iterations for
every other result within this test case.

When dealing with Multiquadrics RBF, it is important to carry out a preliminary sensitivity analysis in order to choose
the appropriate rescaled shape factor £; such analysis is reported in Fig. 5 for both test cases A1 and A2, for each number of
local nodes n = 6,7, 8 and N ~ 10000 nodes; FEM results are also displayed as reference.

We first point out that rescaled shape factors ¢ below 1 have little influence on the error, while above 1 the error can
grow by a factor of 10 or 100; for this reason we chose £ = 1 for the following results presented in this test case. Another
interesting fact that can be observed is that errors obtained with the regular node distribution are always larger than the
errors from the refined distributions (MQT and OXC); this can be due to the fact that the regular node distribution here
employed has optimal subdomain node arrangements with n = 9 nodes, while with n < 9 the refined distributions are
more effective.

The & dependency curves also show the influence of boundary conditions: for each case n = 6, 7, 8 the error grows by
roughly a factor of 5+ 10 passing from A1 (Dirichlet BC) to A2 (Mixed BC), confirming the problem of sensitivity to boundary
conditions in local RBF approaches. However, an appropriate choice of the rescaled shape factor, for example ¢ = 1, can lead
to small errors than FEM in each of the presented cases if refined distributions are employed.

Fig. 6 shows the convergence curves (i.e. NRMSE vs total number of nodes N) for both test cases A1 and A2, for each
number of local nodes n = 6,7,8 and ¢ = 1. Again, the regular node distribution produced greater errors than refined
distributions, although an almost perfect 2nd order accuracy behavior in space (i.e. NRMSE ~ N~P/2 for p = 2 in 2D) for
each of the considered cases; the refined distributions reveal also 2nd order accuracy for each case, despite an irregular
behavior.

Besides a common 2nd order accuracy, an important conclusion that can be desumed from the analysis of convergence
curves is that the employment of refined distributions (MQT and OXC) always produces better results, in terms of error,
compared to regular distributions; finally, MQT and OXC node distributions show similar convergence curves in all cases.

The following points summarize the results for this test case:

e Asmall number of node refinement iterations (~ 24) is enough to reduce the final error by some orders of magnitude,
for both OXC and MQT node distributions;

e Refined OXC and MQT node distributions always allow smaller errors than the regular node distributions for the small
stencil sizes here employed (n < 9);

e Nearly 2nd order accuracy in each case;

e Significant influence of Neumann BC;

e Small shape factors ¢ are preferable, within the limits of numerical stability (well-known fact).

4.2. Test case B: L shaped domain

The geometry of the problem is reported in Fig. 7a, while the chosen analytical solution is the following:

T, = (%)ﬂ sin(89), B=2/3 (17)
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Fig. 5. Error vs rescaled shape factor ¢ forn = 6 (a), n = 7 (b) and n = 8 (c) neighboring nodes, test case A1 (1) and test case A2 (2), N &~ 10000 nodes.

which possesses unbounded radial derivatives in r = 0; the analytical solution (17) is also harmonic: ¢ = V2T,, = 0. The
prescribed spacing function is chosen to be s o r'/4 in order to adequately resolve the singularity in r = 0.
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Fig. 6. Error vs number of nodes N for n = 6 (a), n = 7 (b) and n = 8 (c) neighboring nodes, test case A1 (1) and test case A2 (2),& = 1.

A specific and regular geometry dependent node distribution is reported in Fig. 7b, while Fig. 7c and 7d show the node
distributions generated by the proposed approaches, OXC and MQT respectively; Dirichlet boundary conditions have been
imposed along the whole boundary.
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Fig. 7. Test case B, geometry (a) and node distributions: specific/regular (b), OXC (c) and MQT (d), N ~ 5000 nodes.

1072 1072
—— OXC node distrib. —— OXC node distrib.
——MQT node distrib. ——MQT node distrib.
1073 4 1073
7 %
= 1074 = 107
o~ ~
Z Z
10754 1070 4
10°¢ 1076
0 50 100 150 200 0 50 100 150 200
Refinement iterations Refinement iterations

Fig. 8. Test case B: errors vs number of refinement iterations for n = 6 (left) and n = 8 (right) neighboring nodes, N ~ 10000 nodes and & = 1.

As in test case A, we first investigated the effect of the number of refinement iterations on the error forn = 6andn =8,
Fig. 8, with N ~ 10000 nodes and £ = 1. Except for the OXC node distribution for n = 8, it can be seen that, again, the use
of the refinement algorithm is extremely effective in the error reduction within the first 15 = 25 iterations, while beyond

11



that point the error does not show monotonic behavior; for this reason we chose again a fixed number of 24 refinement
iterations for every other result within this test case.

The results of sensitivity analysis with respect to the rescaled shape factor ¢ are reported in Fig. 9a for each number of
local nodes n = 6, 7, 8 and N &~ 10000 nodes; FEM results are also displayed as reference.

From these figures it can be seen that within the considered range for ¢, it has negligible effect on the error for each type
of node distribution, also because of the chosen type of analytical solution with a singularity.

However, as in test case A, it can be observed that errors obtained with the regular node distribution are again larger
than the errors from the refined distributions (MQT and OXC), especially for n = 7, 8 neighboring nodes; in this case the
regular node distribution here employed does not have optimal subdomain node arrangements with n = 9 nodes, but
still, for n = 7, 8 the refined distributions are more effective and lead to smaller errors than FEM results for all cases.
Since the rescaled shape factor does not affect the results, we chose ¢ = 1 for the following results within this test
case.

Fig. 9b shows the convergence curves for each number of local nodes n = 6, 7, 8 and € = 1. As observed from sensitivity
analysis with respect to &, the regular node distribution produces greater errors than refined distributions and shows almost
perfect 2nd order accuracy behavior for n = 7,8, while for n = 6 all convergence curves show similar behavior; the
refined distributions reveal also 2nd order accuracy for n = 7, 8, despite an irregular behavior as in the previous test
case.

Again, from convergence curves for n = 7, 8 it can be desumed that the employment of refined distributions (MQT and
0XC) can produce better results compared to regular distributions; finally, MQT and OXC node distributions show similar
convergence curves in all cases.

The following points summarize the results for this test case:

e Again, a small number of node refinement iterations (* 24) is enough to reduce the final error by some orders of
magnitude, for both OXC and MQT node distributions;

e Refined OXC and MQT node distributions always allow smaller errors than the regular node distributions, but the
difference is less evident than test case A;

e An approximate ~ 2nd order trend can be desumed for the accuracy;

e Shape factor influence is negligible in the range [0.1, 10] here considered;

e The error strongly depends upon the accurate solution near the singularity: the influence of the node distribution near
the corner is stronger than in the remaining part of the domain;

4.3. Test case C: image defined spacing function

In order to show how the proposed node generation algorithms are also able to deal with different node density variations,
we tested our generators with image defined spacing functions; given a square image defined on §2 = [0, 1]*> by RGB values
of pixels (R, G, B € [0, 1]) and their brightness v defined as:

R+G+B
V= —

18
3 (18)
we define the spacing function s to be proportional to:

s 14202 (19)
while the reference solution Ty, is here indirectly defined by the RHS of Eq. (4):

vzTan = (an (20)
defined over the square domain §2 = [0, 1]? with zero valued Dirichlet boundary conditions:

Tan(082) = 0. (21)
The RHS of Eq. (20) is then defined as:

Qan = (77 - ffgnﬂ)z (22)

where n = 1 — v is the brightness complement; therefore the RHS term q,, > 0 increases where the reference image has
low brightness while approaches 0 where the reference image reaches its maximum brightness: on the contrary the spacing
function defined by Eq. (19) assumes small values (thick node distribution) in the former case and large values (coarse node
distribution) in the latter case.

The reference solution Ty, is then evaluated by solving Eq. (20) with a 2nd order FD discretization (5 points stencil) on a
uniform 2048 x 2048 grid and an accurate solver based on matrix eigendecomposition.
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Fig. 9. Test case B: error vs rescaled shape factor £ with N ~ 10000 nodes (a) and error vs number of nodes N with & = 1 (b) forn = 6 (1),n = 7 (2) and

n = 8 (3) neighboring nodes.

The classical Lena test image (512 x 512 pixels, grayscale) shown in Fig. 12a has been employed; Fig. 10 shows
the corresponding node distributions generated by the proposed approaches, OXC and MQT respectively, with 24 node

refinement iterations.
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Fig. 10. Test case C, node distributions: OXC (left) and MQT (right) with N ~ 15 000 nodes.
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Fig. 11. Test case C: error vs number of nodes N for n = 7 (left) and n = 8 (right) neighboring nodes with ¢ = 1.
Fig. 11 shows the convergence curves for n = 7, 8 neighboring nodes, a rescaled shape factor ¢ = 1 and 24 node

refinement iterations; convergence curves obtained with the above mentioned FD method are also reported as reference.
All these convergence curves have irregular behavior, due to the irregular behavior of the image defined RHS term qg;;
however, the curves from both meshless refined distributions (OXC and MQT) show similar behavior with FD curves with an
approximatively overall 2nd order accuracy, while above N = 30 000 nodes the meshless results exhibit some convergence
issue, especially with n = 7. This could be due to the employment of a spacing function s with steep node density variations
combined with an irregular behaved RHS term q,,,; however, this is a limit case in the application of proposed node generation
algorithms for meshless discretization of diffusion problems.

4.4. Test case D: stippling

This test case will not present any numerical result, but only some visual results of the application of the proposed algo-
rithm for the halftone approximation of images through the stippling technique [19]. Stippling is employed to approximate
the continue halftones of a grayscale image with an adequate distribution of equally sized black dots over a white background
(or vice versa: white over black); it differs from the dithering techniques which are widely used in image processing [20]
where the black dots can only have fixed positions and sizes (pixels).

From this point of view, the proposed node generation algorithms can also be used for stippling; the relation between
the image brightness v and the spacing function s is now needed. For simplicity we assume that the local brightness v
can be expressed as the complement of the ratio between the local area which is covered by the dots A; and the local
area A:

Ac NaAg Ad
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(b) o ©

Fig. 12. Test case D: halftone approximation of grayscale test image (a) with OXC (b) and MQT (c), N ~ 50 000 nodes.

where Ny is the local number of dots, Aq is the dot area and Ny /A = 1/s? is a mean local approximation of spacing definition
(1). Assuming circular dots with diameter dg, from Eq. (23) we have:

/ T

A clear fact is that the smaller the dots, the smaller the spacing and therefore more and more dots will be needed for the
approximation of a certain region; obviously, Eq. (24) does not account for overlapping dots.

Figs. 12a and 13a show two classical grayscale test images that have been considered for this problem, while Figs. 12b,
12¢, 13b and 13c show their stippling approximation using both the proposed algorithms, namely OXC and MQT, with 24
node refinement iterations and N ~ 50 000 nodes for each case.

Both the proposed algorithms produced images with remarkable quality and visually satisfactory node arrangements,
without any artifact or noticeable patterns; from these visual tests it can also be observed how our procedures can effectively
handle node densities with steep variations.

4.5. Implementation details and CPU times

The implementation of the presented procedures has been done using MATLAB® environment for the exchange and
visualization of data and for the direct LU solution of sparse linear system (14), while the remaining part of the computational
expensive tasks, such as the initial node placing phase, nearest neighbor search, iterative refinement phase and local matrix
inversion (13) have been carried out through MATLAB linked MEX functions which are compiled from C source code. The
initial node placing phase through OXC algorithm has a specific time consumption of 0.2 s/million nodes, 0.18 s/million nodes
for the MQT algorithm, while the refinement phase takes approximately 0.6 s/(million nodes x iteration) on a modern laptop
Intel® i7 2.6 GHz using only one single core. It is indeed evident that the refinement phase is the most expensive, since a
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Fig. 13. Test case D: halftone approximation of grayscale test image (a) with OXC (b) and MQT (c), N =~ 50000 nodes.

minimum number of 10 - 20 iterations are always needed within the presented procedures in order to obtain suitable node
arrangements. Nonetheless we point out the importance of the initial node placing phase through the proposed algorithms
without which the refinement phase would need a much larger number of iterations.

4.6. Conclusions

Two algorithms for fast 2D node generation are proposed, each of which is composed of an initial phase, where nodes
are placed according to a prescribed spacing function, and a refinement phase which improves the node distribution quality
and local spacing isotropy.

Several test cases have been considered, where the proposed algorithms have been used to generate node distributions
which are then employed for a local RBF discretization of diffusion problems and for image halftone approximation.

For the local RBF discretization test cases, the computed solutions have been compared to the corresponding analytical
ones; the influence of the most important parameters such as number of refinement iterations, number of local neighbors
n, shape factor ¢, total number of nodes N and boundary conditions has been thoroughly investigated. For each test case an
approximate 2nd order accuracy has been obtained, even when considering singular solutions or RHS with steep variations;
a remarkable fact is that in many cases the employment of the node distributions generated by the proposed algorithms
produced better results than regular/specific node distributions.

Visually remarkable results have also been obtained when both proposed algorithms are employed for the halftone
approximation of grayscale images through the stippling technique.

Alongside the ability to deal with steep node density variations, these favorable properties confirm that the proposed
algorithms can be promising candidates for 2D meshless node generation; the extension to 3D cases is straightforward for
the MQT algorithm, while a 3D extension of the OXC algorithm would require some additional work (space partitioning),
but is still possible.
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