Stochastic unravelings of non-Markovian completely positive and trace-preserving maps
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We consider open quantum systems with factorized initial states, providing the structure of the reduced system dynamics, in terms of environment cumulants. We show that such completely positive (CP) and trace-preserving (TP) maps can be unraveled by linear stochastic Schrödinger equations (SSEs) characterized by sets of colored stochastic processes (with n-th-order cumulants). We obtain both the conditions such that the SSEs provide CP and TP dynamics and those for unraveling an open system dynamics. We then focus on Gaussian non-Markovian unravelings, whose known structure displays a functional derivative. We provide a description that replaces the functional derivative with a recursive operatorial structure. Moreover, for the family of quadratic bosonic Hamiltonians, we are able to provide an explicit operatorial dependence for the unraveling.
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I. INTRODUCTION

Stochastic Schrödinger equations (SSEs) were introduced in the framework of measurement theory, where the effect of repeated measurements is described by the introduction of a Wiener process in the Schrödinger equation [1]. In the following years, different SSEs were proposed in the context of collapse models where one modifies the Schrödinger dynamics in such a way to account for the wave-packet reduction within a unique dynamical principle [2]. Markovian SSEs, i.e., those displaying white noises, have been deeply investigated thanks to the possibility of exploiting Ito stochastic calculus [3–5]. The solutions of these SSEs “unravel” (i.e., reproduce in average) Markovian open systems dynamics. However, many physical systems cannot be described by Markovian dynamics, and they need non-Markovian ones [6,7]. This fact pushed the development and investigation of non-Markovian SSEs.

The extension to non-Markovian quantum state diffusion was first tackled by Diosi and Strunz in [8], where Gaussian, complex, colored stochastic processes were considered. These seminal works were followed by others both in the realm of collapse models [9–12], and in that of continuous measurement [13] (for a more detailed historical review, see [7]). We should mention that in this context one considers stochastic equations with discontinuous or jump processes, both for Markovian and non-Markovian dynamics [2,14]. We are instead interested in stochastic processes that are continuous and continuously differentiable, and we will focus on these in the remainder of the paper. SSEs are also exploited, as a method alternative to master equations, to numerically investigate open quantum systems. The advantage is that SSEs typically require less numerical resources than master equations (because the wave-function Hilbert spaces have smaller dimensionality than those of density matrices). Different expansion methods have been proposed to investigate non-Markovian SSEs, but only in a few cases have these equations been analytically solved [10,11,15,16]. We should also mention the original method proposed by Tilloy [17], who introduces new stochastic terms in order to rewrite non-Markovian SSEs as averages over explicit time-local (bi-)stochastic differential equations. Recently, the first full characterization of Gaussian linear stochastic unravelings have been provided in [18]. Such a characterization is implicit, as it depends on a functional derivative (further explained in Sec. IV). The symmetries of these unravelings were analyzed in [19], while a measurement interpretation in terms of Bargmann states has been provided in [20].

Most of the results on non-Markovian SSEs in the literature concern Gaussian stochastic processes, and only few papers attempt to use continuous, non-Gaussian stochastic processes in very specific cases [21]. The aim of this paper is to take a step forward in the theoretical description of non-Markovian unravelings. On the one side, we show that it is possible to unravel non-Gaussian, completely positive (CP) and trace-preserving (TP) non-Markovian open system dynamics, and we provide the condition for the existence of such an unraveling (Sec. III). In general, if the open system dynamics is non-Gaussian, the SSE will display continuous colored stochastic processes characterized by their n-th-order cumulants. On the other hand, we provide a description of Gaussian non-Markovian unravelings that does not make use of the functional derivative and explicitly depends on the system operators (Sec. IV). In the next section we start by investigating the structure of (non-Gaussian) CPTP open system dynamics, that is the reference dynamics that we want to unravel.
II. OPEN QUANTUM SYSTEMS MAP

We consider a system ($S$) interacting with a generic environment ($E$). The evolution of the open system density matrix $\rho_{SE}$ in the interaction picture is described by the von Neumann equation ($\hbar = 1$)

$$i\partial_t \rho_{SE}(t) = [\hat{V}_t, \rho_{SE}(t)],$$

(1)

where $\hat{V}_t$ is a generic interaction Hamiltonian between the system and the environment, that can be rewritten in total generality as

$$\hat{V}_t = \sum_\alpha \hat{f}_\alpha(t) \hat{\phi}_\alpha(t),$$

(2)

where $\hat{f}_\alpha(t)$ and $\hat{\phi}_\alpha(t)$ respectively are Hermitian system and environment operators. The solution of Eq. (1) can be formally written as

$$\rho_{SE}(t) = \hat{\Phi}_t \rho_{SE} \hat{\Phi}_t^\dagger,$$

(3)

with

$$\hat{\Phi}_t = \mathcal{T} \exp \left[ -i \int_0^t d\tau \sum_\alpha \hat{f}_\alpha(\tau) \hat{\phi}_\alpha(\tau) \right].$$

(4)

The time ordering $\mathcal{T}$ acts on a generic function of the type $f(\int_0^t d\tau \hat{V}_\tau)$, by ordering the products of operators $\hat{V}_\tau$ of its Taylor expansion:

$$\mathcal{T} f(\int_0^t d\tau \hat{V}_\tau) = \frac{1}{n!} \left. \frac{\partial^n f(x)}{\partial x^n} \right|_{x=0},$$

(5)

provided the series exists. Since we are interested in the effective evolution of the system $S$ we trace over the environment degrees of freedom to obtain

$$\rho_S(t) = \text{Tr}_E[\hat{\Phi}_t \rho_{SE} \hat{\Phi}_t^\dagger].$$

(6)

Under the assumption of factorized initial state $\hat{\rho}_{SE} \approx \hat{\rho}_S \otimes \hat{\rho}_E$, the effective evolution can be described by the action of a dynamical map $\mathcal{M}_t$ on the system initial state $\rho_S$. By replacing Eq. (4) in Eq. (6), one can write the dynamical map as

$$\mathcal{M}_t[\hat{\rho}_S] = \left\langle T e^{-\int_0^t \sum_i \hat{f}_i(\tau) \hat{\phi}_i(\tau)} \right\rangle \hat{\rho}_S,$$

(7)

where $\langle \ldots \rangle = \text{Tr}_E[\ldots \hat{\rho}_E]$, and the superscripts $+/-$ denote the superoperators $f^+ \hat{\rho} \equiv f \hat{\rho} + \hat{f}$ (similar definitions hold for the superoperators $\hat{\phi}^\pm$). We rewrite the map $\mathcal{M}_t$ as a time-ordered exponential with a time-dependent generator, by means of a cumulant expansion (see Appendix A for explicit calculation):

$$\mathcal{M}_t[\hat{\rho}_S] = \mathcal{T} \exp \left[ \sum_{n=1}^\infty (-i)^n \int_0^t d\tau_n \hat{k}_n(\tau_n) \right] \hat{\rho}_S,$$

(8)

where $\tau_n = (\tau_1, \ldots, \tau_n)$ ($n$ denotes the length of the path). The terms of the expansion are defined as

$$\hat{k}_n(\tau_n) = \sum_{q=0}^n \sum_{a_1, \ldots, a_q} f_{a_1}(\tau_1) f_{a_2}(\tau_2) \cdots f_{a_q}(\tau_n) \hat{C}_{a_1+\ldots+q}(\tau_n),$$

(9)

where $\hat{C}$ are the ordered bath cumulants defined in Eq. (A9). We used the following notation: $l_i \in \{+, -\}$, $I_i = -I_i$. $\mathcal{P}_q$ is the permutation of the indexes $I_i$ such that $q$ is the number of plus signs in the array $(l_2, \ldots, l_n)$, and $a_i$ denotes the sum over all $\{a_1, \ldots, a_n\}$. We stress that the first superoperator on the left in $\hat{k}_n(\tau_n)$ is always $f^-$. This is an important feature because it guarantees that the map is trace preserving (indeed $\text{Tr}_S[f^- \hat{\rho}_S] = 0$). Note moreover that the time ordering acts on the basic elements $f_i$; hence one has first to replace Eq. (9) in Eq. (8), and then apply $\mathcal{T}$.

We eventually notice that Eq. (8) recovers the one derived by Diosi and Ferialdi [18] when the (Gaussian) environment is completely characterized by its second cumulant. Indeed, in such a case Eq. (8) reduces to

$$\mathcal{M}_t = \mathcal{T} \exp \left[ -\int_0^t d\tau_1 \sum_{a_1, a_2} f_{a_1}(\tau_1) \right. \left. \times \left( f_{a_2}(\tau_2) \hat{C}_{a_1+a_2}^{++}(\tau_2) + f^{--}_{a_1+a_2}(\tau_2) \right) \right],$$

(10)

that coincides with Eq. (17) in [18].

III. GENERAL UNRAVELING

We now consider a stochastic Schrödinger equation in the interaction picture,

$$i\partial_t |\psi_t\rangle = \hat{V}_t |\psi_t\rangle,$$

(11)

where $\hat{V}_t$ is an operator valued stochastic field in the Hilbert space $\mathcal{H}$ that can be decomposed as a sum of Hermitian system operators $\hat{f}_\alpha$ like in Eq. (2), where the operators $\hat{\phi}_\alpha$ were replaced by a set of complex stochastic processes $\{\phi_\alpha\}$. A decomposition with non-Hermitian operators can be obtained performing a unitary transformation as shown in [19]. Unlike previous works on non-Markovian stochastic unravellings, we consider general stochastic processes, that are completely characterized by their $n$th-order correlation functions, with $n$ arbitrary. Equation (11) is solved by Eq. (4) with $\hat{\phi} \to \phi$, and the average dynamics is described by the map $\mathcal{M}_t$, defined as follows:

$$\mathcal{M}_t[\hat{\rho}_S] = \langle \hat{\Phi}_t \hat{\rho}_S \hat{\Phi}_t^\dagger \rangle,$$

(12)

where $\hat{\rho}_S = |\psi_0\rangle \langle \psi_0|$ is a pure initial state, and now $\langle \cdots \rangle$ denotes the stochastic average. In order for $\mathcal{M}_t$ to be a physical map, it must be CPTP. The definition (12) itself can be understood as the Kraus-Stinespring decomposition of $\mathcal{M}_t$, guaranteeing its CP [22]. By replacing Eq. (4) in Eq. (12), one can conveniently rewrite $\mathcal{M}_t$ like in Eq. (7), where now $\phi^\pm = \phi \pm \phi^*$ are twice the real and imaginary parts of $\phi$. In order to find the conditions under which the averaged map is TP, we perform— analogous to the quantum case—a cumulant expansion (see Appendix A), obtaining Eq. (8) where $\hat{k}$ is replaced by

$$\hat{k}_n(\tau_n) = \sum_{q=0}^n \sum_{a_1, \ldots, a_q} f_{a_1}^{(1)}(\tau_1) \cdots f_{a_q}^{(q)}(\tau_q) C_{a_1+\ldots+a_q}^{l_1+\ldots+l_q}(\tau_n).$$

(13)
It is important to stress that the stochastic cumulants $C$ in principle differ from the quantum cumulants $\hat{C}$. This is due to the fact that the trace over quantum degrees of freedom in general cannot be described as a stochastic average.

We perform the trace of $\mathcal{M}_t$, and we observe that the contributions of the type $f^{+}_{a_{1}}(\tau_{1}) \cdots f^{+}_{a_{n}}(\tau_{n}) C^{-i\tau_{1} \cdots -i\tau_{n}}$ (i.e., those with $l_i = -$) in each $k_n(\tau_n)$ are killed by the cyclicity of the trace (remember that $f^{-}$ is a commutator, and accordingly $\text{Tr}(f^{-} \hat{O}) = 0)$:

$$\text{Tr}[\mathcal{M}_t]\hat{\rho}_S]\equiv\text{Tr}\left[\mathcal{T}{\exp}\left[\int_{0}^{t} d\tau_n \sum_{n=1}^{\infty} \sum_{q=1}^{n} (-i)^n f^{+}_{a_{1}}(\tau_{1}) \cdots f^{+}_{a_{n}}(\tau_{n}) C^{-i\tau_{1} \cdots -i\tau_{n}}(\tau_n) \right]\hat{\rho}_S\right].$$

(14)

Recalling that $\mathcal{M}_t$ is TP if $\text{Tr}[\mathcal{M}_t]\hat{\rho}_S]\equiv\text{Tr}\hat{\rho}_S$, one finds that this condition is satisfied only if the exponent in the previous equation is zero, i.e., if either the series or each of its terms are zero. In the first case one needs to fine-tune the stochastic cumulants $C$ (manipulating the processes $\phi_n$) in such a way that the series in the exponent sum to zero. This is in general a very difficult task and we are not aware of any technique that allows one to provide an explicit constraint. The second option, though being a more stringent requirement, allows one to find an explicit constraint:

$$C^{-i\tau_{1} \cdots -i\tau_{n}}(\tau_n) = 0, \quad \forall n,$$

(15)

i.e., all the cumulants obtained tracing at least one purely imaginary noise $\phi^{-}$ are zero. Accordingly, the average map $\mathcal{M}_t$ is TP if it is generated by an interaction potential $\mathcal{V}(t)$ that displays only real stochastic processes $\phi_n$. In this case $V(t)$ is purely Hermitian, and Eq. (13) is replaced by (see Appendix A of [24]). This leads to a new map $\hat{\mathcal{M}}_t$:

$$\hat{\mathcal{M}}_t \equiv \mathcal{T}\exp\left[-i \int_{0}^{t} d\tau \sum_{a} f_a(\tau)\phi_a(\tau)\right] - \sum_{n=1}^{\infty} \int_{0}^{t} d\tau_n \hat{O}_n(\tau_n)],$$

(17)

where the operators $\hat{O}_n(\tau_n)$ are defined by

$$\int_{0}^{t} d\tau_n \hat{O}_n(\tau_n) = \frac{1}{n!} \left(\int_{0}^{t} d\tau_f \hat{f}_n\right)^n \frac{\partial^n g(x)}{\partial x^n} \bigg|_{x=0}.$$  

(18)

We stress that $\hat{O}_n(\tau_n)$ are deterministic: if they were stochastic they would lead to a new map that could be rewritten in the form (4) (with new stochastic processes), therefore not solving the trace issue. The stochastic map (17) generates the average dynamics $N_t[\hat{\rho}_S] = \langle \hat{\mathcal{M}}_t \hat{\rho}_S \rangle \hat{\mathcal{M}}_t$. We remark that this dynamics is CP even if $\hat{\mathcal{M}}_t$ is truncated at the nth order, because the Kraus-Stinespring structure of Eq. (12) is preserved. Exploiting the identity $\mathcal{T} e^{(a+b)} = \mathcal{T} e^{a} e^{b}$ and the calculations in Appendix A, one finds that

$$N_t = \mathcal{T}\exp\left[\sum_{n=1}^{\infty} \int_{0}^{t} d\tau_n (-i)^n k_n(\tau_n) - \hat{O}_n(\tau_n)\right]$$

(19)

with

$$\hat{O}_n(\tau_n) = H^+_n(\tau_n) + A^-_n(\tau_n).$$

(20)

The superoperators $H^+_n, A^-_n$ are built—with the known rules—respectively from the Hermitian and anti-Hermitian parts of $\hat{O}_n$: $\hat{H}_n = (\hat{O}_n + \hat{O}_n^T)/2$ and $\hat{A}_n = (\hat{O}_n - \hat{O}_n^T)/2$. By performing the trace of Eq. (19), one finds that the averaged map $N_t$ is trace preserving if the following condition is satisfied (see Appendix B):

$$\hat{A}_n(\tau_n) = (-i)^n \sum_{q=1}^{n} f_{a_{1}}(\tau_{1}) \cdots f_{a_{n}}(\tau_{n}) C^{-i\tau_{1} \cdots -i\tau_{n}}(\tau_n),$$

(21)

where the superoperators $\hat{f}$ are defined as $\hat{f}^+ = \hat{f} + \hat{f}^T$, the arrow denoting the fact that these superoperators are acting on the left. We recall that $l_i = -$ because of the trace operation [see Eq. (14)]. We then find that the request of $N_t$ being TP map can be satisfied—for a generic noise—if a multitime anti-Hermitian operator of the form in Eq. (21) is added to the map $\hat{\mathcal{M}}_t$. Accordingly, by replacing Eq. (21) in Eq. (17) we obtain the structure of a general stochastic map that generates an average CPTP dynamics. Interestingly, the fact that only the anti-Hermitian $\hat{A}_n$ are involved in the TP condition implies that the Hermitian contributions $\hat{H}_n$ can be chosen freely. This degree of freedom can be exploited to tune the average dynamics $N_t$ obtained from a stochastic evolution, in such a way that it recovers an open system dynamics $\hat{\mathcal{M}}_t$. By matching the exponents of Eq. (19) and Eq. (8), one finds that $\hat{\mathcal{M}}_t$ unavels $\mathcal{M}_t$ if

$$H^+_n(\tau_n) = (-i)^n (k_n(\tau_n) - \hat{k}_n(\tau_n)) - A^-_n(\tau_n).$$

(22)
IV. GAUSSIAN UNRAVELING

We consider complex Gaussian stochastic processes, i.e., those completely characterized by their first two cumulants:

$$\langle \phi_\alpha^+(t) \rangle = 2C_\alpha(t),$$

$$\langle \phi_\alpha^+(t) \phi_\beta^+(t) \rangle - \langle \phi_\alpha^+(t) \rangle \langle \phi_\beta^+(t) \rangle = 4C_{\alpha\beta}(t, \tau).$$

The CPTP stochastic map (17) associated to such processes simplifies to

$$\hat{\Xi}_t = T \exp \left\{ -i \int_0^t dt_1 \hat{f}_\alpha^-(t_1) \phi_\alpha(t_1) - C_\alpha(t_1) \right\} \times \int_0^t dt_1 \hat{H}_1(t_1) - \int_0^t dt_1 \hat{H}_2(t_1) \right\},$$

where we are now making use of the Einstein convention of summing over repeated indexes. In this specific case we can set \( \hat{H}_1(\tau) = 0 \), and determine the operator \( \hat{H}_2(\tau) \) in such a way that the average map reproduces the effective Gaussian map generated by the trace over an environment:

$$\hat{H}_2(\tau) = \hat{f}_\alpha^-(\tau) \hat{f}_\alpha^-(\tau) C_{\alpha\beta}(\tau, \tau) + \hat{f}_\alpha^+(\tau) C_{\alpha\beta}^+(\tau, \tau).$$

Replacing this equation in Eq. (26) we obtain the following expression for the stochastic map:

$$\hat{\Xi}_t = T \exp \left\{ -i \int_0^t dt \hat{f}_\alpha^-(t) \phi_\alpha(t) - C_\alpha(t) \right\} \times \left\{ \int_0^t dt_2 \hat{f}_\alpha^-(t_2) C_{\alpha\beta}^-(\tau, \tau) + \hat{f}_\alpha^+(\tau) \right\}.$$

Since \( C_\alpha(t) \) in (26) simply gives a shift of the mean value of \( \phi_\alpha \), we absorb it as follows: \( \phi_\alpha(t) - C_\alpha(t) \rightarrow \phi_\alpha(t) \), in order to simplify the notation. This leads to

$$\hat{\Xi}_t = T \left\{ e^{-i \int_0^t dt \hat{f}_\alpha^-(t) \phi_\alpha(t) - C_\alpha(t)} \right\} \times \left\{ \int_0^t dt_2 \hat{f}_\alpha^-(t_2) \phi_\alpha(t_2) - C_\alpha(t_2) \right\},$$

with the following conditions on the new \( \phi \):

$$\langle \phi_\alpha(t) \rangle = \langle \phi_\alpha(t) \rangle,$$

$$K_{\alpha\beta}(t, \tau) = \frac{1}{2} \left\{ \langle \phi_\alpha(t) \rangle \phi_\beta(t) \right\} - \langle \phi_\alpha(t) \rangle \phi_\beta(t) \right\} \theta_{t_1}.$$

Equation (27) is the most general Gaussian, non-Markovian stochastic map that unravels a CPTP dissipative dynamics, and coincides with the one first obtained in [18] for \( \phi_\alpha = 0 \). In order to find the SSE associated to this map, we need to differentiate it with respect to \( t \), obtaining

$$\hat{\delta}_t \hat{\Xi}_t = -i \hat{f}_\alpha^-(t) \phi_\alpha(t) - C_\alpha(t) \right\} \times \left\{ \int_0^t dt_2 \hat{f}_\alpha^-(t_2) \phi_\alpha(t_2) - C_\alpha(t_2) \right\}.$$

The main issue with this equation is that the operator \( \hat{f}_\alpha^-(t) \) in the second line is entangled with the exponential through the time ordering. The approach most widely used to deal with this issue is to exploit the Furutsu-Novikov theorem [25], that allows one to rewrite Eq. (29) as follows:

$$\hat{\delta}_t \hat{\Xi}_t = -i \left[ \hat{f}_\alpha^-(t) \phi_\alpha(t) - \hat{f}_\alpha^-(t) \right] \phi_\alpha(t) \right\} \hat{\Xi}_t,$$

where \( \hat{\Lambda}_\alpha \) is a time-local representation of the non-Markovian contribution to the dynamics. When inverted, this equation allows one to write a formal expression for \( \Lambda_t \):
calculation):

\[ [i \partial_t \hat{Z}_t - \hat{J}^n(t) \phi_n(t) \hat{Z}_t] = \sum_{n=1}^{\infty} (-i)^n \hat{d}_{n+1} \tag{36} \]

where

\[ \hat{d}_{n+1} = \sum_{a_1} \int_0^t \hat{f}_{a_1}(0) d\tau_1 \hat{f}_{a_1}(\tau_1) \cdots \hat{f}_{a_n}(\tau_n) \]

\[ \times \sum_{k=1}^{[n/2]} \sum_{\mathcal{P}(\alpha)} \mathcal{K}_{\alpha}(\tau_1, \tau_{a_1}) \cdots \mathcal{K}_{\alpha^2 \cdots \alpha^{k-1}}(\tau_{a_{k-1}}, \tau_n) \]

\[ \times \hat{\phi}_{a_{k+1}}(\tau_{a_{k+1}}) \cdots \hat{\phi}_{a_{n}}(\tau_{a_{n}}) \theta_{\tau_{a_{k+1}} - \tau_n}. \tag{37} \]

Exploiting the result in Appendix B of [27] we can now rewrite the inverse map as

\[ \hat{Z}^{-1}_t = \sum_{n=0}^{\infty} (-i)^n \hat{M}_n, \tag{38} \]

with \( M_0 = 1 \) and

\[ \hat{M}_n = \sum_{k=1}^{n} \hat{M}_k \hat{\xi}_{n-k}. \tag{39} \]

Recollecting these results, replacing them in Eq. (32), and following the strategy in Appendix C of [27], we eventually obtain the following perturbative series for the generator \( \hat{\Lambda}_t \):

\[ \hat{\Lambda}_t = \sum_{n=1}^{\infty} \hat{L}_n, \tag{40} \]

whose elements \( \hat{L}_n \) are defined by the following recursive formula:

\[ \hat{L}_n = \hat{d}_n - \sum_{k=1}^{n} \hat{L}_k \hat{\xi}_{n-k}. \tag{41} \]

It is important to stress that the order \( n \) in the expansion terms \( \hat{\xi}_n, \hat{d}_n, \) and \( \hat{L}_n \) denote the power of operators \( f_n \) displayed by them. This allows one to understand the series as an expansion in the coupling strength of the interaction, which provides a useful tool for the practical analysis of non-Markovian unravelings. Equation (30) instead, though much more elegant, cannot be directly used—unless the functional derivative is known—for explicit calculations. The explicit form of the result obtained in [28]. Eventually, the average dynamics associated to this equation is described by the master equation obtained in [28].

### Bosonic quadratic Hamiltonian

We assume that the system of interest is bosonic and its free dynamics is described by a quadratic Hamiltonian. The advantage provided by this family of systems is that they allow one to apply Wick’s theorem to disclose the time ordering of Eq. (29). Indeed, these systems display linear Heisenberg equations of motions, and accordingly the commutators \( [\hat{f}_n^\alpha, \hat{f}_n^\beta(t)] \) are \( c \) functions. An example of a system falling in this category is a damped harmonic oscillator: in this case the operators \( \hat{f}_n \) are simply position and momentum of the oscillators, and contractions are a combination of sine and cosine functions [28]. The strategy we adopt is the following: we start from Eq. (33) and, instead of solving explicitly the time ordering, we keep its formal expression. Differentiating Eq. (33) and exploiting the properties of the Cauchy product of two series we obtain

\[
\begin{align*}
&i \partial_t \hat{\xi}_n = \hat{f}^n(t) \phi_n(t) \hat{\xi}_t \\
&- i \hat{f}^n(t) T \left[ \int_0^t d\tau_1 \mathcal{K}_{\alpha}(t, \tau_1) \hat{f}^\beta(\tau_1) \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \cdots \right].
\end{align*}
\]

where the dots denote the same argument of the series of Eq. (33). Note that this is just a convenient rephrasing of Eq. (29). Our aim is to achieve an equation of the type (31), i.e., to express \( \partial_t \hat{\xi}_n \) in terms of \( \hat{\xi}_t \). By applying Wick’s theorem we find that the time ordering in the second line of Eq. (42) can be rewritten as follows:

\[
\begin{align*}
&\mathcal{T} \left\{ \int_0^t d\tau_1 \mathcal{K}_{\alpha}(t, \tau_1) \hat{f}^\beta(\tau_1) \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \cdots \right\} - \int_0^t d\tau_1 \mathcal{K}_{\alpha}(t, \tau_1) \\
&\times \left( \hat{f}^\beta(\tau_1) - i \int_0^\tau d\tau_1 \mathcal{C}^{\alpha}(\tau_1, \tau_1) \phi_n(\tau_1) \right) \hat{\xi}_t \\
&- \mathcal{T} \left\{ \int_0^t d\tau_1 \hat{f}^\beta(\tau_1) \mathcal{K}_{\alpha}(t, \tau_1) \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \cdots \right\},
\end{align*}
\]

where \( \mathcal{K}^{(2)} \) is a suitably defined kernel and \( \mathcal{C}^{\alpha}(\tau_1, \tau) = [\hat{f}^\beta(\tau_1), \hat{f}^\alpha(\tau)] \theta_{\tau_1 - \tau} \) is a Wick contraction (see Appendix E). We have been able to decompose the initial time ordering in two terms: one proportional to \( \hat{\xi}_t \) and one displaying a time ordering that has the same structure as the initial one, but with a different kernel. We can then apply Eq. (43) to this new time ordering, and iterating this procedure we obtain (see Appendix E)

\[ \partial_t \hat{\xi}_n = \left[ -i \hat{f}^n(t) \phi_n(t) - i \hat{f}^n(t) \int_0^t d\tau \mathcal{K}_{\alpha}(t, \tau) \right] \left[ -i \hat{f}^\beta(\tau_1) \int_0^\tau d\tau_1 \mathcal{C}^{\beta}(\tau_1, \tau_1) \phi_n(\tau_1) \right] \hat{\xi}_t. \tag{44} \]

where \( \mathcal{K} = \sum_{n=1}^{\infty} \mathcal{K}^{(n)} \), with \( \mathcal{K}^{(1)} = \mathcal{K} \) and \( \mathcal{K}^{(n)} \) defined recursively through the following formula:

\[ \mathcal{K}^{(n)}(t, \tau) = \int_0^t d\tau_1 \mathcal{K}_{\alpha}(t, \tau_1) \mathcal{C}^{\alpha}(\tau_1, \tau_1) \mathcal{K}_{\alpha}(\tau_1, \tau), \tag{45} \]

with \( \mathcal{K}_{\alpha}(\tau_1, \tau_1) = \mathcal{K}_{\alpha}(\tau_1, \tau) + \mathcal{K}_{\alpha}(\tau_1, \tau_1) \). The condition for convergence of the series is

\[
\lim_{n \to \infty} \mathcal{K}^{(n)}(t, \tau) \to 0. \tag{46}
\]

This equation provides the explicit non-Markovian unraveling for the family of bosonic quadratic systems, generalizing the result obtained in [10] for a specific model. Eventually, the average dynamics associated to this equation is described by the master equation obtained in [28].
V. CONCLUSIONS

We have first investigated open quantum systems with factorized initial states, and we derived the structure of the reduced CPTP map, making explicit its dependence on bath cumulants. We then considered the class of linear SSEs with continuous stochastic processes, exploring the possibility of using them to construct CPTP dynamics. We found that when real stochastic process are considered the structure of the unraveling is trivial. On the other hand, we showed that, when SSEs with complex noises are considered, the conditions such that these provide average CPTP maps are rather involved. Furthermore, we provided the condition that SSEs have to fulfill in order to unravel open quantum systems dynamics.

We eventually focused on Gaussian unravelings, providing a perturbative expansion that relies on a recursive equation. This expansion, though being less elegant than the known one displaying a functional derivative, allows one to compute recursively the nonlocal term of the unraveling. Furthermore, for the family of quadratic bosonic systems, we have been able to provide an explicit operatorial expression for the unraveling.
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APPENDIX A

In this Appendix we provide explicit calculation leading to Eqs. (8) and (9). We start from Eq. (7):

\[ \mathcal{M}_t[\hat{\rho}_S] = \{ \mathcal{T} e^{-i \int_0^t \! dt' \sum_a \delta_a^+(\tau) \rho_a^+(\tau) + \delta_a^-(\tau) \rho_a^-(\tau) + \delta_{\tau}^-(\tau) \} \hat{\rho}_S \}, \]  

(A1)

where \( f^\pm (\phi^\pm) \) are superoperators acting respectively on the system (environment) Hilbert space (definition in the main text), and \( \langle \cdots \rangle \) denotes the average over a certain measurable space (in this case the trace over the environment degrees of freedom). Exploiting Eq. (5) we can define the time-ordered logarithm as follows:

\[ \mathcal{T} \log \left[ 1 + f \left( \int_0^t \! d\tau \hat{V}_\tau \right) \right] = \sum_{n=1}^\infty \frac{(-1)^{n+1}}{n} \mathcal{T} \left[ f \left( \int_0^t \! d\tau \hat{V}_\tau \right)^n \right] \]

(A2)

provided that \( |f(\int_0^t \! d\tau \hat{V}_\tau)| < 1 \). One can check that such time-ordered logarithm satisfies the identity \( \mathcal{T} \log(\mathcal{T} e^{\int_0^t \! d\tau \hat{V}_\tau}) = \int_0^t \! d\tau \hat{V}_\tau \). Exploiting this in Eq. (A1) we find

\[ \mathcal{M}_t = \mathcal{T} \exp \{ \mathcal{T} \log(\mathcal{T} e^{-i \int_0^t \! dt \sum_{a} \delta_a^+(\tau) \rho_a^+(\tau) + \delta_a^-(\tau) \rho_a^-(\tau) + \delta_{\tau}^-(\tau) \} \} \].

(A3)

The exponent of this expression can be rewritten as the following limit:

\[ \lim_{\epsilon_{\alpha}(\tau) \to 0} \mathcal{T} \log(\mathcal{T} e^{-i \int_0^t \! dt \sum_{\alpha} (\delta_a^+(\tau) + \delta_a^-(\tau) + \delta_{\tau}^-(\tau))}) \]

(A4)

and exploiting functional calculus [29], one can conveniently rewrite the logarithm in Eq. (A3) as follows:

\[ \mathcal{T} \log(\mathcal{T} e^{-i \int_0^t \! dt \sum_{\alpha} (f_a^+(\tau) + f_a^-(\tau) + \delta_{\tau}^-(\tau))}) = \lim_{\epsilon_{\alpha}(\tau) \to 0} \mathcal{T} e^{-i \int_0^t \! dt \sum_{\alpha} \left( f_a^+(\tau) + f_a^-(\tau) + \delta_{\tau}^-(\tau) \right) \log(\mathcal{T} e^{\frac{i}{2} \int_0^t \! dt \sum_{\alpha} (\delta_a^+(\tau) + \delta_a^-(\tau) + \delta_{\tau}^-(\tau))})}, \]

(A5)

where \( \delta/\delta a^\pm(\tau) \) denotes a functional derivative. This expression is convenient because it allows one to evaluate independently the system and the environment contributions to the system dynamics. One may notice indeed that, in the right-hand side (RHS) of Eq. (A5), the superoperators \( f^\pm \) acting on the system are all collected in the first exponential, while the remaining degrees of freedom are displayed only by the logarithm. Expanding the exponential function of the system superoperators \( f^\pm_a(\tau) \) and resolving its time ordering one obtains

\[ \mathcal{T} \log(\mathcal{T} e^{-i \int_0^t \! dt \sum_{\alpha} (f_a^+(\tau) + f_a^-(\tau) + \delta_{\tau}^-(\tau))}) \]

\[ \sum_{n=0}^\infty \frac{(-1)^n}{n!} \int_0^t \! d\tau_n \sum_{\alpha} \left[ f_a^+(\tau_n) \frac{\delta}{\delta a^+(\tau_n)} + f_a^-(\tau_n) \frac{\delta}{\delta a^-(\tau_n)} + \delta_{\tau}^-(\tau_n) \right] \log(\mathcal{T} e^{\frac{i}{2} \int_0^t \! dt \sum_{\alpha} (\delta_a^+(\tau_n) + \delta_a^-(\tau_n) + \delta_{\tau}^-(\tau_n))}), \]

(A6)
where \( P_q \) denotes all the permutation of the indexes \( k_q \in \{+,-\} \), such that there is a \( q \) number of minus superoperators. Performing the limit of \( \varepsilon^\pm (\tau) \rightarrow 0 \) one eventually obtains

\[
\mathcal{T} \log \langle T e^{-\frac{i}{\hbar} \int_0^t dt \mathcal{A} \sum (f^{\psi}_n(t) \phi_n^{(\psi)}(t) + f^{\phi}_n(t) \phi_n^{(\psi)}(t))} \rangle = \sum_{i=0}^\infty (-i)^n \int_0^t dt_1 \sum_{j=0}^n f_{a_1}^{(i)}(t_1) \cdots f_{a_n}^{(i)}(t_n) C_{a_1 \cdots a_n}^{(i)}(t_n),
\]

(7)

where the contribution given by the auxiliary degrees of freedom is described by the ordered cumulants:

\[
\delta_{a_1 \cdots a_n}^{(i)}(t_n) = \theta_{a_1 \cdots a_n} \frac{\log \langle T e^{\frac{i}{\hbar} \int_0^t dt \phi_n^{(\psi)}(t)} \rangle}{\vert a_1 \cdots a_n \rangle \langle a_1 \cdots a_n \vert_{\varepsilon, \cdot} = 0}.
\]

(8)

A more explicit expression for the cumulants can be obtained by exploiting Ursell formula [30], that allows one to write

\[
\delta_{a_1 \cdots a_n}^{(i)}(t_n) = \sum_{p \in \mathbb{P}} \frac{\vert \mathbb{P} \vert - 1)!}{(-1)^{\vert \mathbb{P} \vert - 1}} \prod_{p \in \mathbb{P}} \left( \prod_{p \in \mathbb{P}} \frac{i f_{a_1}^{(i)}(t_1) \cdots f_{a_n}^{(i)}(t_n) C_{a_1 \cdots a_n}^{(i)}(t_n) - i A^+(\tau_n)}{2} \right)
\]

(9)

where \( \mathbb{P} \) is a partition of \( \{1, \ldots, n\} \) with cardinality \( \vert \mathbb{P} \vert \), \( P \in \mathbb{P} \) is a set of the partition \( \mathbb{P} \), and \( p \) one element of the set \( P \). Exploiting Eq. (7) in Eq. (10) and introducing the new symbol

\[
\hat{k}_n(\tau_n) = \sum_{a_1 \cdots a_n} f_{a_1}^{(i)}(t_1) \cdots f_{a_n}^{(i)}(t_n) C_{a_1 \cdots a_n}^{(i)}(t_n),
\]

(10)

we eventually obtain Eq. (9) of the main text.

We stress that the derivation provided in this Appendix holds also if \( \phi^{\pm} \) in Eq. (1) are stochastic processes and \( \langle \cdots \rangle \) denotes the stochastic average. The final result is Eq. (10), where \( \hat{k} \rightarrow k \) and \( \hat{C} \rightarrow C \), i.e., Eq. (13). It is important to remark that in general \( \tilde{C} \) and \( C \) differ because quantum trace and stochastic average have different properties.

**APPENDIX B**

In this Appendix we provide calculations leading to Eq. (21). The map \( N \) in Eq. (19) is TP if \( \text{Tr}[N \hat{\rho}_S] = \text{Tr}[\hat{\rho}_S] \) or equivalently \( \partial_t \text{Tr}[N \hat{\rho}_S] = 0 \). Performing the trace and taking the time derivative we get

\[
i \partial_t \text{Tr}[N \hat{\rho}_S] = \text{Tr} \left\{ \mathcal{T} \left[ \int_0^t dt_n \sum_{n=1}^N \sum_{i=0}^\infty (-i)^n f_{a_1}^{(i)}(t_n) f_{a_2}^{(i)}(t_n) \cdots f_{a_n}^{(i)}(t_n) C_{a_1 \cdots a_n}^{(i)}(t_n) - i A^+(\tau_n) \right] \right\}
\]

\[
\times \exp \left( \sum_{n=1}^\infty \int_0^t dt_n (-i)^n k_n(\tau_n) - \mathcal{O}_n(\tau_n) \right) \hat{\rho}_S \right\}.
\]

(11)

Exploiting the cyclicity of the trace we can rewrite the equation as

\[
i \partial_t \text{Tr}[N \hat{\rho}_S] = \text{Tr} \left\{ \mathcal{T} \left[ \int_0^t dt_n \sum_{n=1}^N \sum_{i=0}^\infty (-i)^n f_{a_1}^{(i)}(t_n) f_{a_2}^{(i)}(t_n) \cdots f_{a_n}^{(i)}(t_n) C_{a_1 \cdots a_n}^{(i)}(t_n) - i \hat{A}(\tau_n) \right] \right\}
\]

\[
\times \exp \left( \sum_{n=1}^\infty \int_0^t dt_n (-i)^n k_n(\tau_n) - \mathcal{O}_n(\tau_n) \right) \hat{\rho}_S \right\} = 0,
\]

(12)

where the superoperator \( \hat{k}(\tau_n) = k(\tau_n) \), where all the \( f^{(i)} \) have been replaced by \( f^{(i)} \). From the above equation we immediately obtain Eq. (21) for the operator \( \hat{A}(\tau_n) \). This condition is rather cumbersome, and one might argue that a simpler one can be obtained by expanding the operators \( \hat{O}_n(\tau_n) \) over the set \( \{ f_{a} \} \) as follows:

\[
\hat{O}_n(\tau_n) = \sum_{a_1 \cdots a_n} f_{a_1}(\tau_1) \cdots f_{a_n}(\tau_n) K_{a_1 \cdots a_n}(\tau_n),
\]

(13)

where the \( K_{a_1 \cdots a_n} \) are complex kernels. However, we now show that a decomposition of this kind works only in the Gaussian case, while it is not instructive for noises with cumulants higher than the second. With the choice (13), the stochastic map (17) generates the average dynamics (19) with (see Appendix C)

\[
\mathcal{O}_n(\tau_n) = \sum_{q=0}^n \sum_{a_1 \cdots a_n} f_{a_1}^{(q)}(\tau_1) \cdots f_{a_n}^{(q)}(\tau_n) K_{a_1 \cdots a_n}(\tau_n),
\]

(14)

where \( \phi = + \) when \( q \) is even, \( \phi = - \) when \( q \) is odd, and we have introduced \( K^{\pm} = (K \pm K^\dagger)/2 \). One notices that the structure of the superoperators \( \mathcal{O}_n(\tau_n) \) is close to that of \( k_n(\tau_n) \). The relevant difference is that, unlike \( C \), \( K \) depends only on the number
q of plus signs of the array \((l_1, \ldots, l_n)\), not on the array itself (note different superscripts). Substituting Eqs. (13) and (B4) in Eq. (19) one finds

\[
N_t(\hat{\rho}_S) = \mathcal{T} \exp \left[ \int_0^t dt \sum_{n=1}^{\infty} \frac{n}{n!} \sum_{\alpha_1, \ldots, \alpha_n} (-i)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \left( C_{\alpha_1, \ldots, \alpha_n}^{l_1, \ldots, l_n}(\tau_n) - K_{\alpha_1, \ldots, \alpha_n}^\circ(\tau_n) \right) \right] \hat{\rho}_S. \tag{B5}
\]

By performing the trace of this equation, one finds that the averaged map \(N_t\) is TP only if the following conditions are satisfied: \(\forall n \in \mathbb{N}, \ q \leq n,\)

\[
C_{\alpha_1, \ldots, \alpha_n}^{l_1, \ldots, l_n}(\tau_n) - K_{\alpha_1, \ldots, \alpha_n}^+(\tau_n) = 0, \quad q \text{ even}, \quad C_{\alpha_1, \ldots, \alpha_n}^{l_1, \ldots, l_n}(\tau_n) - K_{\alpha_1, \ldots, \alpha_n}^-(\tau_n) = 0, \quad q \text{ odd}. \tag{B6}
\]

We recall that \(\bar{I}_l = -1\) because of the trace operation [see Eq. (14)]. Since the identities of Eq. (B6) must hold for any array \((l_1, \ldots, l_n)\), they represent a system of \(2^{n-1}\) independent equations. However, at any order \(n\) there are only two free variables: \(K_{\alpha_1, \ldots, \alpha_n}^+(\tau_n)\) and \(K_{\alpha_1, \ldots, \alpha_n}^-(\tau_n)\). This is a consequence of the fact that \(C\) depends on the array \((-l_1, \ldots, l_n)\), while \(K\) depends only on the number of minus signs in such an array. Accordingly, we can conclude that the system (B6) admits solution only for \(n \leq 2\), and that the decomposition (B3) allows one to obtain the condition for a TP map only in the Gaussian case.

APPENDIX C

In this Appendix we derive Eqs. (B4) for the modified map \(N_t\). It is convenient to introduce the left-right formalism denoting by a superscript \(L\) (\(R\)) the operators acting on \(\hat{\rho}\) from the left (right) [31]. The map \(N_t = (\mathcal{Z}_l \rho \mathcal{Z}_r)\), defined in the main text, can then be written as

\[
N_t = \left[ \mathcal{T} \exp \left[ \sum_{\alpha_1, \ldots, \alpha_n} (-i)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \right] \right]. \tag{C1}
\]

We introduce the superoperator \(O_n(\tau_n)\):

\[
O_n(\tau_n) = O_n^L(\tau_n) + (-)^n O_n^R(\tau_n), \tag{C2}
\]

which, making use of Eq. (B3) and of the identity \(K^\pm = (K \pm K^\dag)/2\), can be rewritten as follows:

\[
O_n(\tau_n) = \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{R_1}(\tau_1) \cdots f_{\alpha_n}^{R_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^+(\tau_n) + \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{R_1}(\tau_1) \cdots f_{\alpha_n}^{R_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^-(\tau_n). \tag{C3}
\]

Further rewriting \(f^{R/L}\) in terms of \(f^\pm = (f^L \pm f^R)/2\), we obtain

\[
O_n(\tau_n) = \left[ \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^+(\tau_n) \right. \nonumber
+ \left[ \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^-(\tau_n) \right] \nonumber
= \sum_{j=1}^n \sum_{\pi_{\alpha_j}} \left[ \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^+(\tau_n) \right. \nonumber
+ \left[ f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) + (-)^n f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) \right] K_{\alpha_1, \ldots, \alpha_n}^-(\tau_n) \left. \right] \tag{C4}
\]

where \(\pi_{\alpha_j}\) is the permutation of the indexes \(l_j\) such that \(q\) is the number of plus signs in the array \((l_1, \ldots, l_n)\) and \(\alpha_j\) denotes the sum over all \([\alpha_1, \ldots, \alpha_n]\). The last line of this equation shows that the terms proportional to \(K^+\) (\(K^-\)) with odd (even) \(q\) are zero, allowing one to rewrite the \(O_n(\tau_n)\) as follows:

\[
O_n(\tau_n) = \sum_{q=0}^n \sum_{\alpha_j, \pi_{\alpha_j}} f_{\alpha_1}^{l_1}(\tau_1) \cdots f_{\alpha_n}^{l_n}(\tau_n) K_{\alpha_1, \ldots, \alpha_n}^\circ(\tau_n), \tag{C5}
\]

where \(\circ = +\) when \(q\) is even and \(\circ = -\) when \(q\) is odd, providing us with Eq. (B4).

APPENDIX D

In this Appendix we provide explicit calculation for the series expansion of Eqs. (35)–(37). Since our aim is to provide a series in powers of interaction operators \(f^\alpha\), we need to rearrange the series in Eq. (33) because this contains terms with powers of interaction operators in the range \([n, 2n]\). The strategy is to disentangle the two series in Eq. (33) by exploiting the properties
of the Cauchy product of two series:

\[
\hat{\mathcal{Z}}_i = T \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{n!k!} \left( -i \int_0^t d\tau \hat{f}^{(n)}(\tau) \phi_a(\tau) \right)^n \left( -\int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \right)^k.
\]  

(D1)

Notice that, at each increment of \( k \), the order of the \( \hat{f}^{(n)} \) increases by two, while at each increment of \( n \) it increases just by one. We replace \( k \rightarrow [k/2] \) in order to have the same order of operators \( \hat{f}^{(n)} \) in both series and obtain

\[
\hat{\mathcal{Z}}_i = \sum_{n=0}^{\infty} \sum_{k=0}^{n/2} \frac{1}{n!k!} T \left\{ \left( -i \int_0^t d\tau \hat{f}^{(n)}(\tau) \phi_a(\tau) \right)^n \left( -\int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \right)^k \right\}.
\]  

(D2)

The extra factor one-half appearing in the second line of this equation is needed to compensate the extra contributions given by the introduction of \([k/2]\), that counts twice the terms of the series \([(2k + 1)/2] = [(2k)/2]\). We can now exploit again the properties of the Cauchy product in order to entangle back the series, obtaining

\[
\hat{\mathcal{Z}}_i = \sum_{n=0}^{\infty} (-i)^n \hat{\xi}_i,
\]  

(D3)

where

\[
\hat{\xi}_i = \frac{1}{(n - [k/2])!} \sum_{k=0}^{[n/2]} \left( \int_0^t d\tau \int_0^{\tau} d\tau_1 \hat{f}^{(n)}(\tau) \phi_a(\tau) \right)^{n-k} \left( -\int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \right)^{k}.
\]  

(D4)

This series is such that the order \( n \) coincides with the power of operators \( \hat{f}^{(n)} \). In order to make this fact more evident we replace \( k \rightarrow 2k \) to get

\[
\hat{\xi}_i = \frac{1}{(n - 2k)!} \sum_{k=0}^{[n/2]} \left( \int_0^t d\tau \int_0^{\tau} d\tau_1 \hat{f}^{(n)}(\tau) \phi_a(\tau) \right)^{n-2k} \left( -\int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \right)^k.
\]  

(D5)

This equation shows that at each increment of \( k \) one removes two terms of the type \( \int_0^t d\tau \hat{f}^{(n)}(\tau) \phi_a(\tau) \) and adds one term of the type \( \int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \). In order to obtain Eq. (35) one only needs to make the time ordering explicit by conditioning the integrals with unit step functions. Doing so we eventually obtain Eq. (35) in the main text, i.e.,

\[
\xi_n = \int_0^t d\tau \phi_a(\tau) \sum_{k=1}^{[n/2]} \sum_{\tau_{a_1}, \tau_{a_2}, \ldots, \tau_{a_n}} K_{a1\gamma_1}(\tau_{a_1}, \tau_{a_2}) \cdots K_{a_{2k-1}\gamma_{2k-1}}(\tau_{a_{2k-1}}, \tau_{a_{2k}}) \phi_{a_{2k+1}}(\tau_{a_{2k+1}}) \cdots \phi_{a_n}(\tau_{a_n}) \theta_{\tau_{a_{2k+1}} \cdots \tau_{a_n}}.
\]  

(D6)

In order to find Eq. (36), we replace Eq. (D1) in Eq. (32) obtaining

\[
[i \partial_t \hat{\mathcal{Z}}_i - \hat{\mathcal{F}}^{(n)}(\tau) \phi_a(\tau) \hat{\mathcal{Z}}_i] = T \left\{ -i \int_0^t d\tau \int_0^{\tau} d\tau_1 \hat{f}^{(n)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma}(\tau, \tau_2) \sum_{n=0}^{\infty} \sum_{k=0}^{[n/2]} \frac{1}{n!k!} \left( -i \int_0^t d\tau \hat{f}^{(n)}(\tau) \phi_a(\tau) \right)^n \left( -\int_0^t d\tau_2 \hat{f}^{(n_2)}(\tau_1) \hat{f}^{(n_2)}(\tau_2) K_{a\gamma_2}(\tau_2) \right)^k \right\}.
\]  

(D7)

Following the steps that lead to Eq. (D3) one obtains Eq. (37).

**APPENDIX E**

In this Appendix we show how one can obtain Eq. (44) by applying Wick’s theorem to Eq. (42). As preliminary steps we separately study the following two cases:

\[
\mathcal{T}(\hat{f}(\tau_0) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)}) = \mathcal{T}\left\{ \hat{f}(\tau_0) \sum_{n=0}^{\infty} \frac{1}{n!} \left( -i \int_0^t d\tau \hat{f}(\tau) \phi(\tau) \right)^n \right\}
\]  

(E1)

and

\[
\int_0^t d\tau_0 \mathcal{T}\left[ K(\tau, \tau_0) \hat{f}(\tau_0) e^{-i \int_0^t d\tau \hat{f}(\tau_1) \hat{f}(\tau_2) K(\tau_2)} \right] = \mathcal{T}\left\{ \int_0^t d\tau_0 K(\tau, \tau_0) \hat{f}(\tau_0) \sum_{n=0}^{\infty} \frac{1}{n!} \left( -\int_0^t d\tau_2 \hat{f}(\tau_1) \hat{f}(\tau_2) K(\tau_2) \right)^n \right\},
\]  

(E2)

where for the sake of simplicity we have dropped the indexes \( \alpha_i \). Let us start with Eq. (E1). Each term of the equation is composed by a string of \( n \) integrated operators:

\[
\int_0^t d\tau_n \mathcal{T}[\hat{f}(\tau_0) \hat{f}(\tau_1) \cdots \hat{f}(\tau_n)].
\]  

(E3)
Applying Wick’s theorem one obtains
\[
\int_0^t dt_1 \mathcal{T}[\hat{f}(t_0) \hat{f}(t_1) \cdots \hat{f}(t_n)] = \int_0^t dt_1 \hat{f}(t_0) \mathcal{T}[\hat{f}(t_1) \cdots \hat{f}(t_n)] + \sum_{n=1}^n \int_0^t dt_1 \mathcal{C}(t_0, t_1) \mathcal{T}[\hat{f}(t_1), \hat{f}(t_2), \ldots, \hat{f}(t_n)],
\]
(E4)

where \( \mathcal{C}(t_0, t_1) \) is a Wick contraction. Exploiting Eq. (E4) in Eq. (E1) we are able to extract the operator \( \hat{f}(t_0) \) from the time ordering, at the cost of introducing an extra term proportional to the contraction:

\[
\mathcal{T}[\hat{f}(t_0) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)}] = \left( \hat{f}(t_0) - i \int_0^t d\tau \mathcal{C}(t_0, t_1) \right) \sum_{n=1}^\infty \frac{1}{n!} \mathcal{T} \left( -i \int_0^t d\tau \hat{f}(\tau) \phi(\tau) \right)^n
\]

(E5)

The next step is to show how one can extract the term \( \hat{f}(\tau) \) from the time ordering in Eq. (E2). Applying Wick’s theorem for the \( n \)th term of the series one gets

\[
\mathcal{T} \left\{ \int_0^t dt_0 K(t, t_0) \hat{f}(t_0)^n \right\} = \int_0^t dt_0 K(t, t_0) \hat{f}(t_0)^n \mathcal{T} \left\{ -i \int_0^t dt_1 \hat{f}(t_1) \hat{f}(t_2) K(t_2) \right\}^n \]

(E6)

where \( \overline{K}(t_1, t_2) = K(t_1, t_2) + K(t_2, t_1) \). Applying this result to Eq. (E2) one obtains

\[
\mathcal{T} \left\{ \hat{f}(t) \int_0^t dt K(t, \tau) \hat{f}(\tau) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)} \right\} = -\mathcal{T} \left\{ \int_0^t dt \hat{f}(t) K^{(1)}(t, \tau) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)} \right\} + \hat{f}(t) \int_0^t dt_1 K(t, t_1) \hat{f}(t_1) \mathcal{T} \left( \hat{f}(t_1) - i \int_0^t d\tau \mathcal{C}(t_1, \tau) \phi(\tau) \right) \mathcal{T} e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)},
\]

(E7)

As one can see, unlike the previous case, in this specific case we are not able to close the equation at the first step because we obtain an extra term. However, such a term has the same structure as the one in the LHS of Eq. (E7), allowing one to reapply this equation to it. Iterating this procedure we obtain

\[
\mathcal{T} \left\{ K(t, \tau) \hat{f}(\tau) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)} \right\} = \sum_{n=1}^\infty \int_0^t dt_1 K^{(n)}(t, t_1) \hat{f}(t_1) \mathcal{T} e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)} - \mathcal{T} \left\{ \int_0^t dt \hat{f}(\tau) K^{(1)}(t, \tau) e^{-i \int_0^t d\tau \hat{f}(\tau) \phi(\tau)} \right\}
\]

(E8)

with \( K^{(1)} = K \) and

\[
K^{(n)}(t, \tau) = \int_0^t dt_2 K^{(n-1)}(t, t_2) \mathcal{C}(t_2, t_1) \overline{K}(t_1, \tau).
\]

(E9)

Equation (E8) shows that one can extract the term \( \hat{f}(\tau) \) from the time ordering only if

\[
\lim_{n \to \infty} K^{(n)} = 0.
\]

(E10)
(otherwise an extra term would be left, not allowing one to close the procedure). This condition can be understood as a constraint on the convergence of the perturbative series. With Eqs. (E5) and (E8) in hand it is straightforward to obtain Eq. (44) from Eq. (43).